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Preface
Astronomy is a science that thrives on new discoveries. Fueled 
by new technologies and novel theoretical insights, the study 
of the cosmos continues to change our understanding of the 
universe. We are pleased to have the opportunity to present in 
this book a representative sample of the known facts, evolving 
ideas, and frontier discoveries in astronomy today.

Astronomy Today has been written for students who 
have taken no previous college science courses and who 
will likely not major in physics or astronomy. It is intended 
for use in a one- or two-semester, nontechnical astronomy 
course. We present a broad view of astronomy, straightfor-
wardly descriptive and without complex mathematics. The 
absence of sophisticated mathematics, however, in no way 
prevents discussion of important concepts. Rather, we rely 
on qualitative reasoning as well as analogies with objects and 
phenomena familiar to the student to explain the complexi-
ties of the subject without oversimplification. We have tried 
to communicate the excitement we feel about astronomy and 
to awaken students to the marvelous universe around us.

We are very gratified that the first seven editions of this 
text have been so well received by many in the astronomy 
education community. In using those earlier texts, many 
teachers and students have given us helpful feedback and 
constructive criticisms. From these, we have learned to com-
municate better both the fundamentals and the excitement of 
astronomy. Many improvements inspired by these comments 
have been incorporated into this new edition.

Focus of the Eighth Edition
From the first edition, we have tried to meet the challenge 
of writing a book that is both accurate and approachable. 
To the student, astronomy sometimes seems like a long list 
of unfamiliar terms to be memorized and repeated. Many 
new terms and concepts will be introduced in this course, 
but we hope students will also learn and remember how 
science is done, how the universe works, and how things are 
connected. In the eighth edition, we have taken particular 
care to show how astronomers know what they know, and to 
highlight both the scientific principles underlying their work 
and the process used in discovery.

New and Revised Material
Astronomy is a rapidly evolving field and, in the three years 
since the publication of the seventh edition of Astronomy 
Today, has seen many new discoveries covering the entire 

spectrum of astronomical research. Almost every chapter 
in the eighth edition has been substantially updated with 
new information. Several chapters have also seen significant 
reorganization in order to streamline the overall presentation, 
strengthen our focus on the process of science, and reflect new 
understanding and emphases in contemporary astronomy.

In addition to updates throughout the text on the num-
bers and properties of the many astronomical objects, the 
many substantive changes include the following:
l A new Discovery box in Chapter 5 on the ALMA inter-

ferometric array.
l Significant revision in Chapter 5 of the discussion of 

infrared telescopes, including new coverage of Herschel 
and introduction of the James Webb Space Telescope.

l A new two-page box in Chapter 6 on planetary exploration.
l Incorporation and reorganization of the entire “standard” 

theory of solar system formation into Chapter 6, laying the 
groundwork for interpreting the planetary data presented 
in Part 2 and allowing Chapter 15 to focus on solar system 
details, irregularities, and exoplanets.

l Updated discussion in Discovery 8-1 of Chang’e, GRAIL, 
and other recent lunar missions; new discussion of the 
Prospector, LRO, and LCROSS missions, with updated 
coverage of the search for lunar ice.

l Updated coverage in Chapter 8 of the lunar core and 
interior based on the latest GRAIL results.

l Updated discussion in Chapter 8 of surface features on 
Mercury, following the Messenger mission.

l Updated discussion in Chapter 8 of Mercury’s inner and 
outer core and magnetic field and formation, in light of 
new Messenger data.

l Updated discussion in Chapter 9 of Venus Express find-
ings and status.

l Updated discussion in Chapter 10 of the collision hypoth-
esis as the origin of the northern Martian lowlands.

l Reorganized and updated discussion in Chapter 10 of 
liquid water on the Martian surface.

l Updated discussion in Chapter 10 on the Spirit, 
Opportunity, and Phoenix landers; new material on the 
Curiosity lander and its findings.

l Revised discussion in Chapter 10 of the origin of the 
Martian moons.

l Updated coverage of cometary impacts in Discovery 11-1, 
indicating that such impacts are commonplace in the 
solar system.
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The Illustration 
Program
Visualization plays an important 
role in both the teaching and the 
practice of astronomy, and we con-
tinue to place strong emphasis on 
this aspect of our book. We have 
tried to combine aesthetic beauty 
with scientific accuracy in the art-
ist’s conceptions that adorn 
the text, and we have 
sought to pre-
sent the best and 
latest imagery  
of a wide range 
of cosmic objects. 
Each illustration 
has been care-
fully crafted to 
enhance student 
learning; each 
is pedagogically 
sound and tied 
tightly to the 
nearby discus-
sion of important scientific facts and ideas. This edition 
contains more than 100 revised figures that show the latest 
imagery and the results learned from them.

Compound Art It is rare that a single image, be it a pho-
tograph or an artist’s conception, can capture all aspects of 
a complex subject. Wherever possible, multiple-part figures 
are used in an attempt to convey the greatest amount of 
information in the most vivid way:

l Visible images are often presented along with their counter-
parts captured at other wavelengths.

l Interpretive line drawings are often superimposed on 
or juxtaposed with real astronomical photographs, 
helping students to really “see” what the photographs 
reveal.

l Breakouts—often multiple ones—are used to zoom 
in from wide-field shots to close-ups so that detailed 
images can be understood in their larger context.

Interactive Figures and Photos Icons through-
out the text direct students to dynamic, interactive 
versions of art and photos on MasteringAstronomy®. 
Using online applets, students can manipulate factors 

such as time, wavelength, scale, and perspective to increase 
their understanding of these figures.

R I V U X G

PlumeVolcano

Volcanic
plume

Surface

1500 km

Interactive FIGURE 11.20 Volcanoes on Io The main image shows a Galileo  
view of Io, whose surface is kept smooth and brightly colored by constant volcanism,  
revealed here as dark, circular features. The left inset shows an umbrella-like  
eruption of one of Io’s volcanoes as Galileo flew past this fascinating moon in 1997;  
the plume measures about 150 km high and 300 km across. The right inset shows  

another	volcano,	this	one	face-on,	where	surface	features	here	are	resolved	to	just	a	few	 
kilometers. (NASA)

Cloud

Earth’s atmosphere

Reradiated
infrared
radiation

Carbon
dioxide

molecules

Infrared partially
absorbed in atmosphere

Visible
sunlight

Re�ected
sunlight

Escaping
infrared
radiation

Sunlight
reaches surface

Earth’s
surface

Interactive FIGURE 7.5 Greenhouse Effect Sunlight  
that is not reflected by clouds reaches Earth’s surface, warming  
it up. Infrared radiation reradiated from the surface is partially  
absorbed by carbon dioxide (and also water vapor, not shown  

here) in the atmosphere, causing the overall surface temperature  
to rise.
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X-ray, or gamma-ray wavelengths are used to 
supplement visible-light images. As it is sometimes 
difficult (even for a professional) to tell at a glance 
which images are visible-light photographs and which 
are false-color images created with other wavelengths, 
each photo in the text is accompanied by an icon that 
identifies the wavelength of electromagnetic radiation 
used to capture the image.

R I V U X G

Sun

Earth Inferior
conjunction

Superior
conjunction

Greatest elongation
(half)

Maximum brightness
(crescent)

Orbit of Venus

Orbit of Earth

47°°
39°

Venus appears brightest
to us when it is part
way around in
its orbit.

Narrated FIGURE 9.2 Venus’s  
Brightness Venus appears full when it is  
at its greatest distance from Earth, on the  
opposite side of the Sun from us (superior  
conjunction).	As	its	distance	decreases,	less	 

and less of its sunlit side becomes visible. When  
closest to Earth, it lies between us and the Sun  
(inferior	conjunction),	so	we	cannot	see	the	sunlit	 
side of the planet at all. Venus appears brightest  
when it is about 39° from the Sun. (Compare  
 Figure 2.12.) (Insets: UC/Lick Observatory)

Narrated Figures (NEW) Narrated Figures are 
brief videos that step students through complex 
figures from the text, expanding students’ under-
standing of fundamental concepts in a presentation 

that includes narration, enhanced visuals, and one to 
two embedded questions, followed by short, one- to two-
question Mastering activities that are graded. They mirror 
how an instructor might present a topic in class and can be 
assigned as homework, self-study, or as part of a pre-lecture 
program.

Figure Annotations (REVISED) The eighth edition 
incorporates the research-proven technique of strategically 
placing annotations (which always appear in blue type) within 
key pieces of art, fostering students’ ability to read and inter-
pret complex figures, focus on the most relevant information, 
and integrate written and visual knowledge.

Full Spectrum Coverage and Spectrum 

Icons R I V U X G

50,000 light-years

 Astronomers exploit  
the full range of the electromagnetic spectrum to  
gather information about the cosmos. Throughout  
this book, images taken at radio, infrared, ultraviolet, 

l Revised discussion in Chapter 12 of storms on  
Saturn and new moons and features in Saturn’s  
rings.

l Expanded coverage in Chapter 12 of Cassini Solstice 
observations of Titan and Enceladus.

l Updated discussion in Chapter 13 of Uranus’s tilted spin 
axis and new imagery of weather patterns on Uranus 
and Neptune.

l New coverage in Chapter 14 of the Dawn mission to 
Vesta and Ceres.

l Updated coverage in Chapter 14 of Earth-crossing aster-
oids and asteroid near misses.

l Updated coverage in Chapter 14 of Pluto’s moons and 
trans-Neptunian objects

l New Discovery box in Chapter 15 on the Alpha Centauri 
planetary system.

l Expanded coverage in Chapter 15 of exoplanet discover-
ies and properties and the Kepler candidates list.

l New discussion in Chapter 15 of Earths and super-
Earths in the habitable zones of their parent stars.
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l New coverage in Chapter 16 of the Solar Dynamics 
Observatory and its findings.

l Updated discussion in Chapter 19 of star cluster obser-
vations and formation.

l Revised discussion in Chapter 22 of gamma-ray bursts 
and hypernovae.

l Updated coverage in Chapter 23 of activity near the 
center of the Milky Way Galaxy.

l Significantly updated coverage in Chapter 25 of galaxies, 
including new discussion of inflow of gas from interga-
lactic space.

l Expanded discussion of tidal streams in the Milky Way 
halo.

l Significantly expanded coverage in Chapter 27 of 
baryon acoustic oscillations in the early universe and 
their connection to fluctuations in the microwave 
background.

l Updated discussion in Chapter 28 of the frequency of 
planetary systems and the numbers of habitable planets 
per system.

l Added 18 new Narrated Figure notations.
l Added helpful annotations so that now about half of the 

figures in the text employ this pedagogically useful tool.
l Added distance scales to many figures, helping 

students gain an understanding of the vastness of the 
universe.

l Replaced a number of older images for currency and 
clarity.

l Updated the art throughout the text.
l Added new table of contents for online material  

(Online Contents), which lists by chapter all the  
online assets the book delivers: Narrated Figures, 
Interactive Figures, Animation/Videos, and Self-Guided 
Tutorials.

Other Pedagogical Features
As with many other parts of our text, instructors have helped 
guide us toward what is most helpful for effective student 
learning. With their assistance, we have revised both our 
in-chapter and end-of-chapter pedagogical apparatus to 
increase its utility to students.

Learning Outcomes 
(NEW)  Studies indicate 
that beginning students 
have trouble prioritizing 
textual material. For this 
reason, a few (typically 
five or six) well-defined 
Learning Outcomes are 
provided at the start of 
each chapter. These help 
students structure their 
reading of the chapter 
and then test their mas-
tery of key concepts. The 
Learning Outcomes are 
numbered and keyed to 
the items in the Chapter Summary, which in turn refer back to 
passages in the text. This highlighting of the most important 
aspects of the chapter helps students prioritize information and 
also aids in their review. The Learning Outcomes are organized 
and phrased in such a way as to make them objectively testable, 
affording students a means of gauging their own progress.

The Big Picture (REVISED) The Big Picture feature on 
every chapter opening spread encapsulates the overarching 
message that each chapter imparts, helping students see 
how chapter content is connected to a broad understanding 
of the universe.

The Big Picture Stars are everywhere in the nighttime 
sky. The naked eye can spot about 6000 of them, spread across 
88 constellations. Millions more are visible even with binoculars 
or a small telescope. The total number of stars is impossible to 
count, and relatively few have been studied in detail. Yet, it is 
stars that tell us more about the fundamentals of astronomy 
than any other objects in the universe.
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The Big Question (NEW) Each chapter now ends with 
a broad, open-ended query that is intended to ignite stu-
dents’ curiosity about the still-unanswered questions at 
the forefront of astronomical research. The Big Question 
builds on the material presented in the chapter and invites 
students to speculate on the larger scope of what they have 
just learned.

449

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Learning Outcomes

Studying this chapter will enable you to

 1 Summarize the composition  
and physical properties of the  
interstellar medium.

 2 Describe the characteristics of 
emission nebulae, and explain  
their significance in the life cycle 
of stars.

 3 List the basic properties of dark 
interstellar clouds.

 4 Specify the radio techniques used 
to probe the nature of interstellar 
matter.

 5 Explain the nature and significance 
of interstellar molecules.

Stars and planets are not the only inhabitants of our Galaxy. The 
space around us harbors invisible matter throughout the dark 
voids between the stars. The density of this matter is extremely 
low—approximately a trillion trillion times less dense than matter 
in either stars or planets, far more tenuous than the best vacuum 
attainable on Earth. Only because the volume of interstellar space 
is so vast does its mass amount to anything at all.

So why bother to study this near-perfect vacuum? We do so 
for three important reasons. First, there is nearly as much mass 
in the “voids” among the stars as there is in the stars themselves. 
Second, interstellar space is the region out of which new stars 
are born. Third, interstellar space is also the region into which 
old stars expel their matter when they die. It is one of the most 
significant crossroads through which matter passes anywhere in 
our universe.

The Interstellar  
Medium
GAS AnD DuSt AMonG thE StArS

18

Left: this remarkable image—a visual, true-color photo taken by the hubble Space 

telescope—shows pillars of gas and dust within the Carina nebula. these flimsy 

structures, about 7500 light-years away and extending a few light-years across (thus 

much bigger than our solar system), will not survive long; radiation from hidden stars is 

slowly destroying them. In about 100,000 years, a cluster of stars will form here. (StScI)

The Big Picture Interstellar space comprises a much 
bigger domain of real estate than anything yet studied in this 
book. Extending into deeper space for hundreds and even 
thousands of light-years, on scales much larger than stars and 
planets, the interstellar medium is the place where nature 
conducts many of its changes. Rich in gas and dust, yet spread 
extraordinarily thinly throughout the vast, dark regions among 
the stars, interstellar matter occasionally reveals itself in 
silhouette, glows as nebulae, and contracts to form new stars.
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Star Spectral type Mass (M)  
(solar masses)

Central temperature  
(106 K)

Luminosity (L)  
(solar luminosities)

estimated Lifetime (M/L) 
(106 years)

Spica B* B2V 6.8 25 800 90

Vega A0V 2.6 21 50 500

Sirius A A1V 2.1 20 22 1000

Alpha Centauri G2V 1.1 17 1.6 7000

Sun G2V 1.0 15 1.0 10,000

Proxima Centauri M5V 0.1 0.6 0.00006 16,000,000
* The “star” Spica is, in fact, a binary system comprising a B1III giant primary (Spica A) and a B2V main-sequence secondary (Spica B).

tABLe 17.5 Key Properties of Some Well-Known Main-Sequence Stars

power of the mass (as indicated by the line in Figure 17.24b). 
Thus, a 2-solar-mass main-sequence star has a radius about 
twice that of the Sun and a luminosity of 16 (24) solar lumi-
nosities; a 0.2-solar-mass main-sequence star has a radius 
of roughly 0.2 solar radii and a luminosity of around 0.0016 
(0.24) solar luminosity.

Table 17.5 compares some key properties of several well-
known main-sequence stars, arranged in order of decreasing 
mass. Notice that the central temperature (obtained from 
mathematical models similar to those discussed in Chapter 16)  
differs relatively little from one star to another, compared 
with the large spread in stellar luminosities.  (Sec. 16.2) 
The rapid rate of nuclear burning deep inside a star releases 
vast amounts of energy per unit time. How long can the fire 
continue to burn? We can estimate a main-sequence star’s 
lifetime simply by dividing the amount of fuel available (the 
mass of the star) by the rate at which the fuel is being con-
sumed (the star’s luminosity):

stellar lifetime ∝
stellar mass

stellar luminosity
.

The mass–luminosity relation tells us that a star’s luminos-
ity is roughly proportional to the fourth power of its mass, 
so we can rewrite this expression to obtain, approximately,

stellar lifetime ∝
1

(stellar mass)3
.

The final column in Table 17.5 lists estimated lifetimes, 
based on the above proportionality and noting that the life-
time of the Sun (see Chapter 20) is about 10 billion years.

For example, the lifetime of a 10-solar-mass main-
sequence O-type star is roughly 10/104 = 1/1000 of the 
lifetime of the Sun, or about 10 million years. The nuclear 
reactions in such a massive star proceed so rapidly that its 
fuel is quickly depleted, despite its large mass. We can be 
sure that all the O- and B-type stars we now observe are 
quite young—less than a few tens of millions of years old. 
Massive stars older than that have already exhausted their 
fuel and no longer emit large amounts of energy. They have, 
in effect, died.

At the opposite end of the main sequence, the cooler 
K- and M-type stars have less mass than our Sun has. With 
their low core densities and temperatures, their proton–
reactions churn away rather sluggishly, much more slowly 
than those in the Sun’s core. The small energy release per 
unit time leads to low luminosities for these stars, so they 
have very long lifetimes. Many of the K- and M-type stars 
we now see in the night sky will shine on for at least another 
trillion years. The evolution of stars—large and small—is 
the subject of Chapters 20 and 21.

ProCeSS of SCieNCe Check

4 How do we know the masses of stars that aren’t 
components of binaries?

The Big Question Our Sun will expand as it ages, and it is destined to balloon rapidly into  
a red giant as it begins running out of fuel in about 5 billion years. A burning question, often asked 
and then quickly dismissed as being too remote in time is, will the red-giant Sun expand enough to 
engulf Earth? No one is certain. We do know that the Sun is losing lots of matter, thereby lessening its 
gravitational pull. Perhaps that will allow Earth to recede eventually to a relatively safe orbit.
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was defined. In addition, an expanded alphabetical glossary, 
defining each Key Term and locating its first use in the text, 
appears at the end of the book. 

H–R Diagrams and Acetate Overlays  All of the 
book’s H–R diagrams are drawn in a uniform format, using 
real data. In addition, a unique set of transparent acetate 
overlays dramatically demonstrates to students how the H–R 
diagram helps us to organize our information about the stars 
and track their evolutionary histories.

More Precisely Boxes These boxes provide more quantita-
tive treatments of subjects discussed qualitatively in the text. 
Removing these more challenging topics from the main flow of 
the narrative and placing them within a separate modular ele-
ment of the chapter design (so that they can be covered in class, 
assigned as supplementary material, or simply left as optional 
reading for those students who find them of interest) will allow 
instructors greater flexibility in setting the level of their coverage.

Discovery Boxes  Exploring a wide variety of interest-
ing supplementary topics, Discovery boxes provide the 
reader with insight into how scientific knowledge evolves and 
emphasizes the process of science.

End-of-Chapter Questions, Problems, and 
Activities (NEW) Many elements of the end-of-chapter 
material have seen substantial reorganization:
l Each chapter incorporates Review and Discussion 

Questions, which may be used for in-class review or for 
assignment. As with the Self-Test Questions, the material 
needed to answer Review Questions may be found within 
the chapter. The Discussion Questions explore particular 
topics more deeply, often asking for opinions, not just 
facts. As with all discussions, these questions usually have 
no single “correct” answer. Questions identified with a 
POS icon encourage students to explore the Process of 
Science, and each Learning Outcome is reflected in one of 
the Review and Discussion questions, marked by LO.

l Each chapter also contains Conceptual Self-Test 
Questions in a multiple-choice format, including select 
questions that are tied directly to a specific figure or 
diagram in the text, allowing students to assess their 
understanding of the chapter material. These questions 
are identified with a VIS icon. Answers to all these 
questions appear at the end of the book.

l The end-of-chapter material includes Problems, based on 
the chapter contents and requiring some numerical cal-
culation. In many cases the problems are tied directly to 
quantitative statements made (but not worked out in detail) 
in the text. The solutions to the problems are not contained 
verbatim within the chapter, but the information necessary 
to solve them has been presented in the text. Answers to 
odd-numbered Problems appear at the end of the book. 

Concept Checks  We incorporate into each chapter a 
number of “Concept Checks”—key questions that require the 
reader to reconsider some of the material just presented or 
attempt to place it into a broader context. Answers to these 
in-chapter questions are provided at the back of the book.

CONCEPT Check

4 Why do astronomers draw such a clear distinction  
between the inner and the outer planets?

Process of Science Checks  Each chapter now also 
includes one or two “Process of Science Checks,” similar to 
the Concept Checks but aimed specifically at clarifying the 
questions of how science is done and how scientists reach the 
conclusions they do. Answers to these in-chapter questions 
are also provided at the back of the book.

PROCESS OF SCIENCE Check

4 In what sense are the comets we see unrepresentative 
of comets in general?

Concept Links In astronomy, as in many scientific disciplines, 
almost every topic seems to have some bearing on almost every 
other. In particular, the connection between the astronomical 
material and the physical principles set forth early in the text is 
crucial. Practically everything in Chapters 6–28 of this text rests 
on the foundation laid in the first five chapters. For example, it 
is important that students, when they encounter the discussion 
of high-redshift objects in Chapter 25, recall not only what 
they just learned about Hubble’s law in Chapter 24 but also 
refresh their memories, if necessary, about the inverse-square 
law (Chapter 17), stellar spectra (Chapter 4), and the Doppler 
shift (Chapter 3). Similarly, the discussions of the mass of 
binary-star components (Chapter 17) and of galactic rotation 
(Chapter 23) both depend on the discussion of Kepler’s and 
Newton’s laws in Chapter 2. Throughout, discussions of new 
astronomical objects and concepts rely heavily on comparison 
with topics introduced earlier in the text.

It is important to remind students of these links so that 
they recall the principles on which later discussions rest 
and, if necessary, review them. To this end, we have inserted 
“concept links” throughout the text—symbols that mark key 
intellectual bridges between material in different chapters. 
The links, denoted by the symbol  together with a section 
reference, signal that the topic under discussion is related in 
some significant way to ideas developed earlier and provide 
direction to material to review before proceeding.

Key Terms  Like all subjects, astronomy has its own 
specialized vocabulary. To aid student learning, the most 
important astronomical terms are boldfaced at their first 
appearance in the text. Boldfaced Key Terms in the Chapter 
Summary are linked with the page number where the term 
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Instructor Resources 
 

www.masteringastronomy.com

MasteringAstronomy is the most widely used and most 
advanced astronomy tutorial and assessment system in the 
world. By capturing the step-by-step work of students nation-
ally, MasteringAstronomy has established an unparalleled data-
base of learning challenges and patterns. Using this student 
data, a team of renowned astronomy education researchers has 
refined every activity and problem. The result is a library of 
activities of unique educational effectiveness and assessment 
accuracy. MasteringAstronomy provides students with two 
learning systems in one: a dynamic self-study area and the abil-
ity to participate in online assignments.

MasteringAstronomy provides instructors with a fast 
and effective way to assign uncompromising, wide-ranging 
online homework assignments of just the right difficulty 
and duration. The tutorials coach 90 percent of students to 
the correct answer with specific wrong-answer feedback. 
Powerful post-diagnostics allow instructors to assess the 

progress of their class as a whole or to quickly identify an 
individual student’s areas of difficulty. Tutorials built around 
text content and all the end-of-chapter problems from the 
text are available in MasteringAstronomy. A media-rich 
self-study area is included that students can use whether the 
instructor assigns homework or not.

Instructor Guide  Revised by James Heath (Austin 
Community College), this online guide provides: sample syllabi 
and course schedules; an overview of each chapter; pedagogi-
cal tips; useful analogies; suggestions for classroom demonstra-
tions; writing questions, selected readings, and answers/solu-
tions to the end-of-chapter Review and Discussion Questions 
and Problems; and additional references and resources.
ISBN 0-321-91021-4

Test Bank An extensive file of approximately 2800 test ques-
tions, newly compiled and revised for the eighth edition. The 
questions are organized and referenced by chapter section 
and by question type. The eighth edition Test Bank has been 
thoroughly revised and includes many new Multiple Choice 
and Essay questions for added conceptual emphasis. This Test 
Bank is available in both Microsoft® Word and TestGen® for-
mats (see description of Instructor Resource DVD).
ISBN 0-321-91008-7

Instructor Resource Area in Mastering Astronomy

This instructor resource area resides in MasteringAstronomy 
and provides every electronic asset professors will need in 
and out of the classroom. The area not only contains an 
Instructor’s Resource Manual, but also all text figures in 
jpeg and PowerPoint formats, including additional images, 
star charts, as well as the animations and videos from the 
MasteringAstronomy® Study Area. The area also contains 
TestGen®, an easy-to-use, fully networkable program for 
creating tests ranging from short quizzes to long exams. 
Questions from the Test Bank are supplied, and professors can 
use the Question Editor to modify existing questions or cre-
ate new questions. It also contains chapter-by-chapter lecture 
outlines in PowerPoint and conceptual “clicker” questions in 
PowerPoint. It is available in both PC and Mac formats. 

Instructor Resource Center  The Pearson Instructor 
Resource Center contains everything found on the Instructor 
Resource Area in MasteringAstronomy and the Instructor 
DVD, above, with the exception of the text figures in jpeg and 
PowerPoint formats, which are too large to download.

Instructor Resource DVD  This DVD contains 
every resource found in the Instructor Resource Area in 
MasteringAstronomy, and it provides virtually every electronic 
asset professors will need in and out of the classroom. The disc 
contain all text figures in jpeg and PowerPoint formats, as well 
as the animations and videos from the Mastering Astronomy® 
Study Area. The IR-DVD also contains TestGen®, an easy- 
to-use, fully networkable program for creating tests ranging 

l Also new to this edition, the end-of-chapter material 
now ends with collaborative and individual Activities 
relevant to the material presented in the text. These 
range from basic naked-eye and telescopic observing 
projects to opinion polls, surveys, group discussions, 
and astronomical research on the Web.

Chapter Review Summaries  The Chapter Review 
Summaries, a primary review tool, are linked to the Learning 
Outcomes at the beginning of each chapter. Key Terms 
introduced in each chapter are listed again, in context and in 
boldface, along with key figures and page references to the 
text discussion.

Chapter Review 185

The Big Question Not long after Earth formed, debris bombardment from outside and  
radioactive heating from inside caused the whole planet to melt. Any water present early on would have 
evaporated and escaped. So, where did all the water now on Earth come from? Nearly three-quarters of 
Earth’s surface is abundant in water, and to great ocean depths. In fact, Earth has so much water—just 
look at the chapter opening photo on page 160—that it might have been more properly called Aqua. One 
possibility is that comets, which are hardly more than dirty ice balls, delivered the water. Another is that 
water upwelled from inside our planet during early volcanism. No one knows for sure.

1  The six main regions of Earth  
are (from inside to outside) a central metal-
lic core (p. 162), which is surrounded by 
a thick rocky mantle (p. 162), topped 
with a thin crust (p. 162). The liquid 
oceans on our planet’s surface make up the  
hydrosphere (p. 162). Above the surface 
is the atmosphere (p. 174), which is composed primarily of 
nitrogen and oxygen and thins rapidly with altitude. Surface 
winds and weather in the troposphere (p. 163), the low-
est region of Earth’s atmosphere, are caused by convection  
(p. 163), the process by which heat is moved from one place 
to another by the upwelling or downflow of a f luid, such as air 
or water. Higher above the atmosphere lies the magnetosphere 
(p. 162), where charged particles from the Sun are trapped by 
Earth’s magnetic field.

2  At high altitudes, in the ionosphere (p. 163), the atmosphere 
is kept ionized by the absorption of high-energy radiation and par-
ticles from the Sun. In the stratosphere 
(p. 163), just above the troposphere, 
lies the ozone layer (p. 164), where 
incoming solar ultraviolet radiation is 
absorbed. Both the ionosphere and the 
ozone layer help protect us from dan-
gerous radiation from space. The green-
house effect (p. 166) is the absorption 
and trapping of infrared radiation emit-
ted by Earth’s surface by atmospheric 
gases (primarily carbon dioxide and water vapor). It makes our 
planet’s surface some 40 K warmer than would otherwise be the 
case. Earth’s atmosphere was outgassed from our planet’s interior 
by volcanoes and was then altered by solar radiation and, finally, by 
the emergence of life.
3  We study Earth’s interior by observing how seismic waves 

(p. 168), produced by earthquakes just below Earth’s surface, 
travel through the mantle. We can also study the upper mantle 
by analyzing the material brought to the surface when a volcano 
erupts. Earth’s center is dense and extremely hot. The planet’s 
iron core consists of a solid inner core (p. 169) surrounded 

by a liquid outer core (p. 169). The pro-
cess by which heavy material sinks to the 
center of a planet and lighter material rises 
to the surface is called differentiation  
(p. 170). Earth’s differentiation implies 
that our planet must have been at least par-
tially molten in the past. One way in which 
this could have occurred is by the heat  
released during Earth’s formation and sub-
sequent bombardment by material from  
interplanetary space. Another possibil-
ity is the energy released by the decay of  
radioactive (p. 171) elements present in 
the material from which Earth formed.
4  Earth’s surface is made up of about a dozen enormous slabs, 

or plates. The slow movement of these plates across the surface 
is called continental drift or plate tectonics (p. 174). Earth-
quakes, volcanism, and mountain building are associated with 
plate boundaries, where plates may collide, move apart, or rub 
against one another. The motion of the plates is thought to be 
driven by convection in Earth’s man-
tle. The rocky upper layer of Earth that 
makes up the plates is the lithosphere  
(p. 174). The semisolid region in the 
upper mantle over which the plates 
slide is called the asthenosphere  
(p. 174). The constant recycling and 
transformation of crust material as 
plates separate, collide, and sink into the mantle is called the 
rock cycle (p. 179). Evidence for past plate motion can be 
found in the geographical fit of continents, in the fossil record, 
and in the ages and magnetism of surface rocks.
5  Earth’s magnetic field extends 

far beyond the surface of our 
planet. Charged particles from the 
solar wind are trapped by Earth’s 
magnetic field lines to form the 
Van Allen belts (p. 180) that sur-
round our planet. When particles 
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Allowing the students to access the text wherever they have 
access to the Internet, Pearson eText comprises the full text, 
including figures that can be enlarged for better viewing. 
Within Pearson eText students are also able to pop up defini-
tions and terms to help with vocabulary and the reading of 
the material. Students also can take notes in Pearson eText 
using the annotation feature.

Starry Night CollegeTM Student Access Code Card,  
7th Edition 
This best-selling planetarium software lets you escape the 
Milky Way and travel within 700 million light-years of space. 
View more than 16 million stars in stunningly realistic star 
fields. Zoom in on thousands of galaxies, nebulae, and star 
clusters. Move through 200,000 years of time to see key 
celestial events in a dynamic and ever-changing universe. 
Blast off from Earth and see the motions of the planets from 
a new perspective. Hailed for its breathtaking realism, pow-
erful suite of features, and intuitive ease of use, Starry Night 
CollegeTM lives up to its reputation as astronomy software’s 
brightest . . . night after night.
ISBN 0-321-71295-1 

Starry Night CollegeTM Activities & Observation and Research 
Projects   This downloadable supplement contains activi-
ties for Starry Night College planetarium software by Erin 
O’Connor (Santa Barbara City College), as well as observation 
and research projects by Steve McMillan. It is downloadable 
free from the MasteringAstronomy Study Area and also from 
the Pearson Starry Night College download site.
ISBN 0-321-75307-0

SkyGazer 5.0 Student Access Code Card  This access kit 
provides a one-time download of SkyGazer 5.0 that com-
bines exceptional planetarium software with informative 
pre-packaged tutorials. Based on the popular Voyager soft-
ware, this access code card is available to be packaged at no 
additional charge with new copies of introductory astron-
omy textbooks. Along with the software, this access code 
card also enables users to download the Astronomy Media 
Workbook by Michael LoPresto.
ISBN 0-321-76518-4
(Also available on CD-ROM. ISBN 0-321-89843-5)

Sky and Telescope Based on the most popular amateur astron-
omy magazine, this special student supplement contains nine 
articles by Evan Skillman, each with a general overview and 
four question sets focused on the issues professors most want 
to address in this course: General Review, Process of Science, 
Scale of the Universe, and Our Place in the Universe.
ISBN 0-321-70620-X

Edmund Scientific Star and Planet Locator The famous rotat-
ing roadmap of the heavens shows the location of the stars, 
constellations, and planets relative to the horizon for the 
exact hour and date you determine. This eight-square star 

from short quizzes to long exams. Questions from the Test 
Bank are supplied, and professors can use the Question Editor 
to modify existing questions or create new questions. This 
disc set also contains chapter-by-chapter lecture outlines in 
PowerPoint and conceptual “clicker” questions in PowerPoint.
ISBN 0-321-90974-7

Learner-Centered Astronomy Teaching: Strategies for  
ASTRO 101
Timothy F. Slater, University of Wyoming
Jeffrey P. Adams, Millersville University

Strategies for ASTRO 101 is a guide for instructors of the intro-
ductory astronomy course for nonscience majors. Written by 
two leaders in astronomy education research, this book details 
various techniques instructors can use to increase students’ 
understanding and retention of astronomy topics, with an 
emphasis on making the lecture a forum for active student 
participation. Drawing from the large body of recent research 
to discover how students learn, this guide describes the appli-
cation of multiple classroom-tested techniques to the task of 
teaching astronomy to predominantly nonscience students.
ISBN 0-13-046630-1

Peer Instruction for Astronomy
Paul J. Green, Harvard-Smithsonian Center for Astrophysics

Peer instruction is a simple yet effective method for teaching 
science. Techniques of peer instruction for introductory phys-
ics were developed primarily at Harvard and have aroused 
interest and excitement in the physics education community. 
This approach involves students in the teaching process, mak-
ing science more accessible to them. This book is an important 
vehicle for providing a large number of thought-provoking, 
conceptual short-answer questions aimed at a variety of class 
levels. While significant numbers of such questions have been 
published for use in physics, Peer Instruction for Astronomy 
provides the first such compilation for astronomy.
ISBN 0-13-026310-9

Student Resources

www.masteringastronomy.com

This homework, tutorial, and assessment system is uniquely 
able to tutor each student individually by providing students 
with instantaneous feedback specific to their wrong answers, 
simpler subproblems upon request when they get stuck, and 
partial credit for their method(s) used. Students also have 
access to a self-study area that contains practice quizzes, 
self-guided tutorials, new narrated and interactive figures, 
animations, videos, and more.

Pearson eText is available through MasteringAstronomy, 
either automatically when MasteringAstronomy is packaged 
with new books, or available as a purchased upgrade online. 
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chart was plotted by the late astronomer and cartographer 
George Lovi. The reverse side of the locator is packed with 
additional data on the planets, meteor showers, and bright 
stars. Included with each star chart is a 16-page, fully illus-
trated, pocket-size instruction booklet.
ISBN 0-13-140235-8

Lecture-Tutorials for Introductory Astronomy, 3rd Edition
Edward E. Prather, University of Arizona
Timothy F. Slater, University of Wyoming
Jeffrey P. Adams, Millersville University
Gina  Brissenden, University of Arizona

Funded by the National Science Foundation, Lecture-Tutorials 
for Introductory Astronomy is designed to help make large-
lecture-format courses more interactive. The third edition fea-
tures six new tutorials on the Greenhouse Effect; Dark Matter; 
Making Sense of the Universe and Expansion; Hubble’s 
Law; Expansion, Lookback Times, and Distances; and The 
Big Bang. Each of the 44 Lecture-Tutorials is presented in a 
classroom-ready format that asks students to work in groups 
of two to three for between 10 and 15 minutes and requires 
no equipment. These lecture-tutorials challenge students with 

a series of carefully designed questions that spark classroom 
discussion and engage students in critical reasoning.
ISBN 0-321-82046-0

Observation Exercises in Astronomy  This workbook by 
Lauren Jones contains a series of astronomy exercises that 
integrate technology from planetarium software such as 
Stellarium, Starry Night College, WorldWide Telescope, and 
SkyGazer. Using these online products adds an interactive 
dimension to students’ learning.
ISBN: 0-321-63812-3
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It is often said that we live in a golden age of astronomy. Yet the dawn 
of the 21st century is actually the second such period of rich discovery and 
rapid exploration. The first era of stunning scientific growth began in the late 
Renaissance. Foremost among the early architects of modern astronomy was the 
Italian scientist Galileo Galilei (1564–1642). By turning his telescope to the heavens, 
he changed radically and forever our view of the universe in which we live.

Although he did not invent the telescope, in 1610 Galileo was the first to 
record what he saw when he aimed a small (5-cm-diameter) lens at the sky. His 
findings created nothing less than a revolution in astronomy. Viewing for the 
first time dark blemishes on the Sun, rugged mountains on the Moon, and whole 
new worlds orbiting Jupiter, he demolished the Aristotelian notion that the 
heavens were perfect and unchanging. It was with the philosophers of the day, 
as much as with the theologians, that Galileo had trouble. In championing the 
scientific method, he used a tool to test his ideas, and what he found disagreed 
greatly with the leading thoughts and beliefs of the time.

Galileo’s advance was simple yet profound: He used a telescope to focus, 
magnify, and study radiation reaching Earth from the heavens—in particular, 
light from the Sun, the Moon, and the planets. Light is the most familiar kind of 
radiation to humans on Earth, since it enables us to get around on the surface 
of our planet. But light also enables telescopes to see objects deep in space, 
allowing us to probe farther than the eye can alone. With his simple optical 
telescope, Galileo changed completely the way that the oldest science—
astronomy—is pursued.

Among other “wondrous things” he found were star clusters along the Milky 
Way, moons and rings around the outer planets, and colorful nebulae unlike 
anything seen before. Some of Galileo’s sketches are reproduced here (left side) 
and are compared with modern views at right.

Galileo’s sketch of the Pleiades

Part one

Astronomy and the Universe
Galileo’s sketch of Saturn

Galileo Galilei

Galileo’s sketch of Orion
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Today, we are again in the midst of another period of 
unsurpassed scientific achievement—a revolution in which modern 
astronomers are revealing the invisible universe as Galileo once 
spied the visible universe. We have learned how to detect, measure, 
and analyze invisible radiation streaming to us from dark objects in 
space. And once again our perceptions are changing.

Astronomy no longer evokes visions of plodding intellectuals 
peering through long telescope tubes. Nor does the cosmos any 
longer refer to that seemingly inactive, immutable domain seen 
visually when we gaze at the nighttime sky. Modern astronomers 
now decipher a more vibrant, changing universe—one in which 
stars emerge and perish much like living things, galaxies spew 
forth vast quantities of energy, and life itself is thought to be a 
natural consequence of the evolution of matter.

New discoveries are rapidly advancing our understanding 
of the universe, but they also raise new questions. 
Astronomers will encounter many problems in the decades 
ahead, but this should neither dismay nor frustrate us, for 
it is precisely how science operates. Each discovery adds 
to our storehouse of information, generating a host of 
questions that lead in turn to more discoveries, and so on, 
causing an acceleration of basic knowledge.

Most notably, we are beginning to perceive the universe in all 
its multivaried ways. A single generation—not the generation of our parents 
and not that of our children, but our generation—has opened up the whole 
electromagnetic spectrum beyond visible light. And what we, too, have found 
are “wondrous things.”

Emerging largely from studies of the invisible universe, our view of the 
cosmos in its full splendor is one of many new scientific insights that we 
have recently been privileged to attain. Historians of the future may 
well regard our generation as the one that took a great leap forward, 
providing a whole new glimpse of our richly endowed universe. In all of 
history, there have been only two periods in which our perception of the 
universe has been so revolutionized within a single human lifetime.  
The first occurred four centuries ago at  
the time of Galileo; the second is  
now under way.

Pleiades in the optical (AURA)

Orion in the infrared (Caltech)

Saturn in the ultraviolet (STScl)





5

LefT: High overhead on a clear, dark night, we can see a rich band of stars known as 

the Milky Way—so-called for its resemblance to a milky band of countless stars. all 

these stars (and more) are part of a much larger system called the Milky Way Galaxy, 

of which our star, the Sun, is one member. this image shows the awesome splendor 

of the Milky Way shining above some of the big telescopes of the european Southern 

observatory, a major astronomy facility high in the Chilean andes. (ESO/Y. Beletsky)

Charting the Heavens
tHe FoundationS oF aStronoMy

1
Nature offers no greater splendor than the starry sky on a clear, 
dark night. Silent and jeweled with the constellations of ancient 
myth and legend, the night sky has inspired wonder throughout 
the ages—a wonder that leads our imaginations far from the 
confines of Earth and the pace of the present day and out into the 
distant reaches of space and cosmic time itself.

Astronomy, born in response to that wonder, is built on two of 
the most basic traits of human nature: the need to explore and the 
need to understand. Through the interplay of curiosity, discovery, 
and analysis—the keys to exploration and understanding—
people have sought answers to questions about the universe since 
the earliest times. Astronomy is the oldest of all the sciences, yet 
never has it been more exciting than it is today.

Learning Outcomes

Studying this chapter will enable you to

1  arrange the basic levels of struc-
ture in the universe in order of 
increasing size.

2  distinguish among scientific theo-
ries, hypotheses, and observations, 
and describe how scientists com-
bine observation, theory, and test-
ing in their study of the universe.

3  describe the celestial sphere, and 
tell how astronomers use constel-
lations and angular measurement 
to locate objects in the sky.

4  describe how and why the Sun and 
the stars appear to change their 
positions from night to night and 
from month to month.

5  explain how earth’s axial tilt causes 
the seasons, and why the seasons 
change over time.

6  account for the changing appear-
ance of the Moon, and explain how 
the relative motions of earth, the 
Sun, and the Moon lead to eclipses.

7  Give an example of how simple 
geometric reasoning can be used 
to measure the distances and sizes 
of otherwise inaccessible objects.

Visit the Masteringastronomy Study area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

The Big Picture Our subject is science, and that means 
rich details and specific ideas. Even so, we also need to keep 
in mind a larger, general perspective. And when it comes to 
astronomy, there is perhaps no grander feature of the cosmos 
than stars—they’re everywhere in the nighttime sky, like those 
seen in the photo opposite. Roughly as many stars reside in 
the observable universe as there are grains of sand in all the 
beaches of the world—about a hundred sextillion, or 1023.
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unit of time, a light-year is in fact the distance 
traveled by light in a year, at a speed of about 
300,000 kilometers per second. Multiply-
ing out, it follows that a light-year is equal to 
300,000 kilometers/second * 86,400 seconds/
day * 365 days or about 10 trillion kilometers, 
or roughly 6 trillion miles. Typical galac-
tic systems are truly “astronomical” in size. 
For comparison, Earth’s roughly 13,000-km  
diameter is less than one-twentieth of a 
light-second.

1.1 Our Place in Space
Of all the scientific insights attained to date, one stands out 
boldly: Earth is neither central nor special. We inhabit no 
unique place in the universe. Astronomical research, espe-
cially within the past few decades, strongly suggests that 
we live on what seems to be an ordinary rocky planet called 
Earth, one of eight known planets orbiting an average star 
called the Sun, a star near the edge of a huge collection 
of stars called the Milky Way Galaxy, which is one galaxy 
among billions of others spread throughout the observ-
able universe. To begin to get a feel for the relationships 
among these very different objects, consult Figures 1.1  
through 1.5.

We are connected to the most distant realms of space 
and time not only by our imaginations but also through a 
common cosmic heritage. Most of the chemical elements 
that make up our bodies (hydrogen, oxygen, carbon, and 
many more) were created billions of years ago in the hot 
centers of long-vanished stars. Their fuel supply spent, 
these giant stars died in huge explosions, scattering the 
elements created deep within their cores far and wide. 
Eventually, this matter collected into clouds of gas that 
slowly collapsed to give birth to new generations of 
stars. In this way, the Sun and its 
family of planets formed nearly  
5 billion years ago. Everything on 
Earth embodies atoms from other 
parts of the universe and from a 
past far more remote than the 
beginning of human evolution. 
Elsewhere, other beings—perhaps 
with intelligence much greater 
than our own—may at this very 
moment be gazing in wonder at 

their own night sky. Our own Sun may be nothing more 
than an insignificant point of light to them—if it is vis-
ible at all. Yet if such beings exist, they must share our 
cosmic origin.

Simply put, the universe is the totality of all space, 
time, matter, and energy. Astronomy is the study of the 
universe. It is a subject unlike any other, for it requires us 
to profoundly change our view of the cosmos and to con-
sider matter on scales totally unfamiliar from everyday 
experience. Look again at the galaxy in Figure 1.4. It is a 
swarm of about a hundred billion stars—more stars than 
the number of people who have ever lived on Earth. The 
entire assemblage is spread across a vast expanse of space 
100,000 light-years in diameter. Although it sounds like a 

R I V U X G

0.01 kilometer

◀ fIgure 1.1 Humans We know our own 
size and scale well—adult humans are typically 
1.5 meters tall. earth in the next figure is about 
10 million times bigger. (J. Lodriguss)

R I V U X G

1,500,000 kilometers

▲ fIgure 1.3 The Sun the Sun is a star, a very 
hot ball of gas composed mainly of hydrogen and 
helium. Much bigger than earth—more than 100 
times larger in diameter—the Sun is held together 
by its own gravity. the dark blemishes are  
sunspots (see Chapter 16). (AURA)

R I V U X G

15,000 kilometers

▲ fIgure 1.2 earth earth is a planet, a 
mostly solid object, although it has some 
liquid in its oceans and core and gas in its 
atmosphere. in this view, the north and 
South american continents are clearly 
visible, though most of the scene shows 
Pacific waters. (NASA)
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The light-year is a unit introduced by astronomers to 
help them describe immense distances. We will encoun-
ter many such custom units in our studies. As discussed 
in more detail in Appendix 2, astronomers frequently 
augment the standard SI (Système Internationale) met-
ric system with additional units tailored to the particular 
problem at hand.

▲ Figure 1.4 galaxy A typical galaxy is a collection of a hundred 
billion stars, each separated by vast regions of nearly empty space. 
Our Sun is a rather undistinguished star near the edge of another 
such galaxy, called the Milky Way. (R. Gendler/Science Source)

R I V U X G

About 1000 quadrillion kilometers,
or 100,000 light-years

▲ Figure 1.5 galaxy Cluster This photograph shows a typical 
cluster of galaxies, spread across roughly a million light-years of 
space. Each galaxy contains hundreds of billions of stars, probably 
planets, and possibly living creatures. (NASA)

R I V U X G

About 1,000,000 light-years

A thousand (1000), a million (1,000,000), a billion 
(1,000,000,000), and even a trillion (1,000,000,000,000)—
these words occur regularly in everyday speech. But let’s 
take a moment to understand the magnitude of the num-
bers and appreciate the differences among them. One 
thousand is easy enough to understand: At the rate of 
one number per second, you could count to a thousand in 
1000 seconds—about 16 minutes. However, if you wanted 
to count to a million, you would need more than 2 weeks 
of counting at the rate of one number per second, 16 hours 
per day (allowing 8 hours per day for sleep). To count from 
one to a billion at the same rate of one number per second 
and 16 hours per day would take nearly 50 years—the bet-
ter part of an entire human lifetime.

In this book, we consider distances in space spanning 
not just billions of kilometers, but billions of light-years; 
objects containing not just trillions of atoms, but trillions 
of stars; and time intervals of not just billions of seconds 
or hours, but billions of years. You will need to become 

familiar—and comfortable—with such enormous num-
bers. A good way to begin is learning to recognize just how 
much larger than a thousand is a million, and how much 
larger still is a billion. Appendix 1 explains the convenient 
method used by scientists for writing and manipulating 
very large and very small numbers. If you are unfamiliar 
with this method, please read that appendix carefully—the 
scientific notation described there will be used consistently 
throughout our text, beginning in Chapter 2.

Lacking any understanding of the astronomical 
objects they observed, early skywatchers made up stories 
to explain them: The Sun was pulled across the heavens 
by a chariot drawn by winged horses, and patterns of stars 
traced heroes and animals placed in the sky by the gods. 
Today, of course, we have a radically different concep-
tion of the universe. The stars we see are distant, glowing 
orbs hundreds of times larger than our entire planet, and 
the patterns they form span hundreds of light-years. In 
this first chapter we present some basic methods used by  
astronomers to chart the space around us. We describe the 
slow progress of scientific knowledge, from chariots and 
gods to today’s well-tested theories and physical laws, and 
explain why we now rely on science rather than on myth to 
help us explain the universe.
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experimentation can ever prove it “correct.” Theories sim-
ply become more and more widely accepted as their predic-
tions are repeatedly confirmed. Modern scientific theories 
share several important defining characteristics:

•	 They	must	 be	 testable—that is, they must admit the 
possibility that their underlying assumptions and 
their predictions can, in principle, be exposed to  
experimental verification. This feature separates sci-
ence from, for example, religion, since, ultimately, 
divine revelations or scriptures cannot be challenged 
within a religious framework—we can’t design an  
experiment to “verify the mind of God.” Testability 
also distinguishes science from a pseudoscience such 
as astrology, whose underlying assumptions and pre-
dictions have been repeatedly tested and never veri-
fied, with no apparent impact on the views of those 
who continue to believe in it!

•	 They	 must	 continually	 be	 tested, and their conse-
quences tested, too. This is the basic circle of scientific 
progress depicted in Figure 1.6.

•	 They	should	be	simple. This is less a requirement than 
a practical outcome of centuries of scientific experi-
ence—the most successful theories tend to be the sim-
plest ones that fit the facts. This viewpoint is often 
encapsulated in a principle known as Occam’s razor: 
If two competing theories both explain the facts and 
make the same predictions, then the simpler one is 
better. Put another way—“Keep it simple!” A good 
theory should be no more complex than is absolutely 
necessary.

•	 Finally,	most	 scientists	 have	 the	 additional	 bias	 that	
a theory should in some sense be elegant. When a 

1.2  Scientific Theory and the 
Scientific Method

How have we come to know the universe around us and the 
cosmic perspective sketched in Figures 1.1–1.5? The earli-
est descriptions of the universe were based largely on imag-
ination and mythology and made little attempt to explain 
the workings of the heavens in terms of earthly experience. 
However, some early scientists realized the importance of 
careful observation and testing to the formulation of their 
ideas. The success of their approach changed, slowly but 
surely, the way science was done and opened the door to 
a fuller understanding of nature. As the influence of logic 
and reasoned argument grew, the power of myth dimin-
ished. People began to inquire more critically about them-
selves and the universe. They realized that thinking about 
nature was no longer sufficient—looking at it was also nec-
essary. Experiments and observations became a central 
part of the process of inquiry.

To be effective, a theory—the framework of ideas and 
assumptions used to explain some set of observations and 
make predictions about the real world—must be continu-
ally tested. Scientists accomplish this by using a theory to 
construct a theoretical model of a physical object (such as 
a planet or a star) or phenomenon (such as gravity or light) 
that accounts for its known properties. The model then 
makes further predictions about the object’s properties, or 
perhaps how it might behave or change under new circum-
stances. If experiments and observations favor those pre-
dictions, the theory can be further developed and refined. 
If not, the theory must be reformulated or rejected, no 
matter how appealing it originally seemed. This approach 
to investigation, combining thinking and doing—that 
is, theory and experiment—is known as the scientific 
method. The process, combining theoretical reasoning 
with experimental testing, is illustrated schematically in 
Figure 1.6. It lies at the heart of modern science, separat-
ing science from pseudoscience, fact from fiction.

The notion that theories must be tested and may 
be proven wrong sometimes leads people to dismiss 
their importance. We have all heard the expression, “Of 
course, it’s only a theory,” used to deride or dismiss an 
idea that someone finds unacceptable. Don’t be fooled! 
Gravity (see Section 2.7) is “only” a theory, but calcula-
tions based on it have guided human spacecraft through-
out the solar system. Electromagnetism (Chapter 3) and 
quantum mechanics (Chapter 4) are theories, too, yet 
they form the foundation for technology. Facts about 
much of the universe are a dime a dozen. Theories are 
the intellectual “glue” that combine seemingly unrelated 
facts into a coherent and interconnected whole.

Notice that there is no end point to the process  
depicted in Figure 1.6. A theory can be invalidated by a 
single wrong prediction, but no amount of observation or 

▲ fIgure 1.6 Scientific Method Scientific theories evolve 
through a combination of observation, theoretical reasoning, and  
prediction, suggesting new observations. the process can begin at any 
point in the cycle, and it continues forever—or until the theory fails to 
explain an observation or makes a demonstrably false prediction.

Observation

Prediction

TheoryThe scienti�c method 
is not nearly as clean and 

clear as suggested by this simple 
diagram. In reality, the process is 

complicated by false starts, unsure 
ideas, messy data, and personal 
subjectivity. In the end, though, 

careful tests trump all, and 
objectivity eventually

emerges.
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been tested every time a lunar eclipse has occurred. It has 
yet to be proved wrong. Aristotle was not the first person 
to argue that Earth is round, but he was apparently the 
first to offer observational proof using this method.

This basic reasoning forms the basis of all modern 
scientific inquiry. Armed only with naked-eye observa-
tions of the sky (the telescope would not be invented for 
almost another 2000 years), Aristotle first made an obser-
vation. Next, he formulated a hypothesis to explain that 
observation. Then he tested the validity of his hypothesis 
by making predictions that could be confirmed or refuted 
by further observations. Observation, theory, and testing—
these are the cornerstones of the scientific method, a tech-
nique whose power will be demonstrated again and again 
throughout our text.

Today, scientists throughout the world use an  
approach that relies heavily on testing ideas. They gather 
data, form a working hypothesis that explains the data, 
and then proceed to test the implications of the hypoth-
esis using experiment and observation. Eventually, one 
or more “well-tested” hypotheses may be elevated to the 
stature of a physical law and come to form the basis of 
a theory of even broader applicability. The new predic-
tions of the theory will in turn be tested, as scientific 
knowledge continues to grow. Experiment and observa-
tion are integral parts of the process of scientific inquiry. 
Untestable theories, or theories unsupported by experi-
mental evidence, rarely gain any measure of acceptance 
in scientific circles. Used properly over a period of time, 
this rational, methodical approach enables us to arrive at 
conclusions that are mostly free of the personal bias and 
human values of any one scientist—it is designed to yield 
an objective view of the universe we inhabit.

ProCeSS of SCIenCe Check

4 Can a theory ever become a “fact,” scientifically 
speaking?

clearly stated simple principle naturally ties together 
and explains several phenomena previously thought 
to be completely distinct, this is widely regarded as a 
strong point in favor of the new theory.

You may find it instructive to apply these criteria to the 
many physical theories—some old and well established, oth-
ers much more recent and still developing—we will encoun-
ter throughout the text.

The birth of modern science is usually associated 
with the Renaissance, the historical period from the late 
14th to the mid-17th century that saw a rebirth (renais-
sance in French) of artistic, literary, and scientific inquiry 
in European culture following the chaos of the Dark Ages. 
However, one of the first documented uses of the scientific 
method in an astronomical context was made by Aristotle 
(384–322 b.c.) some 17 centuries earlier. Aristotle is 
not normally remembered as a strong proponent of this 
approach—many of his best known ideas were based on 
pure thought, with no attempt at experimental test or ver-
ification. Nevertheless, his brilliance extended into many 
areas now thought of as modern science. He noted that, 
during a lunar eclipse (Section 1.6), Earth casts a curved 
shadow onto the surface of the Moon. Figure 1.7 shows a 
series of photographs taken during a recent lunar eclipse. 
Earth’s shadow, projected onto the Moon’s surface, is 
indeed slightly curved. This is what Aristotle must have 
seen and recorded so long ago.

Because the observed shadow seemed always to be an 
arc of the same circle, Aristotle theorized that Earth, the 
cause of the shadow, must be round. Don’t underestimate 
the scope of this apparently simple statement. Aristotle  
also had to reason that the dark region was indeed a 
shadow and that Earth was its cause—facts we regard as 
obvious today, but far from clear 25 centuries ago. On the 
basis of this hypothesis—one possible explanation of the 
observed facts—he then predicted that any and all future 
lunar eclipses would show Earth’s shadow to be curved, 
regardless of our planet’s orientation. That prediction has 

▲ fIgure 1.7 A Lunar eclipse these photographs show earth’s shadow (denoted by the dashed curve) sweeping 
across the Moon during a lunar eclipse. By observing this behavior, aristotle reasoned that earth was the cause of the 
shadow and concluded that earth must be round. His theory has yet to be disproved. (G. Schneider)

R I V U X G
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the gods placed them among the stars, where Orion still 
stalks them across the sky. Many constellations have 
similarly fabulous connections with ancient lore.

Perhaps not surprisingly, the patterns have a strong 
cultural bias—ancient Chinese astronomers saw mythical 
figures different from those seen by the Greeks, the Baby
lonians, and the people of other cultures, even though they 
were all looking at the same stars in the night sky. Interest
ingly, different cultures often made the same basic group-
ings of stars, despite widely varying interpretations of what 
they saw. For example, the group of seven stars known 
in North America as “the Dipper” is called “the Wagon” 
or “the Plough” in western Europe. The ancient Greeks 
regarded these same stars as the tail of “the Great Bear,” the 
Egyptians saw them as the leg of an ox, the Siberians as a 
stag, and some Native Americans as a funeral procession.

Early astronomers had very practical reasons for study
ing the sky. Some constellations served as navigational 
guides. The star Polaris (part of the Little Dipper) indicates 
north, and the near constancy of its location in the sky, from 
hour to hour and night to night, has aided travelers for cen
turies. Other constellations served as primitive calendars to 
predict planting and harvesting seasons. For example, many 
cultures knew that the appearance of certain stars on the  
horizon just before daybreak signaled the beginning of 
spring and the end of winter.

In many societies, people came to believe that there were 
other benefits in tracing the regularly changing positions of 
heavenly bodies. The relative positions of stars and planets 

1.3 The “Obvious” View
To see how astronomers apply the scientific method to 
understand the universe around us, let’s start with some 
very basic observations. Our study of the cosmos, the 
modern science of astronomy, begins with looking at 
the night sky. The overall appearance of the sky is not so 
different now from what our ancestors would have seen 
hundreds or thousands of years ago, but our interpretation 
of what we see has changed immeasurably as the science 
of astronomy has evolved and grown.

Constellations in the Sky
Between sunset and sunrise on a clear night, we can see 
about 3000 points of light. Including the view from the 
opposite side of Earth, nearly 6000 stars are visible to 
the unaided eye. A natural human tendency is to see pat
terns and relationships among objects even when no true 
connection exists, and people long ago connected the 
brightest stars into configurations called constellations, 
which ancient astronomers named after mythological 
beings, heroes, and animals—whatever was important to 
them. Figure 1.8 shows a constellation prominent in the 
nighttime sky from October through March: the hunter 
named Orion. Orion was a mythical Greek hero famed, 
among other things, for his amorous pursuit of the Ple
iades, the seven daughters of the giant Atlas. According 
to Greek mythology, to protect the Pleiades from Orion, 

This is a real photo of the Orion constellation c cand this is a mapped interpretation, to exactly the same scale.
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Interactive FIgure 1.8 
Constellation Orion (a) A 
photograph of the group of 
bright stars that make up the 
constellation Orion. (See the 

preface, p. xxv, for an explanation 
of the icon at the bottom, which 
simply indicates that this image was 
made in visible light.) (b) The stars 
are connected to show the pattern 
visualized by the Greeks: the outline 
of a hunter. The Greek letters serve 
to identify some of the brighter 
stars in the constellation (see also 
Figure 1.9). You can easily find Orion 
in the northern winter sky by  
identifying the line of three bright 
stars in the hunter’s “belt.” (P. Sanz/
Alamy)
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Generally speaking, as illustrated in Figure 1.9 for 
the case of Orion, the stars that make up any parti-
cular constellation are not actually close to one another 
in space, even by astronomical standards. They merely 
are bright enough to observe with the naked eye and 
happen to lie in roughly the same direction in the sky 
as seen from Earth. Still, the constellations provide a 
convenient means for astronomers to specify regions 
of the sky, much as geologists use continents or politi-
cians use voting precincts to identify certain localities 
on planet Earth. Figure 1.10 shows how the convention-
ally defined constellations cover a portion of the sky in 

at a person’s birth were carefully studied by astrologers, 
who used the data to make predictions about that person’s 
destiny. Thus, in a sense, astronomy and astrology arose 
from the same basic desire—to “see” into the future—and, 
indeed, for a long time they were indistinguishable from 
one another. Today, most people recognize that astrology is 
nothing more than an amusing diversion (although millions 
still study their horoscope in the newspaper every morning!). 
Nevertheless, the ancient astrological terminology—the 
names of the constellations and many terms used to describe 
the locations and motions of the planets—is still used 
throughout the astronomical world.

◀ fIgure 1.9 orion in 3-D  
the true three-dimensional 
relationships among the most 
prominent stars in orion. the 
distances were determined by 
the Hipparcos satellite in the 
1990s. (See Chapter 17.)

Looking out from Earth,
we see a projection of the
seven prominent stars.

a

d
g

k

b

z

1000 light-years

e

◀ fIgure 1.10 Constellations  
near orion the region of the sky 
conventionally associated with the 
constellation orion, together with some 
neighboring constellations (labeled in all 
capital letters). Some prominent stars 
are also labeled in lowercase letters. the 
88 constellations span the entire sky, 
so that every astronomical object lies in 
precisely one of them.

CANIS MINOR

CANIS MAJOR

LEPUS ERIDANUS

TAURUS

ORION

GEMINI

AURIGAMONOCEROS

Capella

Pleiades

Aldebaran

Rigel

Sirius

Procyon

Pollux
Castor

Betelgeuse
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the vicinity of Orion. In all, there are 88 constellations, 
most of them visible from North America at some time 
during the year.

The Celestial Sphere
Over the course of a night, the constellations seem to 
move smoothly across the sky from east to west, but an-
cient skywatchers were well aware that the relative loca-
tions of stars remained unchanged as this nightly march 
took place.* It was natural for those observers to conclude 
that the stars must be firmly attached to a celestial sphere 
surrounding Earth—a canopy of stars resembling an as-
tronomical painting on a heavenly ceiling. Figure 1.11 
shows how early astronomers pictured the stars as mov-
ing with this celestial sphere as it turned around a fixed, 
unmoving Earth. Figure 1.12 shows how all stars appear 
to move in circles around a point very close to the star Po-
laris (better known as the Pole Star or North Star). To the 
ancients, this point represented the axis around which the 
entire celestial sphere turned.

Today we recognize that the apparent motion 
of the stars is the result of the spin, or rotation, not  
of the celestial sphere, but of Earth. Polaris indicates 
the direction—due north—in which Earth’s rotation 
axis points. Even though we now know that the celestial 
sphere is an incorrect description of the heavens, we  
still use the idea as a convenient fiction that helps us 
visualize the positions of stars in the sky. The points where 
Earth’s axis intersects the celestial sphere are called the 

Interactive fIgure 1.11 Celestial Sphere Planet earth 
sits fixed at the hub of the celestial sphere. this is one of the 
simplest possible models of the universe, but it doesn’t agree 
with the facts that astronomers now know about the universe.

Imagine yourself at the center of this 
sphere, looking out at the whole sky 
around you. 

Apparent rotation
of the celestial

sphere

North celestial pole
Polaris

DIPPER

CASSIOPEIA

GEMINI

ORION

LYRA

VIRGO
North
Pole

Equator
Earth

PISCES

SAGITTARIUS
  Celestial equator 

SOUTHERN
CROSS

Celestial sphere

South celestial pole

Interactive  fIgure 1.12  
northern Sky this time-lapse 
photograph of the northern sky shows 
how each star traces out a curved trail 
across the night sky. the concentric 

circles are centered near the north Star, 
Polaris. (AURA)

The duration of this
exposure is about
5 hours, c

csince each star
traces out approximately
20 percent of a circle.

R I V U X G

Polaris

celestial poles. In the Northern Hemisphere, the north 
celestial pole lies directly above Earth’s North Pole. The 
extension of Earth’s axis in the opposite direction defines 
the south celestial pole, directly above Earth’s South Pole. 
Midway between the north and south celestial poles lies 

*We now know that stars do in fact move relative to one another, but this 
proper motion across the sky is too slow to be discerned with the naked eye 

 (see Section 17.1).
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the celestial equator, representing the intersection of 
Earth’s equatorial plane with the celestial sphere. These 
parts of the celestial sphere are marked on Figure 1.11.

When discussing the locations of stars “on the sky,”  
astronomers naturally talk in terms of angular positions and 
separations. More Precisely 1-1 presents some basic informa-
tion on angular measure.

ConCePT Check

4 Why do astronomers find it useful to retain the fiction 
of the celestial sphere to describe the sky? What vital 
piece of information about stars is lost when we talk 
about their locations “on” the sky?

1.4 Earth’s Orbital Motion
Day-to-Day Changes
We measure time by the Sun. Because the rhythm of day 
and night is central to our lives, it is not surprising that 
the period from one noon to the next, the 24-hour solar 
day, is our basic social time unit. The daily progress of the 
Sun and the other stars across the sky is known as diurnal 
motion. As we have just seen, it is a consequence of Earth’s 
rotation. But the stars’ positions in the sky do not repeat 
themselves exactly from one night to the next. Each night, 
the whole celestial sphere appears to be shifted a little rel-
ative to the horizon compared with the night before. The 
easiest way to confirm this difference is by noticing the 
stars that are visible just after sunset or just before dawn. 
You will find that they are in slightly different locations 
from those of the previous night. Because of this shift, a 
day measured by the stars—called a sidereal day after the 
Latin word sidus, meaning “star”—differs in length from a 
solar day. Evidently, there is more to the apparent motion 
of the heavens than simple rotation.

The reason for the difference between a solar day and a 
sidereal day is sketched in Figure 1.13. It is a result of the fact 
that Earth moves in two ways simultaneously: It rotates on its 
central axis while at the same time revolving around the Sun. 
Each time Earth rotates once on its axis, it also moves a small 
distance along its orbit about the Sun. Earth therefore has to 
rotate through slightly more than 360° (see More Precisely 1-1)  
for the Sun to return to the same apparent location in the 
sky. Thus, the interval of time between noon one day and 
noon the next (a solar day) is slightly greater than one true 
rotation period (one sidereal day). Our planet takes 365 days 
to orbit the Sun, so the additional angle is 360°/365 = 0.986°. 
Because Earth, rotating at a rate of 15° per hour, takes about 
3.9 minutes to rotate through this angle, the solar day is 3.9 
minutes longer than the sidereal day (i.e., 1 sidereal day is 
roughly 23h56m long).

Seasonal Changes
Figure 1.14(a) illustrates the major stars visible from most 
locations in the United States on clear summer evenings. 
The brightest stars—Vega, Deneb, and Altair—form a 
conspicuous triangle high above the constellations Sag-
ittarius and Capricornus, which are low on the south-
ern horizon. In the winter sky, however, these stars are 
replaced as shown in Figure 1.14(b) by several other, well-
known constellations, including Orion, Leo, and Gemini. 

▲ fIgure 1.13 Solar and Sidereal Days a sidereal day is earth’s 
true rotation period—the time taken for our planet to return to 
the same orientation in space relative to the distant stars. a solar 
day is the time from one noon to the next. the difference in length 
between the two is easily explained once we understand that earth 
revolves around the Sun at the same time as it rotates on its axis. 
Frames (a) and (b) are 1 sidereal day apart. during that time, earth 
rotates exactly once on its axis and also moves a little in its solar 
orbit—approximately 1°. Consequently, between noon at point a 
on one day and noon at the same point the next day, earth actually 
rotates through about 361° (frame c), and the solar day exceeds 
the sidereal day by about 4 minutes. note that the diagrams are 
not drawn to scale; the true 1° angle is in reality much smaller than 
shown here.

(b)

After 1 sidereal day
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motion

A
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In the constellation Canis Major lies Sirius (the Dog Star), 
the brightest star in the sky. Year after year, the same stars 
and constellations return, each in its proper season. Every 
winter evening, Orion is high overhead; every summer, 
it is gone. (For more detailed maps of the sky at different 
seasons, consult the star charts at the end of the book.)

These regular seasonal changes occur because of 
Earth’s revolution around the Sun: Earth’s darkened 
hemisphere faces in a slightly different direction in space 
each evening. The change in direction is only about 1° per 
night (Figure  1.13)—too small to be easily noticed with 
the naked eye from one evening to the next, but clearly 
noticeable over the course of weeks and months, as illus-
trated in Figure 1.15.After 6 months, Earth has reached 
the opposite side of its orbit, and we face an entirely dif-
ferent group of stars and constellations at night. Because 

of this motion, the Sun appears (to an observer on Earth) 
to move relative to the background stars over the course of 
a year. This apparent motion of the Sun on the sky traces 
out a path on the celestial sphere known as the ecliptic.

The 12 constellations through which the Sun passes as 
it moves along the ecliptic—that is, the constellations we 
would see looking in the direction of the Sun if they weren’t 
overwhelmed by the Sun’s light—had special significance 
for astrologers of old. These constellations are collectively 
known as the zodiac.

As illustrated in Figure 1.16, the ecliptic forms a great 
circle on the celestial sphere, inclined at an angle of 23.5° to 
the celestial equator. In reality, as illustrated in Figure 1.17, 
the plane of the ecliptic is the plane of Earth’s orbit around 
the Sun. Its tilt is a consequence of the inclination of our 
planet’s rotation axis to the plane of its orbit.

Angular Measure
Size and scale are often specified by measuring lengths and 
angles. The concept of length measurement is fairly intuitive 
to most of us. The concept of angular measurement may be 
less familiar, but it, too, can become second nature if you  
remember a few simple facts:

• A full circle contains 360 degrees (360°). Thus, the half-
circle that stretches from horizon to horizon, passing 
directly overhead and spanning the portion of the sky 
visible to one person at any one time, contains 180°.

• Each 1° increment can be further subdivided into fractions 
of a degree, called arc minutes. There are 60 arc minutes 
(written 60′) in 1°. (The term “arc” is used to distinguish 
this angular unit from the unit of time.) Both the Sun and 
the Moon project an angular size of 30 arc minutes (half a 
degree) on the sky. Your little finger, held at arm’s length, 
has a similar angular size, covering about a 40′ slice of the 
180° horizon-to-horizon arc.

• An arc minute can be divided into 60 arc seconds (60″). Put  
another way, an arc minute is 1

60 of a degree, and an arc second 
is 1

60 * 1
60 = 1

3600 of a degree. An arc second is an extremely 
small unit of angular measure—the angular size of a cen-
timeter-sized object (a dime, say) at a distance of about  
2 kilometers (a little over a mile).

The accompanying figure illustrates this subdivision of the 
circle into progressively smaller units.

Don’t be confused by the units used to measure angles. 
Arc minutes and arc seconds have nothing to do with the 
measurement of time, and degrees have nothing to do with 
temperature. Degrees, arc minutes, and arc seconds are sim-
ply ways to measure the size and position of objects in the 
universe.

More PreCiSely 1-1

The angular size of an object depends both on its actual 
size and on its distance from us. For example, the Moon at its 
present distance from Earth has an angular diameter of 0.5°, 
or 30′. If the Moon were twice as far away, it would appear 
half as big—15′ across—even though its actual size would 
be the same. Thus, angular size by itself is not enough to  
determine the actual diameter of an object—the distance to 
the object must also be known. We return to this topic in 
more detail in More Precisely 1-2.

1
arc
degree

1
arc
minute

1
arc
second

360 arc degrees
in a full circle

1° = 60'

1' = 60"
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▲ fIgure 1.14 Typical night Sky (a) a typical summer sky above the united States. Some prominent stars  
(labeled in lowercase letters) and constellations (labeled in all capital letters) are shown. (b) a typical winter sky above 
the united States.

CYGNUS
LYRA

AQUILA

CAPRICORNUS

SAGITTARIUS
SCORPIUS

Sirius

Betelgeuse
Altair

Antares

Deneb
Vega

Regulus

Pollux

Capella

Aldebaran

Rigel

Procyon

Castor
LEO

GEMINI

CANIS MINOR

CANIS MAJOR

ORION

TAURUS

AURIGA

Southern horizon, summer Southern horizon, winter(b)(a)

From the dark side of Earth, our view of the
night sky changes as our planet moves 
in its orbit around the Sun.

Sun’s
equator

LIBRA

VIRGO
LEO CANCER

GEMINI
SCORPIO

SAGITTARIUS

CAPRICORNUS

AQUARIUS
PISCES

September ARIES

TAURUS

Ecliptic

Earth
’s orbit

June

March
December

Interactive  fIgure 1.15  
The Zodiac the night  
side of earth faces 
a different set of 
constellations at 

different times of the year. 
the 12 constellations named 
here make up the astrological 
zodiac. the arrows indicate 
the most prominent zodiacal 
constellations in the night sky 
at various times of the year. For 
example, in June, when the Sun 
is “in” Gemini, Sagittarius and 
Capricornus are visible at night.

The point on the ecliptic where the Sun is at its north-
ernmost point above the celestial equator is known as 
the summer solstice (from the Latin words sol, meaning 
“sun,” and stare, “to stand”). As indicated in Figure 1.17, it 
represents the location in Earth’s orbit where our planet’s 

North Pole comes closest to pointing in the direction of 
the Sun. This occurs on or near June 21—the exact date 
varies slightly from year to year because the actual length 
of a year is not a whole number of days. As Earth rotates, 
points north of the equator spend the greatest fraction of 
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The tilt of Earth’s rotation axis rela-
tive to the ecliptic is responsible for the 

seasons we experience—the marked differ-
ence in temperature between the hot sum-

mer and cold winter months. As illustrated in 
Figure 1.17, two factors combine to cause this varia-

tion. First, there are more hours of daylight during the 
summer than in winter. To see why this is, look at the 
yellow lines on the surfaces of the drawings of Earth in 
the figure. (For definiteness, they correspond to a lati-
tude of 45 degrees—roughly that of the Great Lakes or 
the south of France.) A much larger fraction of the line 
is sunlit in the summertime, and more daylight means 
more solar heating. Second, as illustrated in the insets in 
Figure 1.17, when the Sun is high in the sky in summer, 
rays of sunlight striking Earth’s surface are more con-
centrated—spread out over a smaller area—than in win-
ter. As a result, the Sun feels hotter. Therefore summer, 
when the Sun is highest above the horizon and the days 
are longest, is generally much warmer than winter, when 
the Sun is low and the days are short.

their time in sunlight on that date, so the summer solstice 
corresponds to the longest day of the year in the North-
ern Hemisphere and the shortest day in the Southern 
Hemisphere.

Six months later, the Sun is at its southernmost point 
below the celestial equator (Figure 1.16)—or, equivalently, 
the North Pole points farthest from the Sun (Figure 1.17). 
We have reached the winter solstice (December 21), the 
shortest day in Earth’s Northern Hemisphere and the long-
est in the Southern Hemisphere.

◀ fIgure 1.16 ecliptic the seasons result from the 
changing height of the Sun above the celestial equator. 
at the summer solstice, the Sun is at its northernmost 
point on its path around the ecliptic; it is therefore 
highest in the sky, as seen from earth’s northern 
Hemisphere, and the days are longest. the reverse is 
true at the winter solstice. at the vernal and autumnal 
equinoxes, when the Sun crosses the celestial equator, 
day and night are of equal length.

The ecliptic is 
the apparent 

path of the 
Sun on the 

celestial 
sphere over 

the course of 
a year.

The ecliptic 
is inclined 
to the 
celestial 
equator at 
an angle 
of 23.5 °.

North celestial pole

Earth Sun

Summer
solstice

Winter
solstice

Celestial 
equator

Ecliptic

231/2°

231/2°

Celestial sphere
Apparent
motion of
celestial
sphere

N

Interactive  fIgure 1.17 
Seasons earth’s seasons result 
from the inclination of our planet’s 
rotation axis with respect to its 
orbit plane. the summer solstice 

corresponds to the point on earth’s orbit 
where our planet’s north Pole points most 
nearly toward the Sun. the opposite is 
true of the winter solstice. the vernal and 
autumnal equinoxes correspond to the 
points in earth’s orbit where our planet’s 
axis is perpendicular to the line joining 
earth and the Sun. the insets show how 
rays of sunlight striking the ground at an 
angle (e.g., during northern winter) are 
spread over a larger area than rays coming 
nearly straight down (e.g., during northern 
summer). as a result, the amount of solar 
heat delivered to a given area of earth’s 
surface is greatest when the Sun is high in 
the sky.

Seasons are caused by
the tilt of our planet relative to the
Sun, not by its distance from it.

Winter
solstice

(Dec. 21)

Summer
solstice

(June 21)

Light
from
Sun

Smaller
ground area

covered

Light
from
Sun

Larger
ground area

covered

Autumnal
equinox

(Sept. 21)

Vernal
equinox
(Mar. 21)

N

Sun

N

N

N
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equinox to the next—365.2422 mean solar days—is  
1 tropical year.

Long-Term Changes
Earth has many motions—it spins on its axis, it travels 
around the Sun, and it moves with the Sun through our 
Galaxy. We have just seen how some of these motions can 
account for the changing nighttime sky and the changing 
seasons. In fact, the situation is even more complicated. Like 
a spinning top that rotates rapidly on its own axis while that 
axis slowly revolves about the vertical, Earth’s axis changes 
its direction over the course of time (although the angle 
between the axis and a line perpendicular to the plane of 
the ecliptic always remains close to 23.5°). Illustrated in 
Figure 1.19, this change is called precession. It is caused by 
torques (twisting forces) on Earth due to the gravitational 
pulls of the Moon and the Sun, which affect our planet in 
much the same way as the torque due to Earth’s own gravity 
affects a top. During a complete cycle of precession—about 
26,000 years—Earth’s axis traces out a cone.

The time required for Earth to complete exactly 
one orbit around the Sun, relative to the stars, is called a  
sidereal year. One sidereal year is 365.256 mean solar days 
long—about 20 minutes longer than a tropical year. The 
reason for this slight difference is Earth’s precession. Recall 
that the vernal equinox occurs when Earth’s rotation axis 
is perpendicular to the line joining Earth and the Sun, and 
the Sun is crossing the celestial equator moving from south 
to north. In the absence of precession, this would occur 
exactly once per sidereal orbit, and the tropical and side-
real years would be identical. However, because of the slow 
precessional shift in the orientation of Earth’s rotation axis, 
the instant when the axis is next perpendicular to the line 
from Earth to the Sun occurs slightly sooner than we would 
otherwise expect. Consequently, the vernal equinox drifts 
slowly westward (“backwards”) around the zodiac over the 
course of the precession cycle.

The tropical year is the year that our calendars 
measure. If our timekeeping were tied to the sidereal year, 
the seasons would slowly march around the calendar as 
Earth precessed—13,000 years from now, summer in 
the Northern Hemisphere would be at its height in late 
February! By using the tropical year, we ensure that July 
and August will always be (northern) summer months. 
However, in 13,000 years’ time, Orion will be a summer 
constellation.

ConCePT Check

4 In astronomical terms, what are summer and winter, 
and why do we see different constellations during 
those seasons?

A popular misconception is that the seasons have 
something to do with Earth’s distance from the Sun. 
Figure 1.18 illustrates why this is not the case. It shows 
Earth’s orbit “face on,” instead of almost edge-on, as in 
Figure 1.17. Notice that the orbit is almost perfectly circu-
lar, so the distance from Earth to the Sun varies very little 
(in fact, by only about 3 percent) over the course of a year—
not nearly enough to explain the seasonal changes in tem-
perature. What’s more, Earth is actually closest to the Sun 
in early January, the dead of winter in the Northern Hemi-
sphere, so distance from the Sun cannot be the main factor 
controlling our climate.

The two points where the ecliptic intersects the 
celestial equator (Figure 1.16)—that is, where Earth’s 
rotation axis is perpendicular to the Earth-Sun line 
(Figure 1.17)—are known as equinoxes. On those dates, 
day and night are of equal duration. (The word equinox 
derives from the Latin for “equal night.”) In the fall 
(in the Northern Hemisphere), as the Sun crosses from 
the Northern into the Southern Hemisphere, we have 
the autumnal equinox (on September 21). The vernal 
equinox occurs in northern spring, on or near March 21, 
as the Sun crosses the celestial equator moving north. 
Because of its association with the end of winter and 
the start of a new growing season, the vernal equinox 
was particularly important to early astronomers and 
astrologers. It also plays an important role in human 
timekeeping: The interval of time from one vernal 

▲ fIgure 1.18 earth’s orbit Seen face on, earth’s orbit around 
the Sun is almost a perfect circle. the distance from earth to the 
Sun varies only slightly over the course of a year and is not the 
cause of the seasonal temperature changes we experience on  
our planet.

Summer
solstice

Winter
solstice

Sun

Autumnal
equinox

Vernal
equinox
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The position of the Moon in the sky relative to the 
Sun, as seen from Earth, varies with lunar phase. For  
example, the full Moon rises in the east as the Sun sets 
in the west, while the first quarter Moon actually rises at 
noon, but may become visible only late in the day as the 
Sun’s light fades and the Moon is already high in the sky. 
Some connections between the lunar phase and the rising 
and setting times of the Moon are indicated in Figure 1.20.

The Moon doesn’t actually change its size and shape 
from night to night, of course. Its full circular disk is 
present at all times. Why, then, don’t we always see a full 
Moon? The answer is that, unlike the Sun and the other 
stars, the Moon emits no light of its own. Instead, it shines 
by reflected sunlight. As illustrated in Figure 1.20, half 
of the Moon’s surface is illuminated by the Sun at any  
instant. However, not all of the Moon’s sunlit face can be 
seen because of the Moon’s position with respect to Earth 
and the Sun. When the Moon is full, we see the entire 
“daylit” face because the Sun and the Moon are in oppo-
site directions from Earth in the sky. In the case of a new 
Moon, the Moon and the Sun are in almost the same part 
of the sky, and the sunlit side of the Moon is oriented away 
from us. At new Moon, the Sun must be almost behind the 
Moon, from our perspective.

As the Moon revolves around Earth, our satellite’s posi-
tion in the sky changes with respect to the stars. In 1 sidereal 
month (27.3 days), the Moon completes one revolution and 

1.5 The Motion of the Moon
The Moon is our nearest neighbor in space. Apart from 
the Sun, it is the brightest object in the sky. Like the Sun, 
the Moon appears to move relative to the background 
stars. Unlike the Sun, however, the Moon really does 
revolve around Earth. It crosses the sky at a rate of about 
12° per day, moving through an angular distance equal to 
its own diameter—30 arc minutes—in about an hour.

Lunar Phases
The Moon’s appearance undergoes a regular cycle of 
changes, or phases, taking roughly 29.5 days to complete. 
Figure 1.20 illustrates the appearance of the Moon at 
different times in this monthly cycle. Starting from the 
new Moon, which is all but invisible in the sky, the Moon 
appears to wax (or grow) a little each night and is visible as 
a growing crescent (photo 1 of Figure 1.20). One week after 
new Moon, half of the lunar disk can be seen (photo 2).  
This phase is known as a quarter Moon. During the next 
week, the Moon continues to wax, passing through the 
gibbous phase (photo 3) until, 2 weeks after new Moon, 
the full Moon (photo 4) is visible. During the next 2 weeks, 
the Moon wanes (or shrinks), passing in turn through 
the gibbous, quarter, crescent phases (photos 5–7) and 
eventually becoming new again.

Earth precesses like a top, but very, very slowly.

Thuban
(pole star in
3000 B.C.)

Polaris
(current pole star)

Ecliptic
planeEquator

URSA MAJOR

URSA MINOR

A.D. 1

A.D. 8000

A.D. 16,000

3000 B.C.

A.D. 24,000

Polaris

Thuban

DRACO

Vega
CYGNUS

Deneb

Earth’s axis
of rotation

(a) (b)

Vega (pole star
in A.D. 14,000)

CEPHEUS

23.5°

Interactive  fIgure 1.19 Precession (a) earth’s axis currently points nearly toward the star 
Polaris. about 12,000 years from now—almost halfway through one cycle of precession—earth’s 
axis will point toward a star called Vega, which will then be the “north Star.” Five thousand years 
ago, the north Star was a star named thuban in the constellation draco. (b) the yellow circle shows 

the precessional path of the north celestial pole among some prominent northern stars. tick marks 
indicate intervals of a thousand years.
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Eclipses
From time to time—but only at new or full Moon—the 
Sun and the Moon line up precisely as seen from Earth, 
and we observe the spectacular phenomenon known as an 
eclipse. When the Sun and the Moon are in exactly opposite 
directions, as seen from Earth, Earth’s shadow sweeps across 
the Moon, temporarily blocking the Sun’s light and darkening 
the Moon in a lunar eclipse, as illustrated in Figure 1.22. 

returns to its starting point on the celestial sphere, having 
traced out a great circle in the sky. The time required for the 
Moon to complete a full cycle of phases, 1 synodic month, 
is a little longer—about 29.5 days. The synodic month is a 
little longer than the sidereal month for the same reason that 
a solar day is slightly longer than a sidereal day: Because of 
Earth’s motion around the Sun, the Moon must complete 
slightly more than one full revolution to return to the same 
phase in its orbit (Figure 1.21).

narrated fIgure 1.20 Lunar Phases Because the Moon orbits earth, the visible fraction of the lunar sunlit face 
varies from night to night, although the Moon always keeps the same face toward our planet. (note the location of 
the small, straight arrows, which mark the same point on the lunar surface at each phase shown.) the complete cycle 
of lunar phases, shown here starting at the waxing crescent phase and following the Moon’s orbit counterclockwise, 
takes 29.5 days to complete. rising and setting times for some phases are also indicated. (UC/Lick Observatory)
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From Earth, we see the curved edge of Earth’s shadow cut 
into the face of the full Moon and slowly eat its way into the 
lunar disk. Usually, the alignment of the Sun, Earth, and 
Moon is imperfect, so the shadow never completely covers 
the Moon. Such an occurrence is known as a partial lunar 
eclipse. Occasionally, however, the entire lunar surface is 
obscured in a total lunar eclipse, such as that shown in the 
inset of Figure 1.22. Total lunar eclipses last only as long as 
is needed for the Moon to pass through Earth’s shadow—no 
more than about 100 minutes. During that time, the Moon 
often acquires an eerie, deep red coloration—the result of a 
small amount of sunlight reddened by Earth’s atmosphere 
(for the same reason that sunsets appeared—see More 
Precisely 7-1) and refracted (bent) onto the lunar surface, 
preventing the shadow from being completely black.

When the Moon and the Sun are in exactly the same 
direction, as seen from Earth, an even more awe-inspiring 
event occurs. The Moon passes directly in front of the Sun, 
briefly turning day into night in a solar eclipse. In a total 
solar eclipse, when the alignment is perfect, planets and 
some stars become visible in the daytime as the Sun’s light is  
reduced to nearly nothing. We can also see the Sun’s ghostly 
outer atmosphere, or corona (Figure 1.23).* In a partial solar 
eclipse, the Moon’s path is slightly “off center,” and only a 
portion of the Sun’s face is covered. In either case, the sight 
of the Sun apparently being swallowed up by the black disk 
of the Moon is disconcerting even today. It must surely have 
inspired fear in early observers. Small wonder that the ability 
to predict such events was a highly prized skill.

Unlike a lunar eclipse, which is simultaneously visible 
from all locations on Earth’s night side, a total solar eclipse 

*Actually, although a total solar eclipse is undeni-
ably a spectacular occurrence, the visibility of the 
corona is probably the most important astronomi-
cal aspect of such an event today. It enables us to 
study this otherwise hard-to-see part of our Sun 
(see Chapter 16).

This is an actual photo of the
eclipsed Moon, one of the great
light shows visible to the naked eye.

R I V U X G

Light from Sun

Earth Moon

Interactive  fIgure 1.22 
Lunar eclipse When the 
Moon passes through earth’s 
shadow, we see a darkened, 
copper-colored Moon, as 

shown by the partial eclipse in the 
inset photograph. the red coloration 
is caused by sunlight deflected by 
earth’s atmosphere onto the Moon’s 
surface. (Inset: G. Schneider)

Earth’s orbit

Moon
1 sidereal month
(27.3 days) later

Next new Moon
29.5 days later

New Moon

Moon’s
orbit

Sun

Interactive  fIgure 1.21 Sidereal Month the difference 
between a synodic and a sidereal month stems from the 
motion of earth relative to the Sun. Because earth orbits 
the Sun in 365 days, in the 29.5 days from one new Moon 

to the next (1 synodic month), earth moves through an angle of 
approximately 29°. thus, the Moon must revolve more than 360° 
between new Moons. the sidereal month, which is the time taken 
for the Moon to revolve through exactly 360°, relative to the stars, 
is about 2 days shorter.
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can be seen from only a small portion of Earth’s daytime side. 
The Moon’s shadow on Earth’s surface is about 7000 kilo-
meters wide—roughly twice the diameter of the Moon. Out-
side of that shadow, no eclipse is seen. However, within the 
central region of the shadow, called the umbra, the eclipse is 
total. Within the shadow, but outside the umbra, in the pe-
numbra, the eclipse is partial, with less and less of the Sun 
obscured the farther one travels from the shadow’s center.

The connections among the umbra, the penumbra, 
and the relative locations of Earth, Sun, and Moon are illus-
trated in Figure 1.24. The umbra is always very small. Even 
under the most favorable circumstances, its diameter never 
exceeds 270 kilometers. Because the shadow sweeps across 
Earth’s surface at over 1700 kilometers per hour, the dura-
tion of a total eclipse at any given point on our planet can 
never exceed 7.5 minutes.

The Moon’s orbit around Earth is not exactly circular. 
Thus, the Moon may be far enough from Earth at the  
moment of an eclipse that its disk fails to fully cover the 
disk of the Sun, even though their centers coincide. In that 
case, there is no region of totality—the umbra never reaches 
Earth, and a thin ring of sunlight can be seen surrounding 
the Moon. Such an occurrence, called an annular eclipse, 
is illustrated in Figure 1.24(c) and shown more clearly in 
Figure 1.25. Roughly half of all solar eclipses are annular.

▲ fIgure 1.23 Total Solar eclipse during a total solar eclipse, the 
Sun’s corona becomes visible as an irregularly shaped halo surround ing 
the blotted-out disk of the Sun. this was the august 1999 eclipse, as seen  
from the banks of the danube river near Sofia, Bulgaria. (B. Angelov)
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Interactive  fIgure 1.24 
Types of Solar eclipse  
(a) the Moon’s shadow 
consists of two parts: the 
umbra, where no sunlight is 

seen, and the penumbra, where a 
portion of the Sun is visible. (b) if 
we are in the umbra, we see a total 
eclipse; in the penumbra, we see 
a partial eclipse. (c) if the Moon is 
too far from earth at the moment 
of the eclipse, the umbra does not 
reach earth and there is no region 
of totality; instead, an annular 
eclipse is seen. (note that these 
figures are not drawn to scale.) 
(Insets: NOAA; G. Schneider)
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eclipses. However, when the line of nodes briefly lies along 
the Earth–Sun line, eclipses are possible. These two periods, 
known as eclipse seasons, are the only times at which an 
eclipse can occur. Notice that there is no guarantee that an 
eclipse will occur. For a solar eclipse, we must have a new 
Moon during an eclipse season. Similarly, a lunar eclipse can 
occur only at full Moon during an eclipse season.

Because we know the orbits of Earth and the Moon to 
great accuracy, we can predict eclipses far into the future. 
Figure 1.27 shows the location and duration of all total 
eclipses of the Sun between 2010 and 2030. Note that the 
eclipse tracks run from west to east—just the opposite of 
more familiar phenomena such as sunrise and sunset, which 
are seen earlier by observers located farther east. The reason 
is that the Moon’s shadow sweeps across Earth’s surface 
faster than our planet rotates, so the eclipse actually overtakes 
observers on the ground.

The solar eclipses that we do see highlight a remark-
able cosmic coincidence. Although the Sun is many times 
farther away from Earth than is the Moon, it is also much 
larger. In fact, the ratio of distances is almost exactly the 
same as the ratio of sizes, so the Sun and the Moon both 
have roughly the same angular diameter—about half a 
degree, seen from Earth. Thus, the Moon covers the face of 
the Sun almost exactly. If the Moon were larger, we would 
never see annular eclipses, and total eclipses would be much 
more common. If the Moon were a little smaller, we would 
see only annular eclipses.

The gravitational tug of the Sun causes the Moon’s 
orbital orientation, and hence the direction of the line of 
nodes, to change slowly with time. As a result, the time 
between one orbital configuration with the line of nodes 
pointing at the Sun and the next (with the Moon cross-
ing the ecliptic in the same sense in each case) is not  
exactly 1 year, but instead is 346.6 days—sometimes called  
1 eclipse year. Thus, the eclipse seasons gradually progress 
backward through the calendar, occurring about 19 days 
earlier each year. For example, in 1999 the eclipse seasons 
were in February and August, and on August 11 much 
of Europe and southern Asia was treated to the last total 
eclipse of the millennium (Figure 1.23). By 2002, those 
seasons had drifted into December and June, and eclipses 
actually occurred on June 10 and December 4 of that year. 
By studying Figure 1.27, you can follow the progression of 
the eclipse seasons through the calendar.

The combination of the eclipse year and the Moon’s 
synodic period leads to an interesting long-term cycle in 
solar (and lunar) eclipses. A simple calculation shows that 
19 eclipse years is almost exactly 223 lunar months. Thus, 
every 6585 solar days (actually 18 years, 11.3 days) the “same” 
eclipse recurs, with Earth, the Moon, and the Sun in the 
same relative configuration. Several such repetitions are evi-
dent in Figure 1.27—see, for example, the similarly shaped 
July 11, 2010, and July 22, 2028, tracks. (Note that we must 

Eclipse Seasons
Why isn’t there a solar eclipse at every new Moon and a 
lunar eclipse at every full Moon? That is, why doesn’t the 
Moon pass directly between Earth and the Sun once per 
orbit and directly through Earth’s shadow 2 weeks later?

The answer is that the Moon’s orbit is slightly inclined 
to the ecliptic (at an angle of 5.2°), so the chance that a 
new (or full) Moon will occur just as the Moon happens to 
cross the plane of the ecliptic (with Earth, Moon, and Sun 
perfectly aligned) is quite low. Figure 1.26 illustrates some 
possible configurations of the three bodies. If the Moon 
happens to lie above or below the plane of the ecliptic 
when new (or full), a solar (or lunar) eclipse cannot occur. 
Such a configuration is termed unfavorable for produc-
ing an eclipse. In a favorable configuration, the Moon is 
new or full just as it crosses the plane of the ecliptic, and 
eclipses are seen. Unfavorable configurations are much 
more common, so eclipses are relatively rare events.

As indicated on Figure 1.26(b), the two points on the 
Moon’s orbit where it crosses the plane of the ecliptic are known 
as the nodes of the orbit. The line joining the nodes, which is 
also the line of intersection of Earth’s and the Moon’s orbital 
planes, is known as the line of nodes. When the line of nodes 
is not directed toward the Sun, conditions are unfavorable for 

▲ fIgure 1.25 Annular Solar eclipse during an annular solar 
eclipse, the Moon fails to completely hide the Sun, so a thin ring of 
light remains. no corona is seen in this case because even the small 
amount of the Sun still visible completely overwhelms the corona’s 
faint glow. this was the december 1973 eclipse, as seen from algiers. 
(the gray fuzzy areas at the top left and right are clouds in earth’s 
atmosphere.) (G. Schneider)
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ConCePT Check

4 What types of solar eclipses would you expect to see if 
Earth’s distance from the Sun were to double? What if 
the distance became half its present value?

take leap years properly into account to get the dates right!) 
The roughly 120° offset in longitude corresponds to Earth’s 
rotation in 0.3 day. This recurrence is called the Saros cycle. 
Well known to ancient astronomers, it undoubtedly was the 
key to their “mystical” ability to predict eclipses!

▲ fIgure 1.26 eclipse geometry (a) an eclipse occurs when earth, Moon, and Sun are precisely aligned. if the 
Moon’s orbital plane lay in exactly the plane of the ecliptic, this alignment would occur once a month. However, the 
Moon’s orbit is inclined at about 5° to the ecliptic, so not all configurations are favorable for producing an eclipse. (b) For 
an eclipse to occur, the line of intersection of the two planes must lie along the earth–Sun line. thus, eclipses can occur 
just at specific times of the year. only the umbra of each shadow is shown, for clarity (see Figure 1.24).
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make the measurement by visualizing an imaginary trian-
gle (hence triangulation), sighting the tree on the far side of 
the river from two positions on the near side, as illustrated in 
Figure 1.28. The simplest possible triangle is a right triangle, 
in which one of the angles is exactly 90°, so it is usually con-
venient to set up one observation position directly opposite 
the object, as at point A. The surveyor then moves to another 
observation position at point B, noting the distance covered 
between points A and B. This distance is called the baseline 
of the imaginary triangle. Finally, the surveyor, standing at 
point B, sights toward the tree and notes the angle at point 
B between this line of sight and the baseline. Knowing the 
value of one side (AB) and two angles (the right angle at point 
A and the angle at point B) of the right triangle, the surveyor 
geometrically constructs the remaining sides and angles and 
establishes the distance from A to the tree.

To use triangulation to measure distances, a surveyor 
uses trigonometry, the mathematics of geometrical angles and 
distances. However, even knowing no trigonometry at all, we 
can still solve the problem by graphical means, as shown in 
Figure 1.29. Suppose that we pace off the baseline AB, meas-
uring it to be 450 meters, and measure the angle between the 

1.6  The Measurement of Distance
We have seen a little of how astronomers track and 
record the positions of the stars in the sky. But knowing 
the direction to an object is only part of the information 
needed to locate it in space. Before we can make a system-
atic study of the heavens, we must find a way of measuring 
distances, too. One distance-measurement method, called 
triangulation, is based on the principles of Euclidean 
geometry and finds widespread application today in both 
terrestrial and astronomical settings. Surveyors use these 
age-old geometric ideas to measure the distance to far-
away objects indirectly. Triangulation forms the founda-
tion of the family of distance-measurement techniques 
making up the cosmic distance scale.

Triangulation and Parallax
Imagine trying to measure the distance to a tree on the other 
side of a river. The most direct method is to lay a tape across 
the river, but that’s not the simplest way (nor, because of the 
current, may it even be possible). A smart surveyor would 

▲ fIgure 1.27 eclipse Tracks regions of earth that saw or will see total solar eclipses between the years 2010 and 
2030. each track represents the path of the Moon’s umbra across earth’s surface during an eclipse. the width of the 
track depends upon the latitude on earth and the distance from earth to the Moon during the eclipse. High-latitude 
tracks are broader because sunlight strikes earth’s surface at an oblique angle near the poles (and also because of the 
projection of the map). the closer the Moon is to earth during a total eclipse, the wider is the umbra (see Figure 1.24).
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In principle, two observers could sight the planet 
from opposite sides of Earth, measuring the triangle’s  
angles at A and B. However, in practice it is easier to 
measure the third angle of the imaginary triangle. The 
observers sight toward the planet, taking note of its  
position relative to some distant stars seen on the plane of  
the sky. The observer at point A sees the planet at 
apparent location A′ relative to those stars, as indicated in  
Figure 1.30(a). The observer at B sees the planet at point 
B′. If each observer takes a photograph of the appropri-
ate region of the sky, the planet will appear at slightly dif-
ferent places in the two images. The planet’s position is 
slightly displaced, or shifted, relative to the field of distant 
background stars, as shown in Figure 1.30(b). The back-
ground stars themselves appear undisplaced because of 
their much greater distance from the observer.

This apparent displacement of a foreground object rela-
tive to the background as the observer’s location changes is 
known as parallax. The size of the shift in Figure 1.30(b), 
measured as an angle on the celestial sphere, is the third, 
small angle in Figure 1.30(a). In astronomical contexts, the 
parallax is usually very small. For example, the parallax of a 
point on the Moon, viewed using a baseline equal to Earth’s 
diameter, is about 2°; the parallax of the planet Venus at 
closest approach (45 million kilometers), is just 1′ (see More 
Precisely 1-2).

The closer an object is to the observer, the larger is the 
parallax. Figure 1.31 illustrates how you can see this for 
yourself. Hold a pencil vertically in front of your nose and 
concentrate on some far-off object—a distant wall, perhaps. 

baseline and the line from B to the tree to be 52°, as illustrated 
in the figure. We can transfer the problem to paper by let-
ting one box on our graph represent 25 meters on the ground. 
Drawing the line AB on paper and completing the other two 
sides of the triangle, at angles of 90° (at A) and 52° (at B), we 
measure the distance on paper from A to the tree to be 23 
boxes—that is, 575 meters. We have solved the real problem 
by modeling it on paper. The point to remember here is this: 
Nothing more complex than basic geometry is needed to infer 
the distance, the size, and even the shape of an object that is 
too far away or inaccessible for direct measurement.

Obviously, for a fixed baseline the triangle becomes 
longer and narrower as the tree’s distance from A increases. 
Narrow triangles cause problems, because it becomes hard 
to measure the angles at A and B with sufficient accuracy. 
The measurements can be made easier by “fattening” the 
triangle—that is, by lengthening the baseline—but there are 
limits on how long a baseline we can choose in astronomy. 
For example, consider an imaginary triangle extending 
from Earth to a nearby object in space, perhaps a neighbor-
ing planet. The triangle is now extremely long and narrow, 
even for a relatively nearby object (by cosmic standards). 
Figure 1.30(a) illustrates a case in which the longest baseline 
possible on Earth—Earth’s diameter, measured from point 
A to point B—is used.

▲ fIgure 1.28 Triangulation Surveyors often use simple 
geometry and trigonometry to estimate the distance to a faraway 
object by triangulation. By measuring the angles at a and B and the 
length of the baseline, the distance can be calculated without the 
need for direct measurement.
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▲ fIgure 1.29 geometric Scaling not even trigonometry is 
needed to estimate distances indirectly. Scaled estimates, like this 
one on a piece of graph paper, often suffice.
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is inversely proportional to the distance to the pencil. By 
moving the pencil farther away, we are narrowing the trian-
gle and decreasing the parallax (and also making accurate 
measurement more difficult). If you were to paste the pencil 
to the wall, corresponding to the case where the object of 
interest is as far away as the background star field, blinking 
would produce no apparent shift of the pencil at all.

The amount of parallax is thus inversely proportional 
to an object’s distance. Small parallax implies large distance, 
and large parallax implies small distance. Knowing the 
amount of parallax (as an angle) and the length of the base-
line, we can easily derive the distance through triangulation. 
More Precisely 1-2 explores the connection between angular 
measure and distance in more detail, showing how we can 
use elementary geometry to determine both the distances 
and the dimensions of far away objects.

Surveyors of the land use these simple geometric tech-
niques to map out planet Earth. As surveyors of the sky, 
astronomers use the same basic principles to chart the 
universe.

Close one eye, and then open it while closing the other. You 
should see a large shift in the apparent position of the pen-
cil projected onto the distant wall—a large parallax. In this 
example, one eye corresponds to point A, the other eye to 
point B, the distance between your eyeballs to the baseline, 
the pencil to the planet, and the distant wall to a remote field 
of stars. Now hold the pencil at arm’s length, corresponding 
to a more distant object (but still not as far away as the even 
more distant stars). The apparent shift of the pencil will be 
less. You might even be able to verify that the apparent shift 

▲ fIgure 1.30 Parallax (a) an imaginary triangle extending 
from earth to a nearby object in space. the group of stars at  
the top represents a background field of very distant stars.  
(b) Hypothetical photographs of the same star field showing the 
nearby object’s apparent displacement, or shift, relative to the 
distant undisplaced stars.

These photos show how the intervening object would seem
to be at different places against the background sky.

(a)

(b)

A B

Earth

Parallax

Object in space

As seen from A As seen from B

A′B′

These stars are
very far away and
thus appear �xed
on the sky.

This nearby object
seems to move when
seen from different
places on Earth.

Try this experiment:
Move a pencil to and fro
away from your nose
while blinking your eyes.

B′

Baseline

Parallax for nearby pencil

Parallax for distant pencil

B′

A′

BA

A′

▲ fIgure 1.31 Parallax geometry Parallax is inversely 
proportional to an object’s distance. an object near your nose  
has a much larger parallax than an object held at arm’s length.
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this angle in turn is proportional to the fraction of Earth’s 
circumference that lies between Syene and Alexandria:

7.2° (angle between Syene and Alexandria)
360° (circumference of a circle)

=
5000 stadia

Earth>s circumference
.

Earth’s circumference is therefore 50 * 5000, or 250,000 
stadia, or about 40,000 km, so Earth’s radius is 250,000/2π 
stadia, or 6366 km. The correct values for Earth’s circum-
ference and radius, now measured accurately by orbiting 
spacecraft, are 40,070 km and 6378 km, respectively.

Eratosthenes’ reasoning was a remarkable accomplish-
ment. More than 20 centuries ago, he estimated the circum-
ference of Earth to within 1 percent accuracy, using only 
simple geometry and basic scientific reasoning. A person 
making measurements on only a small portion of Earth’s 
surface was able to compute the size of the entire planet on 
the basis of observation and pure logic—an early triumph 
of the scientific method.

ConCePT Check

4 Why is elementary geometry essential for measuring 
distances in astronomy?

Sizing Up Planet Earth
Now that we have studied some of the tools available to astron-
omers, let’s end the chapter with a classic example of how the 
scientific method, combined with the basic geometric tech-
niques just described, enabled an early scientist to perform a 
calculation of truly “global” proportions.

In about 200 b.c., a Greek philosopher named Eratos-
thenes (276–194 b.c.) used simple geometric reasoning to 
calculate the size of our planet. He knew that at noon on 
the first day of summer observers in the city of Syene (now 
called Aswan) in Egypt saw the Sun pass directly overhead. 
This was evident from the fact that vertical objects cast no 
shadows and sunlight reached to the very bottoms of deep 
wells, as shown in the insets in Figure 1.32. However, at 
noon of the same day in Alexandria, a city 5000 stadia to 
the north, the Sun was seen to be displaced slightly from the 
vertical. (The stadium was a Greek unit of length, roughly 
equal to 0.16 km—the modern town of Aswan lies about 
780 km, or 490 miles, south of Alexandria.) By measuring 
the length of the shadow of a vertical stick and applying 
elementary trigonometry, Eratosthenes determined the 
angular displacement of the Sun from the vertical at 
Alexandria to be 7.2°.

What could have caused this discrepancy between 
the two measurements? It was not the result of measure-
ment error—the same results were obtained every time 
the observations were repeated. Instead, as illustrated 
in Figure 1.32, the explanation is simply that Earth’s  
surface is not f lat, but curved. Our planet is a sphere.  
Eratosthenes was not the first person to realize that Earth 
is spherical—the philosopher Aristotle had done that over 
100 years earlier (see Section 1.2),—but he was apparently 
the first to build on this knowledge, combining geometry 
with direct measurement to infer the size of our planet. 
Here’s how he did it.

Rays of light reaching Earth from a very 
distant object, such as the Sun, travel almost 
parallel to one another. Consequently, as 
shown in the figure, the angle measured at 
Alexandria between the Sun’s rays and the 
vertical (i.e., the line joining Alexandria to 
the center of Earth) is equal to the angle 
between Syene and Alexandria, as seen from 
Earth’s center. (For the sake of clarity, the 
angle has been exaggerated in the figure.) As 
discussed in More Precisely 1-2, the size of 

7.2°

7.2°

Alexandria Syene

Sun’s rays
on �rst day
of summer

7.2°

▶ fIgure 1.32 Measuring earth’s radius the Sun’s rays strike 
different parts of earth’s surface at different angles. the Greek  
philosopher eratosthenes realized that the difference was due to 
earth’s curvature, enabling him to determine earth’s radius by using 
simple geometry.
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More PreCiSely 1-2
Alternatively, if we know the parallax (from direct measure-

ment, such as the photographic technique described in Section 
1.6), we can rearrange the above equation to tell us the distance 
to the planet:

distance = baseline *
57.3°

parallax
.

eXAMPLe 2 Two observers 1000 km apart looking at the Moon 
might measure a parallax of 9.0 arc minutes—that is, 0.15°. It then 
follows that the distance to the Moon is 1000 km * (57.3/0.15) L 
380,000 km. (More accurate measurements, based on laser rang-
ing using equipment left on the lunar surface by Apollo astronauts, 
yield a mean distance of 384,000 km.)

Knowing the distance to an object, we can determine 
many other properties. For example, by measuring the object’s 
angular diameter—the angle from one side of the object to the 
other as we view it in the sky—we can compute its size. The  
second figure illustrates the geometry involved:

Measuring Distances with geometry
Simple geometrical reasoning forms the basis for almost 
every statement made in this book about size and scale in 
the universe. In a very real sense, our modern knowledge 
of the cosmos depends on the elementary mathematics of 
ancient Greece. Let’s take a moment to look in a little more 
detail at how astronomers use geometry to measure the dis-
tances to, and sizes of, objects near and far.

We can convert baselines and parallaxes into distances, 
and vice versa, by using arguments made by the Greek geom-
eter Euclid. The first figure represents Figure 1.30(a), but we 
have changed the scale and added the circle centered on the 
target planet and passing through our baseline on Earth:

To see how the planet’s parallax relates to its distance, we note 
that the ratio of the baseline AB to the circumference of the 
large circle shown in the figure must be equal to the ratio of 
the parallax to one full revolution, 360°. Recall that the cir-
cumference of a circle is always 2π times its radius (where 
p—the Greek letter “pi”—is approximately equal to 3.142).  
Applying this relation to the large circle in the figure, we find that

baseline
2p * distance

=
parallax

360°
,

from which it follows that

parallax = (360°/2p) *
baseline
distance

.

The angle 360°/2π ≈ 57.3° in the preceding equation is usually 
called 1 radian.

eXAMPLe 1 The planet Venus lies roughly 45,000,000 km 
from Earth at closest approach. Two observers 13,000 km 
apart (i.e., at opposite ends of Earth’s diameter) looking at 
the planet would measure a parallax of 57.3°  * (13,000 km/ 
45,000,000 km) = 0.017° = 1.0 arc minutes, as stated in  
the text.

360°

Parallax
A

B Planet

Circumference
= 2p * distance

Distance
(unknown)

Baseline
(known)

Notice that this is basically the same diagram as the 
previous one, except that now the angle (the angular diameter) 
and distance are known, instead of the angle (the parallax) and 
baseline. Exactly the same reasoning as before then allows us to  
calculate the diameter. We have

diameter
2p * distance

=
angular diameter

360
,

so

diameter = distance *
angular diameter

57.3°
.

eXAMPLe 3 The Moon’s angular diameter is measured to be 
about 31 arc minutes—a little over half a degree. From the pre-
ceding discussion, it follows that the Moon’s actual diameter is 
380,000 km * (0.52°/57.3°) L 3450 km. A more precise meas-
urement gives 3476 km.

Study the foregoing reasoning carefully. We will use these sim-
ple arguments, in various forms, many times throughout this text.

Distant
object

Observer

360°

Angular diameter

Diameter
(unknown)

Distance
(known)
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The Big Question Take another look at the spectacular photo at the beginning of this 
chapter. Contemplate for a moment all those stars—about 100,000,000,000 in our Galaxy alone—
of which our Sun is just one. We cannot help wondering: Are there planets around some of those 
stars, and perhaps intelligent beings on some of those planets? One of the grandest of all unsolved 
questions in astronomy concerns life on other worlds. No one yet knows the answer, but we will 
return to this fascinating topic in the last chapter.

1  The universe (p. 6) is the totality of all space, time, 
matter, and energy. Astronomy (p. 6) is the study of the 
universe. In order of increasing size, the basic constituents of 
the cosmos are planets, stars, galaxies, galaxy clusters, and 
the universe itself. They differ enormously in scale—a factor 
of a billion billion from planet Earth to the entire observable 
universe.

2  The scientific method (p. 8) is a methodical approach  
employed by scientists to explore the universe around us in an  
objective manner. A theory (p. 8) 
is a framework of ideas and assump-
tions used to explain some set of  
observations and construct 
theoretical models (p. 8) that 
make predictions about the real 
world. These predictions in turn 
are amenable to further observa-
tional testing. In this way, the theory  
expands and science advances.
3  Early observers grouped the 

thousands of stars visible to the 
naked eye into patterns called con-
stellations (p. 10), which they 
imagined were attached to a vast 
celestial sphere (p. 12) centered 
on Earth. Constellations have no 
physical significance, but are still 
used to label regions of the sky. 
The points where Earth’s axis of 
rotation intersects the celestial 
sphere are called the north and 

south celestial poles (p. 12). The line where Earth’s equatorial 
plane cuts the celestial sphere is the celestial equator (p. 13).
4  The nightly motion of the stars 

across the sky is the result of Earth’s  
rotation (p. 12) on its axis. The time 
from one noon to the next is called a solar 
day (p. 13). The time between successive 
risings of any given star is 1 sidereal day 
(p. 13). Because of Earth’s revolution  
(p. 14) around the Sun, we see different stars at night at dif-
ferent times of the year, and the Sun appears to move relative 
to the stars. The Sun’s apparent yearly path around the celestial 
sphere (or the plane of Earth’s orbit around the Sun) is called the 
ecliptic (p. 14).

5  We experience seasons 
(p. 16) because Earth’s  
rotation axis is inclined to the 
ecliptic plane. At the summer  
solstice (p. 15), the Sun 
is highest in the sky and the 
length of the day is great-
est. At the winter solstice  
(p. 16), the Sun is lowest and the day is shortest. At the vernal  
(p. 17) and autumnal equinoxes (p. 17), Earth’s axis of rota-
tion is perpendicular to the line joining Earth to the Sun, so day 
and night are of equal length. Because of precession (p. 17), 
the slow “wobble” of Earth’s axis due to the influence of the 
Moon, the orientation of Earth’s axis changes slowly over time. 
As a result, the particular constellations visible during any given 
season change over the course of thousands of years.
6  The Moon emits 

no light of its own, 
but instead shines by 
reflected sunlight. 
As the Moon orbits 
Earth, we see lunar 
phases (p. 18) as the 
amount of the Moon’s sunlit face visible to us varies. A lunar 
eclipse (p. 19) occurs when the Moon enters Earth’s shadow. 

Chapter Review
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Prediction

TheoryThe scienti�c method 
is not nearly as clean and 

clear as suggested by this simple 
diagram. In reality, the process is 

complicated by false starts, unsure 
ideas, messy data, and personal 
subjectivity. In the end, though, 

careful tests trump all, and 
objectivity eventually

emerges.
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Conceptual Self-Test: Multiple Choice
 1. If Earth rotated twice as fast as it currently does, but its 

motion around the Sun stayed the same, then (a) the night 
would be twice as long; (b) the night would be half as long; 
(c) the year would be half as long; (d) the length of the day 
would be unchanged.

 2. A long, thin cloud that stretched from directly overhead to 
the western horizon would have an angular size of (a) 45°; 
(b) 90°; (c) 180°; (d) 360°.

 3. VIS According to Figure 1.15 (“The Zodiac”), in January  
the Sun is in the constellation (a) Cancer; (b) Gemini;  
(c) Leo; (d) Aquarius.

 4. If Earth orbited the Sun in 9 months instead of 12, then, 
compared with a sidereal day, a solar day would be  
(a) longer; (b) shorter; (c) unchanged.

 5. When a thin crescent of the Moon is visible just before sun-
rise, the Moon is in its (a) waxing phase; (b) new phase;  
(c) waning phase; (d) quarter phase.

 6. If the Moon’s orbit were a little larger, solar eclipses would 
be (a) more likely to be annular; (b) more likely to be total; 
(c) more frequent; (d) unchanged in appearance.

 7. If the Moon orbited Earth twice as fast but in the same orbit 
the frequency of solar eclipses would (a) double; (b) be cut 
in half; (c) stay the same.

 8. VIS In Figure 1.28 (“Triangulation”), using a longer base-
line would result in (a) a less accurate distance to the tree; 
(b) a more accurate distance to the tree; (c) a smaller angle 
at point B; (d) a greater distance across the river.

 9. VIS In Figure 1.32 (“Parallax”), a smaller Earth would 
result in (a) a smaller parallax angle; (b) a shorter distance 
measured to the object; (c) a larger apparent displacement; 
(d) stars appearing closer together. 

 10. Today, distances to stars are measured by (a) bouncing 
radar signals; (b) reflected laser beams; (c) travel time by 
spacecraft; (d) geometry.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning outcomes.

 For instructor-assigned homework go to Masteringastronomy.

Review and Discussion

 9. What is precession, and what causes it?
 10. If one complete hemisphere of the Moon is always lit by the 

sun, why do we see different phases of the Moon?
 11. LO6 What causes a lunar eclipse? A solar eclipse? Why 

aren’t there lunar and solar eclipses every month?
 12. POS  Do you think an observer on another planet in the 

solar system might see eclipses? Why or why not?
 13. What is parallax? Give an everyday example.
 14. Why is it necessary to have a long baseline when using trian-

gulation to measure the distances to objects in space?
 15. LO7 What two pieces of information are needed to deter-

mine the diameter of a faraway object?

 1. LO1 Compare the size of Earth with that of the Sun, the 
Milky Way Galaxy, and the entire universe.

 2. What does an astronomer mean by “the universe”?
 3. LO2 POS What is the scientific method, and how does 

science differ from religion?
 4. LO3 What is a constellation? Why are constellations useful 

for mapping the sky?
 5. Why does the Sun rise in the east and set in the west each 

day? Does the Moon also rise in the east and set in the west?
 6. LO4 How and why does a day measured with respect to the 

Sun differ from a day measured with respect to the stars?
 7. Why do we see different stars at different times of the year?
 8. LO5 Why are there seasons on Earth?

A solar eclipse (p. 20) occurs when the Moon passes be-
tween Earth and the Sun. An eclipse may be total (p. 21) if 
the body in question (Moon or Sun) is completely obscured, or 
partial (p. 21) if only a portion of the surface is affected. If the 
Moon happens to be too far from Earth for its disk to completely 
hide the Sun, an annular eclipse (p. 21) occurs. Because the 
Moon’s orbit around Earth is slightly inclined with respect to the 
ecliptic, solar and lunar eclipses are relatively rare events.

7  Astronomers use triangulation (p. 24) to measure the 
distances to planets and stars, forming the foundation of the 

cosmic distance scale (p. 24), the family 
of distance-measurement techniques used 
to chart the universe. Parallax (p. 25) is 
the apparent motion of a foreground object 
relative to a distant background as the 
observer’s position changes. The larger the 
baseline (p. 24)—the distance between  
the two observation points—the greater 
is the parallax. The same basic geometric 
reasoning is used to determine the sizes of 
objects whose distances are known.

(a)

(b)

A B

Earth

Parallax

Object in space

As seen from A As seen from B

A¢B¢
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Activities
Collaborative

 1. Measure the nightly and monthly motion of the Moon. On 
a clear night, sketch a 10°-wide patch of the sky containing 
the Moon, with the Moon initially toward the wet side 
of the patch. (See Individual Activity 2 below for how to 
estimate angles on the sky.) Repeat the observation of the 
same collection of stars every hour over the course of a 
night. You will see that the Moon’s position relative to the 
stars changes noticeably even in a few hours. What is the 
Moon’s angular speed (in degrees per hour)? Now observe 
the Moon at the same time each night over the course of a 
month. Sketch its appearance and note its position on the 
sky each night. Can you interpret its changing phase in 
terms of the relative positions of Earth, the Sun, and the 
Moon? (See Figure 1.20.)

Individual
 1. Find the star Polaris, also known as the North Star, in the even-

ing sky. Identify any separate pattern of stars in the same gen-
eral vicinity of the sky. Wait several hours, at least until after 
midnight, and then locate Polaris again. Has Polaris moved? 
What has happened to the nearby pattern of stars? Why?

 2. Hold your little finger out at arm’s length. Can you cover the 
disk of the Moon? The Moon projects an angular size of 30′ 
(half a degree); your finger should more than cover it. You 
can use this fact to make some basic sky measurements. As 
a simple rule, your little finger at arm’s length is about 1° 
across, your middle three fingers are about 4° across, and 
your clenched fist is about 10° across. If the constellation 
Orion is visible, use this information to estimate the angular 
size of Orion’s belt and the angular distance between Betel-
geuse and Rigel. Compare your findings with Figure 1.8(a).

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • In 1 second, light leaving Los Angeles reaches approxi-
mately as far as (a) San Francisco, about 500 km; (b) London, 
roughly 10,000 km; (c) the Moon, 384,000 km; (d) Venus, 
45,000,000 km from Earth at closest approach; or (e) the 
nearest star, about 4 light-years from Earth. Which is correct?

 2. • (a) Write the following numbers in scientific notation (see 
Appendix 1 if you are unfamiliar with this notation): 1000; 
0.000001; 1001; 1,000,000,000,000,000; 123,000; 0.000456.  
(b) Write the following numbers in “normal” numerical form: 
3.16 * 107; 2.998 * 105; 6.67 * 10-11; 2 * 100. (c) Calculate:  
(2 * 103) + 10-2; (1.99 * 1030)/(5.98 * 1024); (3.16 * 107) * 
(2.998 * 105).

 3. • The vernal equinox is now just entering the constellation 
Aquarius (see Figure 1.15). In what constellation will it lie in 
a.d. 10,000?

 4. • Relative to the stars, through how many degrees, arc min-
utes, or arc seconds does the Moon move in (a) 1 hour of 
time; (b) 1 minute; (c) 1 second? How long does it take for 
the Moon to move a distance equal to its own diameter?

 5. •	At what distance is an object if its parallax, as measured 
from either end of a 1000-km baseline, is (a) 1°; (b) 1′; (c) 1″? 

 6. • Given that the angular size of Venus is 55″ when the planet 
is 45,000,000 km from Earth, calculate Venus’s diameter (in 
kilometers).

 7. • The Moon lies 384,000 km from Earth, and the Sun lies 
150,000,000 km away. If both have the same angular size as seen 
from Earth, how many times larger than the Moon is the Sun?

 8. • Estimate the angular diameter of your thumb, held at arm’s 
length.





Visit MasteringAstronomy for quizzes, 
animations, videos, interactive figures, 
and self-guided tutorials.

Left: In this colorized piece of historical artwork, a young Nicholas Copernicus is 

observing a lunar eclipse in Rome in the year 1500. He is not actually using a telescope, 

which would not be invented for another century; rather, he is looking along a transit 

device that improved naked-eye estimates of angular sizes. Perhaps more than anyone 

else, this Polish astronomer began the revolution that overthrew more than a thousand 

years of philosophical thinking that claimed Earth to be the immovable center of all 

things. (S. Terry; engraving from the 1875 edition of Vies des Savants Illustres)

Living in the Space Age, we have become accustomed to the 
modern view of our place in the universe. Images of our planet 
taken from space leave little doubt that Earth is round, and no one 
seriously questions the idea that we orbit the Sun. Yet there was 
a time, not so long ago, when some of our ancestors maintained 
that Earth was flat and lay at the center of all things.

Our view of the universe—and of ourselves—has undergone 
a radical transformation since those early days. Earth has become 
a planet like many others, and humankind has been torn from 
its throne at the center of the cosmos and relegated to a rather 
unremarkable position on the periphery of the Milky Way Galaxy. 
But we have been amply compensated for our loss of prominence: 
We have gained a wealth of scientific knowledge in the process. 
The story of how all this came about is the story of the rise of the 
scientific method and the genesis of modern astronomy.

Learning Outcomes

Studying this chapter will enable you to

1  Describe how some ancient civili-
zations attempted to explain the 
heavens in terms of Earth- 
centered models of the universe.

2  Explain how the observed motions 
of the planets led to our modern 
view of a Sun-centered solar  
system.

3  Describe the major contributions 
of Galileo and Kepler to our under-
standing of the solar system.

4  State Kepler’s laws of planetary 
motion.

5  Explain how astronomers have 
measured the true size of the solar 
system.

6  State Newton’s laws of motion and 
universal gravitation and explain 
how they account for Kepler’s laws.

7  Explain how the law of gravitation 
enables us to measure the masses 
of astronomical bodies.

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.
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The Copernican  
Revolution
THE BIRTH of MoDERN SCIENCE

2

The Big Picture Exploration is at the heart of the 
modern scientific method used by all scientists around the 
world. Ideas must be tested against what is observed in nature, 
and those ideas that fail the test are discarded. In this way, 
astronomers progressively generate, not “truth,” but better and 
better approximations of reality.
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of sorts—not in the modern sense of the term (a place for 
making new observations and discoveries pertaining to the 
heavens)—but rather a kind of three-dimensional calendar 
or almanac, enabling its builders and their descendants to 
identify important dates by means of specific celestial 
events. Its construction apparently spanned a period of 
about 17 centuries, beginning around 2800 b.c. Additions 
and modifications continued to about 1100 b.c., indicating 
its ongoing importance to the Stone Age and, later, Bronze 
Age people who built, maintained, and used Stonehenge. 
The largest stones shown in Figure 2.1 weigh up to 50 tons 
and were transported from quarries many miles away.

Many of the stones are aligned so that they point toward 
important astronomical events. For example, the line join-
ing the center of the inner circle to the so-called heel stone, 
set off some distance from the rest of the structure, points 
in the direction of the rising Sun on the summer solstice. 
Other alignments are related to the rising and setting of the 
Sun and the Moon at other times of the year. The accurate 
alignments (within a degree or so) of the stones of Stone-
henge were first noted in the 18th century, but it was only 
relatively recently—in the second half of the 20th century, 
in fact—that the scientific community began to credit Stone 
Age technology with the ability to carry out such a precise 
feat of engineering. Although some of Stonehenge’s purposes 
remain uncertain and controversial, the site’s function as 
an astronomical almanac seems well established. Although 
Stonehenge is the most impressive and the best preserved, 
other stone circles, found all over Europe, are thought to 
have performed similar functions.

2.1 Ancient Astronomy
Many ancient cultures took a keen interest in the changing 
nighttime sky. The records and artifacts that have survived 
until the present make that abundantly clear. But unlike 
today, the major driving force behind the development of 
astronomy in those early societies was probably neither sci-
entific nor religious. Instead, it was decidedly practical and 
down to earth. Seafarers needed to navigate their vessels, 
and farmers had to know when to plant their crops. In a real 
sense, then, human survival depended on knowledge of the 
heavens. The ability to predict accurately the arrival of the 
seasons, as well as other astronomical events, was undoubt-
edly a highly prized, perhaps jealously guarded, skill.

In Chapter 1, we saw that the human mind’s ability to 
perceive patterns in the stars led to the “invention” of con-
stellations as a convenient means of labeling regions of the 
celestial sphere.   (Sec. 1.3) The realization that these pat-
terns returned to the night sky at the same time each year 
met the need for a practical means of tracking the seasons. 
Widely separated cultures all over the world built elaborate 
structures to serve, at least in part, as primitive calendars. 
Often the keepers of the secrets of the sky enshrined their 
knowledge in myth and ritual, and these astronomical sites 
were also used for religious ceremonies.

Perhaps the best-known such site is Stonehenge, located 
on Salisbury Plain in England, and shown in Figure 2.1. This 
ancient stone circle, which today is one of the most popular 
tourist attractions in Britain, dates from the Stone Age. 
Researchers think it was an early astronomical observatory 

◀ Figure 2.1 Stonehenge This 
remarkable site in the south of 
England was probably constructed as 
a primitive calendar or almanac. The 
inset shows sunrise at Stonehenge at 
the summer solstice. As seen from the 
center of the stone circle, the Sun rose 
directly over the “heel stone” on the 
longest day of the year. (S. Pitamitz/
Superstock; inset D. Nunuk/All 
Canada Photos/Superstock)
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the alignments are quite inaccurate and consistent with 
pure chance and that the Medicine Wheel’s purpose was 
more likely symbolic, rather than practical. A similar con-
troversy swirls around the Caracol temple (Figure 2.2b)  
in the famous Mayan city of Chitzen Itza, built around  
a.d. 1000 on Mexico’s Yucatán peninsula. Was it an obser-
vatory, as some suggest, perhaps tied to human sacrifices 
when Venus appeared in the morning or evening sky? Or 
are the claimed alignments of its windows just wishful 
thinking and the temple’s purpose simply religious, rather 
than astronomical?

Experts do seem to agree—for now, at least—that the 
Sun Dagger (Figure 2.2c), in Chaco Canyon, New Mexico, 
is a genuine astronomical calendar. It is constructed so that 
the sliver of light passes precisely through the center of the 
carved stone spiral at noon on the summer solstice. Numer-
ous similar sites have been found throughout the American 
Southwest.

The ancient Chinese also observed the heavens. Their 
astrology attached particular importance to “omens” such 
as comets and “guest stars”—stars that appeared suddenly in 
the sky and then slowly faded away—and they kept careful 
and extensive records of such events. Twentieth-century 
astronomers still turn to the Chinese records to obtain obser-
vational data recorded during the Dark Ages (roughly from 
the 5th to the 10th century a.d.), when turmoil in Europe 

Many North American cultures were interested in 
the heavens. The Big Horn Medicine Wheel in Wyoming  
(Figure 2.2a) is similar to Stonehenge in design—and, 
perhaps, intent—although it is somewhat simpler in execu-
tion. Some researchers have identified alignments between 
the Medicine Wheel’s spokes and the rising and setting Sun 
at solstices and equinoxes, and with some bright stars, sug-
gesting that its builders—the Plains Indians—had much 
more than a passing familiarity with the changing night-
time sky. Other experts disagree, however, arguing that 

(a)

(b)

(c)

▲ Figure 2.2 Observatories in the Americas (a) The Big Horn  
Medicine Wheel in Wyoming, built by the Plains Indians, has spokes and 
other features that roughly align with risings and settings of the Sun 
and other stars. (b) The Caracol temple in Mexico, built by the Mayan 
civilization, has some windows that seem to align with astronomical 
events, suggesting that at least part of Caracol’s function may  
have kept track of the seasons and the heavens. (c) This thin streak  
of light and shadow, created by the Sun’s rays playing off the cliffs in 
Chaco Canyon of America’s Southwest, aligns exactly with a carved 
rock pattern at noon on the summer solstice—almost certainly  
an intentional sign for astronomical or agricultural purposes.  
(G. Gerster; H. Lapahie Jr; F1online Digitale Bildagentur)
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such as determining the precise dates of holy days or the  
direction of Mecca from any given location on Earth. Astro-
nomical terms such as zenith and azimuth and the names of 
many stars—for example, Rigel, Betelgeuse, and Vega—all 
bear witness to this extended period of Muslim scholarship.

Astronomy is not the property of any one culture, civiliza-
tion, or era. The same ideas, the same tools, and even the same 
misconceptions have been invented and reinvented by human 
societies all over the world in response to the same basic driv-
ing forces. Astronomy came into being because people knew 
that there was a practical benefit in being able to predict the 
positions of the stars, but its roots go much deeper than that. 
The need to understand where we came from and how we fit 
into the cosmos is an integral part of human nature.

2.2 The Geocentric Universe
The Greeks of antiquity, and undoubtedly civilizations  
before them, built models of the universe. The study of the 
workings of the universe on the largest scales is called cos-
mology. Today, cosmology entails looking at the universe 
on scales so large that even entire galaxies can be regarded 
as mere points of light scattered throughout space. To the 
Greeks, however, the universe was basically the solar system—
the Sun, Earth, and Moon, and the planets known at that 
time. The stars beyond were surely part of the universe, but 
they were considered to be fixed, unchanging beacons on the 
celestial sphere. The Greeks did not consider the Sun, the 
Moon, and the planets to be part of this mammoth celestial 
dome, however. Those objects had patterns of behavior that 
set them apart.

Observations of the Planets
Greek astronomers observed that over the course of a night, 
the stars slid smoothly across the sky. Over the course of 
a month, the Moon moved smoothly and steadily along 
its path on the sky relative to the stars, passing through 
its familiar cycle of phases. Over the course of a year, the 
Sun progressed along the ecliptic at an almost constant 
rate, varying little in brightness from day to day. In short, 
the behavior of both Sun and Moon seemed fairly simple 
and orderly. But ancient astronomers were also aware of 
five other bodies in the sky—the planets Mercury, Venus, 
Mars, Jupiter, and Saturn—whose behavior was not so easy 
to grasp. Their motions ultimately led to the downfall of 
an entire theory of the solar system and to a fundamental 
change in humankind’s view of the universe.

To the naked eye (or even through a telescope), planets 
do not behave in as regular and predictable a fashion as the 
Sun, Moon, and stars. They vary in brightness, and they 
don’t maintain a fixed position in the sky. Unlike the Sun 
and Moon, the planets seem to wander around the celestial 

largely halted the progress of Western science. Perhaps the 
best-known guest star was one that appeared in a.d. 1054 
and was visible in the daytime sky for many months. We now 
know that the event was actually a supernova: the explosion 
of a giant star, which scattered most of its mass into space 
(see Chapter 21). It left behind a remnant that is still detect-
able today, nine centuries later. The Chinese data are a prime 
source of historical information for supernova research.

A vital link between the astronomy of ancient Greece 
and that of medieval Europe was provided by astronomers in 
the Muslim world (see Figure 2.3). For six centuries, from the 
depths of the Dark Ages to the beginning of the Renaissance, 
Islamic astronomy flourished and grew, preserving and aug-
menting the knowledge of the Greeks. Its influence on modern 
astronomy is subtle, but widespread. Many of the mathemat-
ical techniques involved in trigonometry were developed 
by Islamic astronomers in response to practical problems, 

▲ figure 2.3 Persian Astronomers at Work During the Dark 
Ages, much scientific information was preserved and new discoveries 
were made by astronomers in the Islamic world, as depicted in this 
illustration from a 16th-century manuscript. (Bridgeman Art Library)
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solar system, note!) shows three schematic plan-
etary orbits and defines some time-honored astro-
nomical terminology describing a planet’s location 
relative to Earth and the Sun. Mercury and Venus 
are referred to as inferior (“lower”) planets because 
their orbits lie between Earth and the Sun. Mars, 
Jupiter, and Saturn, whose orbits lie outside Earth’s, 
are known as superior (“higher”) planets. For early 
astronomers, the key observations of planetary  
orbits were the following: 

•	 An	 inferior	 planet	 never	 strays	 too	 far	 from	
the Sun, as seen from Earth. As illustrated in 
the inset to Figure 2.5, because its path on the 
celestial sphere is close to the ecliptic, an infe-
rior planet makes two conjunctions (or close 
approaches) with the Sun during each orbit. 
(It doesn’t actually come close to the Sun, of 
course. Conjunction is simply the occasion 
when the planet and the Sun are in the same 
direction in the sky.) At inferior conjunction, 
the planet is closest to Earth and moves past the 
Sun from east to west—that is, in the retrograde 

sphere—indeed, the word planet derives from the Greek 
word planetes, meaning “wanderer.” Planets never stray far 
from the ecliptic and generally traverse the celestial sphere 
from west to east, like the Sun. However, they seem to speed up 
and slow down during their journeys, and at times they even 
appear to loop back and forth relative to the stars, as shown in 
Figure 2.4. In other words, there are periods when a planet’s 
eastward motion (relative to the stars) stops, and the planet  
appears to move westward in the sky for a month or two before 
reversing direction again and continuing on its eastward jour-
ney. Motion in the eastward sense is usually referred to 
as direct, or prograde, motion; the backward (westward) 
loops are known as retrograde motion.

Ancient astronomers knew well that the periods of 
retrograde motion were closely correlated with other 
planetary properties, such as apparent brightness and 
position in the sky. Figure 2.5 (a modern view of the 
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Observed planet motions can be complicated because each 
planet travels with a different speed around the Sun.

Motions of the planets relative to the stars produce
continuous streaks on a planetarium ”sky.”
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◀ figure 2.4 Planetary Motion Most of the time,  
planets move from west to east relative to the background 
stars. occasionally—roughly once per year—they change  
direction and temporarily undergo retrograde motion (east 
to west) before looping back. The main illustration shows 
an actual retrograde loop in the motion of the planet Mars. 
The inset depicts the movements of several planets over the 
course of several years, as reproduced on the inside dome of a 
planetarium. (Boston Museum of Science)
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The insert schematically represents the orbit of an 
inferior planet relative to the Sun, as seen from Earth.

▶ figure 2.5 inferior and Superior Orbits Diagram 
of Earth’s orbit and two other possible planetary orbits. An 
“inferior” orbit lies between Earth’s orbit and the Sun. Mercury 
and Venus move in such orbits. A “superior” orbit (such as the 
orbit of Mars, Jupiter, or Saturn) lies outside that of Earth. The 
points noted on the orbits indicate times when a planet appears 
to come close to the Sun (conjunction) or is diametrically 
opposite the Sun on the celestial sphere (opposition).
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in brightness. By tinkering with the relative sizes of the 
epicycle and deferent, with the planet’s speed on the epicy-
cle, and with the epicycle’s speed along the deferent, early 
astronomers were able to bring this “epicyclic” motion into 
fairly good agreement with the observed paths of the planets 
in the sky. Moreover, the model had good predictive power, 
at least to the accuracy of observations at the time.

However, as the number and the quality of observations 
increased, it became clear that the simple epicyclic model was 
not perfect. Small corrections had to be introduced to bring 
it into line with new observations. The center of the deferents 
had to be shifted slightly from Earth’s center, and the motion 
of the epicycles had to be imagined uniform with respect to 
yet another point in space, not Earth. Furthermore, in order 
to explain the motions of the inferior planets, the model sim-
ply had to assume that the deferents of Mercury and Venus 
were, for some (unknown) reason, tied to that of the Sun. 
Similar assumptions also applied to the superior planets, to 
ensure that their retrograde motion occurred at opposition.

Around a.d. 140, a Greek astronomer named Ptolemy 
constructed perhaps the most complete geocentric model 
of all time. Illustrated in simplified form in Figure 2.7, it 
explained remarkably well the observed paths of the five 
planets then known, as well as the paths of the Sun and 
the Moon. However, to achieve its explanatory and predic-
tive power, the full Ptolemaic model required a series of no 
fewer than 80 distinct circles. To account for the paths of the 

sense. At superior conjunction, the planet is farthest from 
Earth and passes the Sun in the opposite (prograde) 
direction.

•	 Seen	from	Earth,	the	superior	planets	are	not	“tied”	to	
the Sun as the inferior planets are. The superior plan-
ets make one prograde conjunction with the Sun dur-
ing each trip around the celestial sphere. However, they 
exhibit retrograde motion (Figure 2.4) when they are at 
opposition, diametrically opposite the Sun on the celes-
tial sphere.

•	 The	 superior	 planets	 are	 brightest	 at	 opposition,	 dur-
ing retrograde motion. By contrast, the inferior plan-
ets are brightest a few weeks before and after inferior 
conjunction.

The challenge facing astronomers—then as now—was 
to find a solar system model that could explain all the exist-
ing observations and that could also make testable and reli-
able predictions of future planetary motions.   (Sec. 1.2)

Ancient astronomers correctly reasoned that the chang-
ing brightness of a planet in the night sky is related to the plan-
et’s distance from Earth. Like the Moon, the planets produce 
no light of their own. Instead, they shine by reflected sunlight 
and, generally speaking, appear brightest when closest to us. 
Looking at Figure 2.5, you may already be able to discern the 
basic reasons for some of the planetary properties just listed; 
we’ll return to the “modern” explanation in the next section. 
However, as we now discuss, the ancients took a very different 
path in their attempts to explain planetary motion.

A Theoretical Model
The earliest models of the solar system followed the teach-
ings of the Greek philosopher Aristotle (384–322 b.c.) and 
were geocentric, meaning that Earth lay at the center of the 
universe and all other bodies moved around it.   (Sec. 1.3) 
The celestial sphere, shown in Figures 1.11 and 1.16, illus-
trates the basic geocentric view. These models employed what 
Aristotle, and Plato before him, had taught was the perfect 
form: the circle. The simplest possible description—uniform 
motion around a circle with Earth at its center—provided 
a fairly good approximation to the orbits of the Sun and 
the Moon, but it could not account for the observed vari-
ations in planetary brightness or the retrograde motion of 
the planets. A more complex model was needed to describe 
these heavenly “wanderers.”

In the first step toward this new model, each planet was 
taken to move uniformly around a small circle, called an 
epicycle, whose center moved uniformly around Earth on a 
second and larger circle, known as a deferent (Figure 2.6). The 
motion was now composed of two separate circular orbits, 
creating the possibility that, at some times, the planet’s  
apparent motion could be retrograde. Also, the distance 
from the planet to Earth would vary, accounting for changes 

This planet, when viewed from Earth, loops back and forth
on the sky.

Earth

Planet

Center of
epicycle

Epicycle

Deferent

interactive figure 2.6 geocentric Model In the 
geocentric model of the solar system, the observed motions 
of the planets made it impossible to assume that they moved 
on simple circular paths around Earth. Instead, each planet 

was thought to follow a small circular orbit (the epicycle) about 
an imaginary point that itself traveled in a large, circular orbit (the 
deferent) about Earth.



SECTIoN 2.3 The Heliocentric Model of the Solar System  39

A
N

IM
A

TI
O

N
/V

ID
E

O
 H

el
io

ce
n

tr
ic

 S
o

la
r 

Sy
st

em
A

N
IM

A
TI

O
N

/V
ID

E
O

 G
eo

ce
n

tr
ic

 S
o

la
r 

Sy
st

em

rotates on its axis once each day. This combined revolution 
and rotation, he argued, would create an apparent motion of 
the sky—a simple idea that is familiar to anyone who has rid-
den on a merry-go-round and watched the landscape appear 
to move past in the opposite direction. However, Aristarchus’s 
description of the heavens, though essentially correct, did not 
gain widespread acceptance during his lifetime. Aristotle’s 
influence was too strong, his followers too numerous, and 
his writings too comprehensive. The geocentric model went 
largely unchallenged until the 16th century a.d.

The Aristotelian school did present some simple and 
(at the time) compelling arguments in favor of their views. 
First, of course, Earth doesn’t feel as if it’s moving—and if it 
were moving, wouldn’t there be a strong wind as the planet 
revolves at high speed around the Sun? Also, considering 
that the vantage point from which we view the stars changes 
over the course of a year, why don’t we see stellar parallax? 

 (Sec. 1.4)
Nowadays we might dismiss the first points as merely 

naive, but the last is a valid argument and the reasoning 
essentially sound. Indeed, we now know that there is stel-
lar parallax as Earth orbits the Sun. However, because the 
stars are so distant, it amounts to less than 1 arc second (1¿), 
even for the closest stars. Early astronomers simply would 
not have noticed it. (In fact, stellar parallax was conclusively 
measured only in the middle of the 19th century.)

We will encounter many other instances in astronomy 
wherein correct reasoning led to the wrong conclusions  
because it relied on inadequate data. Even when the scientific 
method is properly applied and theoretical predictions are 
tested against reality, a theory can be only as good as the  
observations on which it is based.  (Sec. 1.2)

2.3  The Heliocentric Model  
of the Solar System

The Ptolemaic picture of the universe survived, more or 
less intact, for almost 14 centuries, until a 16th-century 
Polish cleric, Nicolaus Copernicus (Figure 2.8), rediscov-
ered Aristarchus’s heliocentric (Sun-centered) model and 
showed how, in its harmony and organization, it provided 
a more natural explanation of the observed facts than did 
the tangled geocentric cosmology. Copernicus asserted that 
Earth spins on its axis and, like the other planets, orbits the 
Sun. Only the Moon, he said, orbits Earth. As we will see, 
not only does this model explain the observed daily and sea-
sonal changes in the heavens, but it also naturally accounts 
for retrograde motion and variations in brightness of the 
planets.  (Sec. 1.4)

The critical realization that Earth is not at the center of 
the universe is now known as the Copernican revolution. 
The seven crucial statements that form its foundation are 
summarized in Discovery 2-1.

Sun, Moon, and all eight planets (and their moons) that we 
know today would require a vastly more complicated set. 
Nevertheless, Ptolemy’s comprehensive text on the topic, 
Syntaxis (better known today by its Arabic name, Almagest, 
“the greatest”), provided the intellectual framework for all 
discussion of the universe for well over a thousand years.

Evaluating the Geocentric Model
Today, our scientific training leads us to seek simplicity, 
because, in the physical sciences, simplicity has so often 
proved to be an indicator of truth. We would regard the in-
tricacy of a model as complicated as the Ptolemaic system as 
a clear sign of a fundamentally flawed theory.  (Sec. 1.2) 
Why was the Ptolemaic model so complex? With the ben-
efit of hindsight, we now recognize that its major error lay 
in its assumption of a geocentric universe. This misconcep-
tion was compounded by the insistence on uniform circular 
motion, whose basis was largely philosophical, rather than 
scientific, in nature.

Actually, history records that some ancient Greek  
astronomers reasoned differently about the motions of heav-
enly bodies. Foremost among them was Aristarchus of Samos 
(310–230 b.c.), who proposed that all the planets, including 
Earth, revolve around the Sun and, furthermore, that Earth 

Moon
Mercury

Earth

Venus

Sun
Jupiter

Saturn

Mars

This model gets messy quickly when accounting
for the many planets’ (and the
Sun’s) observed motions
on the sky.

▲ figure 2.7 Ptolemaic Model The basic features, drawn 
roughly to scale, of Ptolemy’s geocentric model of the inner solar 
system, a model that enjoyed widespread popularity prior to the 
Renaissance. only the five planets visible to the naked eye and hence 
known to the ancients—Mercury, Venus, Mars, Jupiter, and Saturn—
are shown. To avoid confusion, partial paths (dashed) of only two 
planets—Venus and Jupiter—are drawn here.
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planets. (To complete the story with a full explanation of 
their apparent brightnesses, however, you’ll have to wait 
until Section 9.1!) Notice that, in the Copernican picture, 
the planet’s looping motions are only apparent. In the Ptole-
maic view, they are real.

Copernicus’s major motivation for introducing the  
heliocentric model was simplicity. Even so, he was still influ-
enced by Greek thinking and clung to the idea of circles to 
model the planets’ motions. To bring his theory into agree-
ment with observations of the night sky, he was forced to 
retain the idea of epicyclic motion, although with the defer-
ent centered on the Sun rather than on Earth and with smaller 
epicycles than in the Ptolemaic picture. Thus, he retained 
unnecessary complexity and actually gained little in predic-
tive power over the geocentric model. The heliocentric 
model did rectify some small discrepancies and inconsisten-
cies in the Ptolemaic system, but for Copernicus, the primary 
attraction of heliocentricity was its simplicity—its being 
“more pleasing to the mind.” His theory was more something 
he felt than he could prove. To the present day, scientists still 
are guided by simplicity, symmetry, and beauty in modeling 
all aspects of the universe.

Despite the support of some observational data, neither 
his fellow scholars nor the general public easily accepted 
Copernicus’s model. For the learned, heliocentricity went 
against the grain of much previous thinking and violated 
many of the religious teachings of the time, largely because 
it relegated Earth to a noncentral and undistinguished place 
within the solar system and the universe. And Copernicus’s 
work had little impact on the general populace of his time, at 
least in part because it was published in Latin (the standard 
language of academic discourse at the time), which most peo-
ple could not read. Only long after Copernicus’s death, when 
others—notably Galileo Galilei—popularized his ideas, did 
the Roman Catholic Church take them seriously enough to 

▲ figure 2.8 Nicolaus Copernicus (1473–1543). (E. Lessing/
Art Resource, NY)

foundations of the Copernican 
revolution
The following seven points are essentially Copernicus’s own words, 
with the italicized material providing additional explanation:

1. The celestial spheres do not have just one common center. 
Specifically, Earth is not at the center of everything.

2. The center of Earth is not the center of the universe, but is 
instead only the center of gravity and of the lunar orbit.

3. All the spheres revolve around the Sun. By spheres, Copernicus 
meant the planets.

4. The ratio of Earth’s distance from the Sun to the height of 
the firmament is so much smaller than the ratio of Earth’s 
radius to the distance to the Sun that the distance to the Sun 
is imperceptible compared with the height of the firmament. 

DISCoVERy 2-1
By firmament, Copernicus meant the distant stars. The point 
he was making is that the stars are very much farther away 
than the Sun.

5. The motions appearing in the firmament are not its motions, 
but those of Earth. Earth performs a daily rotation around 
its fixed poles, while the firmament remains immobile as the 
highest heaven. Because the stars are so far away, any apparent 
motion we see in them is the result of Earth’s rotation.

6. The motions of the Sun are not its motions, but the motion of 
Earth. Similarly, the Sun’s apparent daily and yearly motion are 
actually due to the various motions of Earth.

7. What appears to us as retrograde and forward motion of the 
planets is not their own, but that of Earth. The heliocentric pic-
ture provides a natural explanation for retrograde planetary  
motion, again as a consequence of Earth’s motion.

Figure 2.9 shows how the Copernican view explains 
the varying brightness of a planet (in this case, Mars), its 
observed looping motions, and the fact that the retrograde 
motion of a superior planet occurs at opposition. If we sup-
pose that Earth moves faster than Mars, then every so often 
Earth “overtakes” that planet. Mars will then appear to 
move backward in the sky, in much the same way as a car 
we overtake on the highway seems to slip backward relative 
to us. Replace Mars by Earth and Earth by Venus, and you 
should also be able to extend the explanation to the inferior 
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bother banning them. Copernicus’s writings on the heliocen-
tric universe were placed on the Church’s Index of Prohibited 
Books in 1616, 73 years after they were first published. They 
remained there until the end of the 18th century.

CONCePt Check 

4 How do the geocentric and heliocentric models of the 
solar system differ in their explanations of planetary  
retrograde motion?

2.4  The Birth of Modern  
Astronomy

In the century following the death of Copernicus and the 
publication of his theory of the solar system, two scien-
tists—Galileo Galilei and Johannes Kepler—made indelible 
imprints on the study of astronomy. Contemporaries, they 
were aware of each other’s work and corresponded from 
time to time about their theories. Each achieved fame for 
his discoveries and made great strides in popularizing the 
Copernican viewpoint, yet in their approaches to astronomy 
they were as different as night and day.

Galileo’s Historic Observations
Galileo Galilei (Figure 2.10) was an Italian mathematician 
and philosopher. By his willingness to perform experiments 
to test his ideas—a rather radical approach in those days—
and by embracing the brand-new technology of the tele-
scope, he revolutionized the way in which science was done, 
so much so that he is now widely regarded as the father of 
experimental science.

*In fact, Galileo had already abandoned Aristotle in favor of Copernicus, 
although he had not published his opinions at the time he began his tel-
escopic observations.

▲ figure 2.10 galileo galilei (1564–1642). (Art Resource, NY)

The telescope was invented in Holland in the early 17th 
century. Hearing of the invention (but without having seen 
one), Galileo built a telescope for himself in 1609 and aimed 
it at the sky. What he saw conflicted greatly with the phi-
losophy of Aristotle and provided much new data to support 
the ideas of Copernicus.*

Using his telescope, Galileo discovered that the Moon 
had mountains, valleys, and craters—terrain in many ways 

Apparent
motion of
Mars

Actual
motion of
Mars

Plane of ecliptic

interactive  figure 2.9  
retrograde Motion The Copernican 
model of the solar system explains 
both the varying brightnesses of 
the planets and the phenomenon 

of retrograde motion. Here, for example, 
when Earth and Mars are relatively close to 
one another in their respective orbits (as 
at position 6), Mars seems brighter. When 
they are farther apart (as at position 1), Mars 
seems dimmer. Also, because the (light blue) 
line of sight from Earth to Mars changes as 
the two planets orbit the Sun, Mars appears 
to loop back and forth in retrograde motion. 
follow the lines in numerical order, and note 
how the line of sight moves backward relative 
to the stars between locations 5 and 7. That’s 

because Earth, on the inside track, moves 
faster in its orbit than does Mars. The 

white curves are actual planetary orbits; 
the red curve is Mars’s motion as  
seen from Earth.
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and his controversial conclusions supporting the Copernican 
theory. In reporting and interpreting the wondrous observa-
tions made with his new telescope, Galileo was directly 
challenging both the scientific orthodoxy and the religious 
dogma of his day. He was (literally) playing with fire—he 
must certainly have been aware that only a few years ear-
lier, in 1600, the astronomer Giordano Bruno had been 
burned at the stake in Rome, in part for his heretical teach-
ing that Earth orbited the Sun. However, by all accounts, 
Galileo delighted in publicly ridiculing and irritating his 
Aristotelian colleagues. In 1616 his ideas were judged hereti-
cal, Copernicus’s works were banned by the Roman Catholic 
Church, and Galileo was instructed to abandon his astro-
nomical pursuits.

But Galileo would not desist. In 1632 he raised the stakes 
by publishing Dialogue Concerning the Two Chief World Sys-
tems, which compared the Ptolemaic and Copernican models. 
The book presented a discussion among three people, one of 
them a dull-witted Aristotelian whose views (which were in 
fact the stated opinions of the then Pope, Urban VIII) time 
and again were roundly defeated by the arguments of one of 
his two companions, an articulate proponent of the heliocen-
tric system. To make the book accessible to a wide popular 
audience, Galileo wrote it in Italian rather than Latin. These 
actions brought Galileo into direct conflict with the authority 
of the Church. Eventually, the Inquisition forced him, under 
threat of torture, to retract his claim that Earth orbits the Sun, 
and he was placed under house arrest in 1633. He remained 
imprisoned for the rest of his life. Not until 1992 did the 
Church publicly forgive Galileo’s “crimes.” But the damage to 
the orthodox view of the universe was done, and the Coperni-
can genie was out of the bottle once and for all.

Ascendancy of the Copernican System
Although Renaissance scholars were correct, they could not 
prove that our planetary system is centered on the Sun or 
even that Earth moves through space. The observational 
consequences of Earth’s orbital motion were just too small 
for the technology of the day to detect. Direct evidence of 
Earth’s motion was obtained only in 1728, when English 
astronomer James Bradley discovered the aberration of 
starlight—a slight (roughly 20¿¿) shift in the observed direc-
tion to a star, caused by Earth’s motion perpendicular to 
the line of sight, much as rain drops falling vertically leave 
slanted tracks on the passenger window of a moving car or 
train. Bradley’s observation was the first proof that Earth 
revolves around the Sun; subsequent observations of many 
stars in many different directions have repeatedly con-
firmed the effect. Additional proof of Earth’s orbital motion 
came in 1838, with the first unambiguous determination of 
stellar parallax (see Figure 1.30) by German astronomer 
Friedrich Bessel.  (Sec. 1.6)

reminiscent of that on Earth. Looking at the Sun (some-
thing that should never be done directly and that may have 
eventually blinded Galileo), he found imperfections—dark 
blemishes now known as sunspots. These observations ran 
directly counter to the orthodox wisdom of the day. By not-
ing the changing appearance of sunspots from day to day, 
Galileo inferred that the Sun rotates, approximately once 
per month, around an axis roughly perpendicular to the 
ecliptic plane.

Galileo also saw four small points of light, invisible to 
the naked eye, orbiting the planet Jupiter and realized that 
they were moons. Figure 2.11 shows some sketches of these 
moons, taken from Galileo’s notes. To Galileo, the fact that 
another planet had moons provided the strongest support 
for the Copernican model. Clearly, Earth was not the center 
of all things. He also found that Venus varied in apparent 
size and showed a complete cycle of phases, like those of our 
Moon (Figure 2.12), findings that could be explained only 
by the planet’s motion around the Sun. These observations 
were more strong evidence that Earth is not the center of all 
things and that at least one planet orbited the Sun. For more 
of Galileo’s sketches, with comparisons to modern photo-
graphs, see the Part 1 Opener on p. 1.

In 1610, Galileo published a book called Sidereus Nuncius 
(The Starry Messenger), detailing his observational findings 

▲ figure 2.11 galilean Moons The four Galilean moons of 
Jupiter, as sketched by Galileo in his notebook on 7 nights between 
January 7 and 15, 1610. More of Galileo’s remarkable sketches of 
Saturn, star clusters, and the orion constellation can be seen on the 
first page of Part 1. (From Sidereus Nuncius)

The asterisks
show the
positions
of the moons,
now called Io,
Europa,
Ganymede, and
Callisto, around
Jupiter
(open circle).
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tests can neutralize the subjective attitudes of individuals. 
Usually, one generation of scientists can bring sufficient 
objectivity to bear on a problem, although some especially 
revolutionary concepts are so swamped by tradition, reli-
gion, and politics that more time is necessary. In the case of  
heliocentricity, objective confirmation was not obtained 
until about three centuries after Copernicus published 
his work and more than 2000 years after Aristarchus had 
proposed the concept. Nonetheless, objectivity did in fact 
eventually prevail, and our knowledge of the universe has  
expanded immeasurably as a result.

PrOCeSS Of SCieNCe Check

 4  In terms of the Scientific Method presented in  
Chapter 1, what were the principal advantages of the 
heliocentric theory over the geocentric model?

Following those early measurements, support for the 
heliocentric solar system has grown steadily, as astronomers 
have subjected the theory to more and more sophisticated 
observational tests, culminating in the interplanetary expe-
ditions of our unmanned space probes of the 1960s, 1970s, 
and 1980s. Today, the evidence is overwhelming. The devel-
opment and eventual acceptance of the heliocentric model 
were milestones in human thinking. This removal of Earth 
from any position of great cosmic significance is generally 
known, even today, as the Copernican principle. It has  
become a cornerstone of modern astrophysics.

The Copernican revolution is a prime example of how 
the scientific method, though affected at any given time by 
the subjective whims, human biases, and even sheer luck 
of researchers, does ultimately lead to a definite degree of  
objectivity.  (Sec. 1.2) Over time, many groups of sci-
entists checking, confirming, and refining experimental 
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interactive  figure 2.12  
Venus Phases Both the 
Ptolemaic and the Copernican 
models of the solar system predict 
that Venus should show phases as 

it moves in its orbit. (a) In the Copernican 
picture, when Venus is directly between 
Earth and the Sun, its unlit side faces us 
and the planet is invisible to us. As Venus 
moves in its orbit, progressively more 
of its illuminated face is visible from 
Earth. Note the connection between 
the orbital phase and the apparent size 
of the planet: Venus seems much larger 
in its crescent phase than when it is full 
because it is much closer to us during 
its crescent phase. This is the behavior 
actually observed. The insets at bottom 
left and right are actual photographs of 
Venus taken at two of its crescent phases. 
(Courtesy N. Mex. St. Univ.) (b) The 
Ptolemaic model (see also figure 2.7) is 
unable to account for these observations. 
In particular, the full phase of the planet 
cannot be explained. Seen from Earth, 
Venus reaches only a “fat crescent”, yet 
never a full phase, then begins to wane 
as it nears the Sun. (Both these views 
are from a sideways perspective; from 
overhead, both orbits are very nearly 
circular, as shown in figure 2.18.)
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events, including a comet and a supernova (see Chapter 21), 
the appearance of which helped convince him that the Aris-
totelian view of the universe could not be correct.

In 1597, having fallen out of favor with the Danish 
court, Tycho moved to Prague as Imperial Mathematician of 
the Holy Roman Empire. Prague happens to be fairly close 
to Graz, in Austria, where Kepler lived and worked. Kepler 
joined Tycho in Prague in 1600 and was put to work trying 
to find a theory that could explain Brahe’s planetary data. 
When Tycho died a year later, Kepler inherited not only his 
position, but also his most priceless possession: the accumu-
lated observations of the planets, spanning several decades. 
These observations, though made with the naked eye, were 
nevertheless of very high quality. In most cases, his meas-
ured positions of stars and planets were accurate to within 
about 1¿. Kepler set to work seeking a unifying principle 
to explain in detail the motions of the planets, without the 
need for epicycles. The effort was to occupy much of the  
remaining 29 years of his life.

2.5  The Laws of Planetary Motion
At about the same time as Galileo was becoming famous—
or notorious—for his pioneering telescopic observations 
and outspoken promotion of the Copernican system,  
Johannes Kepler (Figure 2.13), a German mathematician 
and astronomer, was developing the laws of planetary  
motion that now bear his name. Galileo was in many ways 
the first “modern” observer. He used emerging technol-
ogy, in the form of the telescope, to achieve new insights 
into the universe. In contrast, Kepler was a pure theorist. 
His groundbreaking work that so clarified our knowledge 
of planetary motion was based almost entirely on the  
observations of others, principally an extensive collection 
of data compiled by Tycho Brahe (1546–1601), Kepler’s 
employer and arguably one of the greatest observational 
astronomers that has ever lived.

Brahe’s Complex Data
Tycho, as he is often called, was both an eccentric aristocrat 
and a skillful observer. Born in Denmark, he was educated 
at some of the best universities in Europe, where he studied 
astrology, alchemy, and medicine. Most of his observations, 
which predated the invention of the telescope by several dec-
ades, were made at his own observatory, named Uraniborg, 
in Denmark (Figure 2.14). There, using instruments of his 
own design, Tycho maintained meticulous and accurate  
records of the stars, planets, and other noteworthy celestial 

▲ figure 2.13 Johannes Kepler (1571–1630). (E. Lessing/Art 
Resource, NY)

▲ figure 2.14 tycho Brahe The astronomer in his observatory 
Uraniborg, on the island of Hveen in Denmark. Brahe’s observations 
of the positions of stars and planets on the sky were the most 
accurate and complete set of naked-eye measurements ever made. 
(Newberry Library/Superstock)



SECTIoN 2.5 The Laws of Planetary Motion 45

foci are symmetrically placed about the center, along the 
major axis.)

The length of the semimajor axis and the eccentricity 
are all we need to describe the size and shape of a planet’s 
orbital path (see More Precisely 2-1). In fact, no planet’s 
elliptical orbit is nearly as elongated as the one shown in  
Figure 2.15. With one exception (the orbit of Mercury), plan-
etary orbits in our solar system have such small eccentrici-
ties that our eyes would have trouble distinguishing them 
from true circles. Only because the orbits are so nearly 
circular were the Ptolemaic and Copernican models able to 
come as close as they did to describing reality.

Kepler’s substitution of elliptical for circular orbits was 
no small advance. It amounted to abandoning an aesthetic 
bias—the Aristotelian belief in the perfection of the circle—
that had governed astronomy since Greek antiquity. Even 
Galileo Galilei, not known for his conservatism in schol-
arly matters, clung to the idea of circular motion and never 
accepted the notion that the planets move in elliptical 
paths.

The second law, illustrated in Figure 2.16, addresses the 
speed at which a planet traverses different parts of its orbit:

An imaginary line connecting the Sun to any 
planet sweeps out equal areas of the ellipse in equal 
intervals of time.

While orbiting the Sun, a planet traces the arcs labeled A, B, 
and C in the figure in equal times. Notice, however, that the 

Kepler had already accepted the heliocentric picture of 
the solar system. His goal was to find a simple and elegant 
description of planetary motion within the Copernican 
framework that fit Brahe’s complex mass of detailed obser-
vations. In the end, he found it necessary to abandon 
 Copernicus’s simple idea of circular planetary orbits. How-
ever, even greater simplicity emerged as a result. After long 
years of studying Brahe’s planetary data, and after many 
false starts and blind alleys, Kepler developed the laws that 
now bear his name.

Kepler determined the shape of each planet’s orbit by 
triangulation—not from different points on Earth, but from 
different points on Earth’s orbit, using observations made 
at many different times of the year.  (Sec. 1.6) By using a 
portion of Earth’s orbit as a baseline for his triangle, Kepler 
was able to measure the relative sizes of the other planetary 
orbits. Noting where the planets were on successive nights, 
he found the speeds at which the planets move. We do not 
know how many geometric shapes Kepler tried for the  
orbits before he hit upon the correct one. His difficult 
task was made even more complicated because he had to 
determine Earth’s own orbit, too. Nevertheless, he eventu-
ally succeeded in summarizing the motions of all the known 
planets, including Earth, in just three laws: the laws of 
planetary motion.

Kepler’s Simple Laws
Kepler’s first law of planetary motion has to do with the 
shapes of the planetary orbits:

The orbital paths of the planets are elliptical (not 
circular), with the Sun at one focus.

An ellipse is simply a flattened circle. Figure 2.15 illustrates 
a means of constructing an ellipse with a piece of string and 
two thumbtacks. Each point at which the string is pinned is 
called a focus (plural: foci) of the ellipse. The long axis of the 
ellipse, containing the two foci, is known as the major axis. 
Half the length of this long axis is referred to as the semimajor 
axis, a measure of the ellipse’s size. A circle is a special case 
in which the two foci happen to coincide; its semimajor axis 
is simply its radius.

The eccentricity of an ellipse is simply a measure of 
how f lattened it is. Technically, eccentricity is defined as 
the ratio of the distance between the foci to the length of 
the major axis, but the most important thing to remem-
ber here is that an eccentricity of zero corresponds to no 
f lattening—a perfect circle—whereas an eccentricity of 
one means that the circle has been squashed all the way 
down to a straight line. Note that, while the Sun  resides 
at one focus of the elliptical orbit, the other focus is 
empty and has no particular physical significance. (How-
ever, we can still figure out where it is, because the two 

The wider the
separation of the
foci, the more
elongated, or
eccentric, the
ellipse.

When the two foci are at 
the same place, 
the drawn 
curve is a 
circle.

interactive  figure 2.15 ellipse An ellipse can be  
drawn with the aid of a string, a pencil, and two  
thumbtacks.
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Some Properties of Planetary Orbits
Two numbers—semimajor axis and eccentricity—are all that 
are needed to describe the size and shape of a planet’s orbital 
path. From them, we can derive many other useful quantities. 
Two of the most important are the planet’s perihelion (its 
point of closest approach to the Sun) and its aphelion (point 
of greatest distance from the Sun). From the definitions 
presented in the text, it follows that if the planet’s orbit has 
semimajor axis a and eccentricity e, the planet’s perihelion 
is at a distance a(1 - e) from the Sun, while its aphelion is 
at a(1 + e). These points and distances are illustrated in the 
following figure:

MoRE PRECISELy 2-1

exAMPLe 1 We can locate the other focus of the ellipse in 
the diagram and hence determine the eccentricity from the 
definition in the text quite simply. The second focus is placed 
symmetrically along the major axis, at the point marked with 
an “X.” With a ruler, measure (1) the length of the major axis 
and (2) the distance between the two foci. Dividing the sec-
ond distance by the first, you should find an eccentricity of 3.4 
cm/6.8 cm = 0.5. Alternatively, we could use the formula given 
for the perihelion. Measure the perihelion distance to be a(1 - e) 
= 1.7 cm. Dividing this by a = 3.4 cm, we obtain 1 - e = 0.5, so 
once again, e = 0.5.

exAMPLe 2 A (hypothetical) planet with a semimajor axis 
of 400 million km and an eccentricity of 0.5 (i.e., with an 
orbit as shown in the diagram) would range between 400 * 
(1 - 0.5) = 200 million km and 400 * (1 + 0.5) = 600 million 
km from the Sun over the course of one complete orbit. With 
e = 0.9, the range in distances would be 40 to 760 million km, 
and so on.

No planet has an orbital eccentricity as large as 0.5—the 
planet with the most eccentric orbit is Mercury, with e = 0.206 
(see Table 2.1). However, many meteoroids and all comets (see 
Chapter 14) have eccentricities considerably greater than that. 
In fact, most comets visible from Earth have eccentricities 
very close to  e = 1. Their highly elongated orbits approach 
within a few astronomical units of the Sun at perihelion, yet 
these tiny frozen worlds spend most of their time far beyond 
the orbit of Pluto.

This �gure shows
the geometry of
any ellipse.

Perihelion,
the closest
approach

Aphelion,
the greatest
distance

The Sun is at one
of the ellipse’s foci.

Planet’s orbit

a (1 + e)

Major axis

a (1 – e)

distance traveled by the planet along arc C is greater than 
the distance traveled along arc A or arc B. Because the 
time is the same and the distance is different, the speed 
must vary. When a planet is close to the Sun, as in sec-
tor C, it moves much faster than when farther away, as in 
sector A.

By taking into account the relative speeds and positions 
of the planets in their elliptical orbits about the Sun, Kepler’s 
first two laws explained the variations in planetary brightness 
and some observed peculiar nonuniform motions that could 
not be accommodated within the assumption of circular  
motion, even with the inclusion of epicycles. Gone at last were 
the circles within circles that rolled across the sky. Kepler’s 
modification of the Copernican theory to allow the possibil-
ity of elliptical orbits both greatly simplified the model of the 
solar system and at the same time provided much greater pre-
dictive accuracy than had previously been possible. Note, too, 
that these laws are not restricted to planets. They apply to any 
orbiting object. Spy satellites, for example, move very rapidly 
as they swoop close to Earth’s surface, not because they are 

The three shaded areas A, B, and C are equal.

The planet
moves faster
here.

The planet 
moves slower
here.

A C

B

interactive  figure 2.16 Kepler’s Second Law A line 
joining a planet to the Sun sweeps out equal areas in equal 
intervals of time. The three shaded areas A, B, and C are equal. 
Any object traveling along the elliptical path would take the 

same amount of time to cover the distance indicated by the three 
red arrows. Planets move faster when closer to the Sun.

Narrated
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the solar system. The second column presents each planet’s 
orbital semimajor axis, measured in astronomical units; 
the third column gives the orbital period, in Earth years. 
The fourth column lists the planets’ orbital eccentricities. 
For purposes of verifying Kepler’s third law, the fifth col-
umn lists the ratio P2/a3. As we have just seen, the third law  
implies that this number should always be unity in the units 
used in the table.

The main points to be grasped from Table 2.1 are these: 
(1) With the exception of Mercury, the planets’ orbits are 
nearly circular (i.e., their eccentricities are close to zero) and 
(2) the farther a planet is from the Sun, the greater is its  
orbital period, in agreement with Kepler’s third law to 
within the accuracy of the numbers in the table. (The small, 
but significant, deviations of P2/a3 from unity in the cases of 
Uranus and Neptune are caused by the gravitational attrac-
tion between those two planets; see Chapter 13.) Most impor-
tant, note that Kepler’s laws are obeyed by all the known 
planets, not just by the six on which he based his conclusions.

The laws developed by Kepler were far more than mere 
fits to existing data. They also made definite, testable pre-
dictions about the future locations of the planets. Those 
predictions have been borne out to high accuracy every time 
they have been tested by observation—the hallmark of any 
credible scientific theory.  (Sec. 1.2)

CONCePt Check

4 Why is it significant that Kepler’s laws also apply to 
Uranus and Neptune?

2.6  The Dimensions of the  
Solar System

Kepler’s laws allow us to construct a scale model of the solar 
system, with the correct shapes and relative sizes of all the 
planetary orbits, but they do not tell us the actual size of 
any orbit. We can express the distance to each planet only 
in terms of the distance from Earth to the Sun. Why is 
this? Because Kepler’s triangulation measurements all used 
a portion of Earth’s orbit as a baseline, distances could be  
expressed only relative to the size of that orbit, which was 
itself not determined by the method. Thus, our model of the 
solar system would be like a road map of the United States 
showing the relative positions of cities and towns, but lack-
ing the all-important scale marker indicating distances in 
kilometers or miles. For example, we would know that Kan-
sas City is about three times more distant from New York 
than it is from Chicago, but we would not know the actual 
mileage between any two points on the map.

If we could somehow determine the value of the astro-
nomical unit—in kilometers, say—we would be able to add 
the vital scale marker to our map of the solar system and 
compute the precise distances between the Sun and each of 

propelled with powerful onboard rockets, but because their 
highly eccentric orbits are governed by Kepler’s laws.

Kepler published his first two laws in 1609, stating that 
he had proved them only for the orbit of Mars. Ten years 
later, he extended them to all the then-known planets (Mer-
cury, Venus, Earth, Mars, Jupiter, and Saturn) and added a 
third law relating the size of a planet’s orbit to its sidereal 
orbital period—the time needed for the planet to complete 
one circuit around the Sun:

The square of a planet’s orbital period is propor-
tional to the cube of its semimajor axis.

This law becomes particularly simple when we choose the 
(Earth sidereal) year as our unit of time and the astronomi-
cal unit as our unit of length. One astronomical unit (AU) 
is the semimajor axis of Earth’s orbit around the Sun—
essentially the average distance between Earth and the Sun. 
Like the light-year, the astronomical unit is custom-made 
for the vast distances encountered in astronomy. Using these 
units for time and distance, we can rewrite Kepler’s third 
law for any planet as

P2 (in Earth years) = a3 (in astronomical units),

where P is the planet’s sidereal orbital period and a is the 
length of its semimajor axis. The law implies that a planet’s 
“year” P increases more rapidly than does the size of its 
orbit, a. For example, Earth, with an orbital semimajor axis 
of 1 AU, has an orbital period of 1 Earth year. The planet 
Venus, orbiting at a distance of roughly 0.7 AU, takes only 
0.6 Earth year—about 225 days—to complete one circuit. By 
contrast, Saturn, almost 10 AU from the Sun, takes consid-
erably more than 10 Earth years—in fact, nearly 30 years—
to orbit the Sun just once.

Table 2.1 presents basic data describing the orbits of the 
eight planets now known. Renaissance astronomers knew 
these properties for the innermost six planets and used them 
to construct the currently accepted heliocentric model of 

tABLe 2.1 Some Solar System Dimensions

Planet Orbital 
Semimajor 

Axis, a  
(AU)

Orbital  
Period, 

P  
(years)

Orbital  
eccentricity, 

e

P2/a3

Mercury 0.387 0.241 0.206 1.002
Venus 0.723 0.615 0.007 1.001
Earth 1.000 1.000 0.017 1.000
Mars 1.524 1.881 0.093 1.000
Jupiter 5.203 11.86 0.048 0.999
Saturn 9.537 29.42 0.054 0.998
Uranus 19.19 83.75 0.047 0.993
Neptune 30.07 163.7 0.009 0.986
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we can correct for it using detailed knowledge of orbital  
motions. Assuming for the sake of simplicity that the orbits 
are perfect circles, we see from the figure that the distance 
from Earth to Venus at closest approach is approximately 
0.3 AU. Knowing that 0.3 AU is 45,000,000 km makes deter-
mining 1 AU straightforward—the answer is 45,000,000/0.3, 
or 150,000,000 km.

The modern method for deriving the absolute scale 
(that is, the scale expressed in kilometers, rather than just 
relative to Earth’s orbit) of the solar system uses radar rather 
than triangulation. The word radar is an acronym for radio 
detection and ranging. In this technique, radio waves are 
transmitted toward an astronomical body, such as a planet. 
(We cannot use radar ranging to measure the distance to 
the Sun directly, because radio signals are absorbed at the 
solar surface and are not reflected to Earth.) The returning 
echo indicates the body’s direction and range, or distance, in 
absolute terms—that is, in kilometers rather than in astro-
nomical units. Multiplying the 300-second round-trip travel 
time of the radar signal (the time elapsed between transmis-
sion of the signal and reception of the echo) by the speed of 
light (300,000 km/s, which is also the speed of radio waves), 
we obtain twice the distance to the target planet.

Venus, whose orbit periodically brings it closest to Earth, 
is the most common target for radar ranging. The round-trip 
travel time (for example, at closest approach, as indicated by 
the wavy lines in Figure 2.18) can be measured with high 

the planets. We might propose using triangulation to meas-
ure the distance from Earth to the Sun directly. However, we 
would find it impossible to measure the Sun’s parallax using 
Earth’s diameter as a baseline. The Sun is too bright, too big, 
and too fuzzy for us to distinguish any apparent displace-
ment relative to a field of distant stars. To measure the Sun’s 
distance from Earth, we must resort to some other method.

Before the middle of the 20th century, the most accu-
rate measurements of the astronomical unit were made by 
using triangulation on the planets Mercury and Venus dur-
ing their rare transits of the Sun—that is, during the brief 
periods when those planets passed directly between the Sun 
and Earth (as shown for the case of Mercury in Figure 2.17). 
Because the time at which a transit occurs can be measured 
with great precision, astronomers can use this information 
to make accurate measurements of a planet’s position in 
the sky. They can then employ simple geometry to compute 
the distance to the planet by combining observations made 
from different locations on Earth, as discussed earlier in 
Chapter 1.  (Sec. 1.6) For example, the parallax of Venus 
at closest approach to Earth, as seen from two diametrically 
opposite points on Earth (separated by about 13,000 km), is 
about 1¿ (1/60°)—at the limit of naked-eye capabilities, but 
easily measurable telescopically. Using the second formula 
presented in More Precisely 1-2, we find that this parallax 
represents a distance of 13,000 km : 57.3°/(1/60°), or  
approximately 45,000,000 km.

Knowing the distance to Venus, we can compute the 
magnitude of the astronomical unit. Figure 2.18 is an ide-
alized diagram of the Sun–Earth–Venus orbital geometry. 
The planetary orbits are drawn as circles here, but in real-
ity they are slight ellipses. This is a subtle difference, and 

▲ figure 2.17 Solar transit The transit of Mercury across the 
face of the Sun. Such transits happen only about once per decade 
because Mercury’s orbit does not quite coincide with the plane of the 
ecliptic. Transits of Venus are even rarer, occurring only about twice 
per century. The most recent took place in 2006. (P. Jones)

R I V U X G

Sunspots

Mercury

300,000 km

▲ figure 2.18 Astronomical unit The wavy blue lines represent 
the paths along which radar signals are transmitted toward Venus and 
received back at Earth when Venus is at its minimum distance from 
Earth. Because the radius of Earth’s orbit is 1 AU and that of Venus is 
about 0.7 AU, the one-way distance covered by the signal is 0.3 AU. 
Thus, we can calibrate the astronomical unit in kilometers.

0.3 AURe�ectedEmitted

0.7 AU

Venus’s
orbit

Earth’s
orbit

1 AU
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problem of the day—Why do the planets move according  
to Kepler’s laws?—with Edmund Halley (of Halley’s comet 
fame) that he astounded his companion by revealing that  
he had solved the problem in its entirety nearly two decades 
before!

Prompted by Halley, Newton published his theories 
in perhaps the most influential physics book ever written: 
Philosophiae Naturalis Principia Mathematica (The Math-
ematical Principles of Natural Philosophy—what we would 
today call “science”), usually known simply as Newton’s 
Principia. The ideas expressed in that work form the basis 
for what is now known as Newtonian mechanics. Three 
basic laws of motion, the law of gravity, and a little calculus 
(which Newton also developed) are sufficient to explain and 
quantify virtually all the complex dynamic behavior we see 
on Earth and throughout the universe.

Figure 2.20 illustrates Newton’s first law of motion:

Every body continues in a state of rest or in a state of 
uniform motion in a straight line, unless it is com-
pelled to change that state by a force acting on it.

The first law simply states that a moving object will move 
forever in a straight line, unless some external force—a 
push or a pull—changes its speed or direction of motion. 
For example, the object might glance off a brick wall or be 
hit with a baseball bat; in either case, a force changes the 
original motion of the object. Another example of a force, 
well known to most of us, is weight—the force (commonly 

precision—in fact, well enough to determine the planet’s dis-
tance to an accuracy of about 1 km. In this way, the astro-
nomical unit is now known to be 149,597,870 km. We will 
use the rounded-off value of 1.5 × 108 km in this text.

Having determined the value of the astronomical unit, 
we can reexpress the sizes of the other planetary orbits in 
terms of more familiar units, such as miles or kilometers. 
The entire scale of the solar system can then be calibrated to 
high precision.

CONCePt Check

4 Why don’t Kepler’s laws tell us the value of the 
astronomical unit?

2.7 Newton’s Laws
Kepler’s three laws, which so simplified the solar system, 
were discovered empirically. In other words, they resulted 
solely from the analysis of observational data and were not 
derived from any theory or mathematical model. Indeed, 
Kepler did not have any appreciation of the physics under-
lying his laws. Nor did Copernicus understand why his  
heliocentric model of the solar system worked. Even Galileo, 
often called the father of modern physics, failed to under-
stand why the planets orbit the Sun (although Galileo’s work 
laid vital groundwork for Newton’s theories).

What prevents the planets from flying off into 
space or from falling into the Sun? What causes them to  
revolve about the Sun, apparently endlessly? To be sure, the  
motions of the planets obey Kepler’s three laws, but only by 
considering something more fundamental than those laws 
can we really understand planetary motion. The heliocen-
tric system was secured when, in the 17th century, the Brit-
ish mathematician Isaac Newton (Figure 2.19) developed a 
deeper understanding of the way all objects move and inter-
act with one another.

The Laws of Motion
Isaac Newton was born in Lincolnshire, England, on Christ-
mas Day in 1642, the year Galileo died. Newton studied at 
Trinity College of Cambridge University, but when the  
bubonic plague reached Cambridge in 1665, he returned to 
the relative safety of his home for 2 years. During that time he 
made probably the most famous of his discoveries, the law of 
gravity (although it is but one of the many major scientific 
advances for which Newton was responsible). However, either 
because he regarded the theory as incomplete or possibly  
because he was afraid that he would be attacked or plagia-
rized by his colleagues, he did not tell anyone of his monu-
mental achievement for almost 20 years. It was not until  
1684, when Newton was discussing the leading astronomical 

▲ figure 2.19 isaac Newton (1642–1727). (S. Terry)
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Newton’s first law, a force must 
be acting. That force is the ten-
sion you feel in the string. In 
a moment, we’ll see reasoning 
similar to this applied to the 
problem of planetary motion.

The rate of change of the 
velocity of an object—speeding up, 

slowing down, or simply changing 
direction—is called the object’s accelera-

tion and is the subject of Newton’s second 
law, which states that the acceleration of an 

object is directly proportional to the applied force 
and inversely proportional to its mass:

When a force F acts on a body of mass m, it pro-
duces in it an acceleration a equal to the force divided 
by the mass. Thus, a = F/m, or F = ma.

Hence, the greater the force acting on the object or the 
smaller the mass of the object, the greater is the acceleration 
of the object. If two objects are pulled with the same force, 
the more massive one will accelerate less; if two identical  
objects are pulled with different forces, the one acted on by 
the greater force will accelerate more.

Acceleration is the rate of change of velocity, so its units 
are velocity units per unit of time, such as meters per second 
per second (usually written as m/s2). In honor of Newton, the 
SI unit of force is named after him. By definition, 1 newton 
(N) is the force required to cause a mass of 1 kilogram to  
accelerate at a rate of 1 meter per second every second (1 m/s2).  
One newton is approximately 0.22 pound.

At Earth’s surface, the force of gravity produces a down-
ward acceleration of approximately 9.8 m/s2 on all bodies, 
regardless of mass. According to Newton’s second law, this 
means that your weight (in newtons) is directly proportional 
to your mass (in kilograms). We will return to this very  
important point later.

Finally, Newton’s third law simply tells us that forces 
cannot occur in isolation:

To every action, there is an equal and opposite 
reaction.

In other words, if body A exerts a force on body B, then body 
B necessarily exerts a force on body A that is equal in mag-
nitude, but oppositely directed. For example, when a baseball 
player hits a home run, Newton’s third law says that the bat 
and the ball exert equal and opposite forces on one another 
during the instant they are in contact. According to the sec-
ond law, the ball subsequently moves away much faster than 
the bat because the mass of the ball is much less than the com-
bined mass of the bat plus batter (whose body absorbs much 
of the reaction force), so the ball’s acceleration is much greater.

Only in extreme circumstances—when speeds approach 
the speed of light—do Newton’s laws break down, and this 

measured in pounds in the United States) with which grav-
ity pulls you toward Earth’s center.

The tendency of an object to keep moving at the same 
speed and in the same direction unless acted upon by a force 
is known as inertia. Newton’s first law implies that it requires 
no force to maintain motion in a straight line with constant 
speed. This contrasts sharply with the view of Aristotle, who 
maintained (incorrectly) that the natural state of an object 
was to be at rest—most probably an opinion based on Aris-
totle’s observations of the effect of friction. In our discussion, 
we will neglect friction—the force that slows balls rolling 
along the ground, blocks sliding across tabletops, and base-
balls moving through the air. In any case, it is not an issue 
for the planets because there is no appreciable friction in outer 
space—there is no air or any other matter to impede a planet’s 
motion. The fallacy in Aristotle’s argument was first realized 
and exposed by Galileo, who conceived of the notion of iner-
tia long before Newton formalized it into a law.

A familiar measure of an object’s inertia is its mass—
loosely speaking, the total amount of matter the object con-
tains. The greater an object’s mass, the more inertia it has, and 
the greater is the force needed to change its state of motion.

Newton’s first law describes motion in a straight line 
with constant speed—that is, motion with constant velocity. 
An object’s velocity includes both its speed (in miles per 
hour or meters per second, say) and its direction in space 
(up, down, northwest, and so on). In everyday speech, we 
tend to use the terms “speed” and “velocity” more or less  
interchangeably, but we must realize that they are actually 
different quantities and that Newton’s laws are always stated 
in terms of the latter. As a specific illustration of the differ-
ence, consider a rock tied to a string, moving at a constant 
rate in a circle as you whirl it around your head. The rock’s 
speed is constant, but its direction of motion, and hence 
its velocity, is continually changing. Thus, according to  

The pink arrows
represent a force
that gets the ball
moving . . .

. . . the green arrow represents a force that changes its direction.

(a)

(b)

(c)

▲ figure 2.20 Newton’s first Law An object at rest will remain 
at rest (a) until some force acts on it. When a force (represented by 
the red arrow) does act (b), the object will remain in that state of 
uniform motion until another force acts on it. When a second force 
(green arrow) acts in a direction different from the first force (c), the 
object changes its direction of motion.
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baseball than the baseball has on the much more massive 
Earth. The ball and Earth act upon each other with the same 
gravitational force, but Earth’s acceleration is much smaller.

Now consider the trajectory of the same baseball batted 
from the surface of the Moon. The pull of gravity is about one-
sixth as great on the Moon as on Earth, so the baseball’s veloc-
ity changes more slowly—a typical home run in a ballpark on 
Earth would travel nearly half a mile on the Moon. Less mas-
sive than Earth, the Moon has less gravitational influence on 
the baseball. The magnitude of the gravitational force, then, 
depends on the masses of the attracting bodies. In fact, the 
force is directly proportional to the product of the two masses.

Studying the motions of the planets uncovers a sec-
ond aspect of the gravitational force. At locations equidis-
tant from the Sun’s center, the gravitational force has the 
same strength and is always directed toward the Sun. Fur-
thermore, detailed calculation of the planets’ accelerations 
as they orbit the Sun reveals that the strength of the Sun’s 
gravitational pull decreases in proportion to the square 
of the distance from the Sun. The force of gravity is said 
to obey an inverse-square law. As shown in Figure 2.22, 
inverse-square forces decrease rapidly with distance from  
their source. For example, tripling the distance makes  
the force 32 = 9 times weaker, whereas multiplying the 
distance by five results in a force that is 52 = 25 times weaker. 
Despite this rapid decrease, the force never quite reaches 
zero. The gravitational pull of an object having some mass 
can never be completely extinguished.

We can combine the preceding statements about mass 
and distance to form a law of gravity that dictates the way 
in which all massive objects (i.e., objects having some mass) 
attract one another:

Every particle of matter in the universe attracts 
every other particle with a force that is directly pro-
portional to the product of the masses of the parti-
cles and inversely proportional to the square of the 
distance between their centers.

As a proportionality, the law of gravity may be written as

gravitational force ∝
mass of object 1 * mass of object 2

distance2

(The symbol r here means “is proportional to.”) The rule 
for computing the force F between two bodies of masses m1 
and m2, separated by a distance r, is usually written more 
compactly as

F =
Gm1m2

r2
.

The quantity G is known as the gravitational constant, or, 
often, simply as Newton’s constant. It is one of the funda-
mental constants of the universe. The value of G has been 
measured in extremely delicate laboratory experiments as 
6.67 * 10−11 newton meter2/kilogram2 (N · m2/kg2).

fact was not realized until the 20th century, when Albert 
Einstein’s theories of relativity once again revolutionized 
our view of the universe (see Chapter 22). Most of the time, 
however, Newtonian mechanics provides an excellent descrip-
tion of the motions of planets, stars, and galaxies through 
the cosmos.

Gravity
Forces may act instantaneously or continuously. The force 
from the baseball bat that hits the home run can reasonably 
be thought of as being instantaneous. A good example of a 
continuous force is the one that prevents the baseball from 
zooming off into space—gravity, the phenomenon that started 
Newton on the path to the discovery of his laws. Newton  
hypothesized that any object having mass always exerts an  
attractive gravitational force on all other massive objects. The 
more massive an object, the stronger is its gravitational pull.

Consider a baseball thrown upward from Earth’s surface, 
as illustrated in Figure 2.21. In accordance with Newton’s 
first law, the downward force of Earth’s gravity continuously 
modifies the baseball’s velocity, slowing the initial upward 
motion and eventually causing the ball to fall back to the 
ground. Of course, the baseball, having some mass of its 
own, also exerts a gravitational pull on Earth. By Newton’s 
third law, this force is equal and opposite to the weight of the 
ball (the force with which Earth attracts it). But, by Newton’s 
second law, Earth has a much greater effect on the light 

▲ figure 2.21 gravity A ball thrown up from the surface of a 
massive object, such as a planet, is pulled continuously downward 
(arrows) by the gravity of that planet—and, conversely, the gravity of 
the ball continuously pulls the planet (although very, very little).

Surface of Earth
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the Sun, deflecting its forward motion into a curved orbital 
path. Because the Sun is much more massive than any of the 
planets, it dominates the interaction. We might say that the 
Sun “controls” the planets, not the other way around.

The Sun–planet interaction sketched here is analogous 
to our earlier example of the rock whirling on a string. The 
Sun’s gravitational pull is your hand and the string, and 
the planet is the rock at the end of that string. The tension 
in the string provides the force necessary for the rock to 
move in a circular path. If you were suddenly to release 
the string—which would be like eliminating the Sun’s 
gravity—the rock would fly away along a tangent to the 
circle, in accordance with Newton’s first law.

In the solar system, at this very moment, Earth is mov-
ing under the combined influence of gravity and inertia. The 
net result is a stable orbit, despite our continuous rapid motion 
through space. (In fact, Earth orbits the Sun at a speed of about 
30 km/s, or approximately 70,000 mph. You can verify this for 
yourself by calculating how fast Earth must move to complete 
a circle of radius 1 AU—and hence of circumference 2π AU, or 
940 million km—in 1 year, or 3.2 * 107 seconds. The answer 
is 9.4 * 108 km / 3.2 * 107 s, or 29.4 km/s.) More Precisely 2-2 
describes how astronomers can use Newtonian mechanics and 
the law of gravity to quantify planetary motion and measure 
the masses of Earth, the Sun, and many other astronomical 
objects by studying the orbits of objects near them.

Kepler’s Laws Reconsidered
Newton’s laws of motion and law of universal gravitation 
provide a theoretical explanation for Kepler’s empirical laws 
of planetary motion. Kepler’s three laws follow directly from 

2.8 Newtonian Mechanics
Newton’s three laws of motion and the law of gravitation pro-
vide a solid theoretical foundation upon which we can base a 
deeper understanding of planetary orbits, the laws of planetary 
motion, and many other important aspects of orbital motion. 
With the development of Newtonian mechanics, the transi-
tion from geocentric lore to heliocentric fact was complete.

Planetary Motion
The mutual gravitational attraction between the Sun and the 
planets, as expressed by Newton’s law of gravity, is responsible 
for the observed planetary orbits. As depicted in Figure 2.23, 
this gravitational force continuously pulls each planet toward 
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inverse-square law 
describes gravity’s 
in�uence on objects 
that have mass. We 
shall later see how 
this law also holds 

true for electricity, 
magnetism, and 

light.

▲ figure 2.22 gravitational force (a) The gravitational force 
between two bodies is proportional to the mass of each and is  
inversely proportional to the square of the distance between them.  
(b) Inverse-square forces rapidly weaken with distance from their  
source, never quite reaching zero, no matter how far away.

Gravitational
pull of Sun

Sun

Resultant
path

Planet

Planet’s
velocity

▲ figure 2.23 Solar gravity The Sun’s inward pull of gravity on 
a planet competes with the planet’s tendency to continue moving 
in a straight line. These two effects combine, causing the planet to 
move smoothly along an intermediate path, which continuously “falls 
around” the Sun. This unending tug-of-war between the Sun’s gravity 
and the planet’s inertia results in a stable orbit.
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The change to Kepler’s third law is also small in the case 
of a planet orbiting the Sun, but very important in other cir-
cumstances, such as the orbital motion of two stars that are 
gravitationally bound to each other. Following through the 
mathematics of Newton’s theory, we find that the true rela-
tionship between the semimajor axis a (measured in astro-
nomical units) of the planet’s orbit relative to the Sun and its 
orbital period P (in Earth years) is

P 2 (in Earth years) =
a3 (in astronomical units)

Mtotal (in solar units)
,

where Mtotal is the combined mass of the two objects. Notice 
that Newton’s restatement of Kepler’s third law preserves 
the proportionality between P2 and a3, but now the propor-
tionality includes Mtotal, so it is not quite the same for all the 

Newtonian mechanics, as solutions of the equations describ-
ing the motion of a body moving in response to an inverse-
square force. However, just as Kepler modified the Copernican 
model by introducing ellipses rather than circles, so, too, did 
Newton make corrections to Kepler’s first and third laws. It 
turns out that a planet does not orbit the exact center of the 
Sun. Instead, both the planet and the Sun orbit their com-
mon center of mass—the “average” position of all the matter 
making up the two bodies (Figure 2.24). Because the Sun and 
the planet are acted upon by equal and opposite gravitational 
forces (by Newton’s third law), the Sun must also move (by 
Newton’s first law), driven by the gravitational influence of 
the planet. The Sun, however, is so much more massive than 
any planet that the center of mass of the planet–Sun system is 
very close to the center of the Sun, which is why Kepler’s laws 
are so accurate. Thus, Kepler’s first law becomes

The orbit of a planet around the Sun is an ellipse, 
with the center of mass of the planet–Sun system at 
one focus.

As shown in Figure 2.24, the center of mass of two objects of 
comparable mass does not lie within either object. For iden-
tical masses orbiting one another (Figure 2.25a), the orbits 
are identical ellipses, with a common focus located midway 
between the two objects. For unequal masses (as in Figure 
2.25b), the elliptical orbits still share a focus, and both have 
the same eccentricity, but the more massive object moves 
more slowly and on a tighter orbit. (Note that Kepler’s second 
law, as stated earlier, continues to apply without modification 
to each orbit separately, but the rates at which the two orbits 
sweep out areas are different.)

Center of mass(a) Equal masses

Center of mass(b) Unequal masses

▲ figure 2.24 Center of Mass (a) The center of mass of two 
bodies of equal mass lies midway between them. (b) As the mass of 
one body increases, the center of mass moves toward it. Experienced 
seesawers know that when both sides are balanced, the center of mass 
is at the pivot point.

(a)
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The resulting orbits for mutually gravitating
bodies depend on their masses and
distances from each other.

interactive figure 2.25 Orbits (a) The orbits of two 
bodies (stars, for example) with equal masses, under the 
influence of their mutual gravity, are identical ellipses with a 
common focus. The pairs of numbers (e.g., the two 2s in each 

orbit) indicate the positions of the two bodies at three different 
times. (Note that a line joining the bodies at any give time always 
passes through the common focus.) (b) The orbits of two bodies, 
one twice as massive as the other, are again elliptical and with the 
same eccentricity, but according to Newton’s laws, the more massive 
body moves more slowly and in a smaller orbit. (c) In the case of an 
extremely small planet orbiting the massive Sun, the common focus 
of the two orbits could be inside the Sun.
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Weighing the Sun
We can use Newtonian mechanics to calculate some useful for-
mulae relating the properties of planetary orbits to the mass of the 
Sun. Again for simplicity, let’s assume that the orbits are circular 
(not a bad approximation in most cases, and Newton’s laws easily 
extend to cover the more general case of eccentric orbits). Consider 
a planet of mass m moving at speed υ in an orbit of radius r around 
the Sun, of mass M. Even though the planet’s speed is constant, the 
direction of its motion is not, so the planet’s velocity is changing—
it is accelerating. In fact, the planet’s acceleration is

a =
v2

r
,

so, by Newton’s second law, the force required to keep the 
planet in orbit is

F = ma = 
mv2

r
.

Setting this equation equal to the gravitational force due to the 
Sun, we obtain

 
mv2

r
=

GmM
r2 ,

so the speed of the planet in the circular orbit is

 v = AGM
r

.   

MoRE PRECISELy 2-2
Now let’s turn the problem around. Because we have meas-

ured G in the laboratory on Earth, and because we know the 
length of a year and the size of the astronomical unit, we can use 
Newtonian mechanics to weigh the Sun—that is, find its mass 
by measuring its gravitational influence on another body (in 
this case, Earth). Rearranging the last equation to read

 M =
rv2

G
  

and substituting the known values of υ = 30 km/s, r = 1 AU =  
1.5 : 1011 m, and G = 6.7 : 10−11 Nm2/kg2, we calculate the 
mass of the Sun to be 2.0 * 1030 kg—an enormous mass by 
terrestrial standards.

exAMPLe Similarly, knowing the distance from Earth to the 
Moon (r = 384,000 km) and the length of the (sidereal) month 
(P = 27.3 days), we can calculate the Moon’s orbital speed to 
be υ = 2πr/P = 1.02 km/s, and hence, using the preceding for-
mula, measure Earth’s mass to be 6.0 : 1024 kg.

In fact, this is basically how all masses are measured in  
astronomy. Because we can’t just go out and attach a scale to an 
astronomical object when we need to know its mass, we must look 
for its gravitational influence on something else. This principle 
applies to planets, stars, galaxies, and even clusters of galaxies—
very different objects, but all subject to the same physical laws.

missiles), fail to achieve orbit and fall back to Earth (see 
Figure 2.26).

Some space vehicles, such as the robot probes that visit 
other planets, attain enough speed to escape our planet’s 
gravity and move away from Earth forever. This speed, 
known as the escape speed, is about 41% greater (actually, 12 = 1.414 . . . times greater) than the speed of an object 
traveling in a circular orbit at any given radius.* At less than 
the escape speed, the old adage “What goes up must come 
down” (or at least stay in orbit) still applies. At more than the 
escape speed, however, a spacecraft will leave Earth for good. 
Planets, stars, galaxies—all gravitating bodies—have escape 
speeds. No matter how massive the body, gravity decreases 
with distance. As a result, the escape speed diminishes with 
increasing separation. The farther we go from Earth (or any 
gravitating body), the easier it becomes to escape.

The speed of a satellite in a circular orbit just above Earth’s 
atmosphere is 7.9 km/s (roughly 18,000 mph). The satellite 
would have to travel at 11.2 km/s (about 25,000 mph) to escape 
from Earth altogether. If an object exceeds the escape speed, 
its motion is said to be unbound, and the orbit is no longer 

planets. The Sun’s mass is so great, however, that the differ-
ences in Mtotal among the various combinations of the Sun 
and the other planets are almost unnoticeable, so Kepler’s 
third law, as originally stated, is a very good approximation. 
This modified form of Kepler’s third law is true in all cir-
cumstances, inside or outside the solar system.

PrOCeSS Of SCieNCe Check

4 In what ways did Newtonian mechanics supersede  
Kepler’s laws as a model of the solar system?

Escaping Forever
The law of gravity that describes the orbits of planets 
around the Sun applies equally well to natural moons and 
artificial satellites orbiting any planet. All our Earth-orbiting, 
human-made satellites move along paths governed by 
a combination of the inward pull of Earth’s gravity and 
the forward motion gained during the rocket launch. If 
the rocket initially imparts enough speed to the satellite, 
it can go into orbit. Satellites not given enough speed at 
launch, by accident or design (e.g., intercontinental ballistic 

*In terms of the formula presented in More Precisely 2-2, the escape speed 
is given by vescape = 12 GM>r .
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study in the scientific method.   (Sec. 1.2) 
Copernicus made a radical conceptual leap 
away from the Ptolemaic view, gaining much 
in insight but little in predictive power. Kepler 
made critical changes to the Copernican picture 
and gained both accuracy and predictive power 
but still fell short of a true physical explana-
tion of planetary motion within the solar sys-
tem, or of orbital motion in general. Eventually,  
Newton showed how all known planetary  
motion could be explained in detail by the  
application of four, simple, fundamental laws—
the three laws of motion and the law of grav-
ity. The process was slow, with many starts and 
stops and a few wrong turns, but it worked!

In a sense, then, the development of Newton’s 
laws and their application to planetary motion 
represented the end of the first “loop” around 
the schematic diagram presented in Figure 1.6. 
The long-standing practical and conceptual 
questions raised by ancient observations of ret-
rograde motion were finally resolved, and new 
predictions, themselves amenable to observa-
tional testing, became possible. And the laws 
are still being tested today. Every time a comet 
appears in the night sky right on schedule, or a 
spacecraft reaches the end of a billion-kilometer 
journey within meters of its target and seconds 
of the predicted arrival time, our confidence in 
Newtonian mechanics is further strengthened. 

But unlike the essentially descriptive models of Ptolemy,  
Copernicus, and Kepler, Newtonian mechanics is not limited 
to the motions of planets, or even to events occurring within 
our own solar system. They apply to moons, comets, space-
craft, stars, and even the most distant galaxies, extending the 
range of our scientific inquiries across the observable uni-
verse—as well as apples falling to the ground.

CONCePt Check

4 Explain, in terms of Newton’s laws of motion and  
gravity, why planets orbit the Sun.

an ellipse. In fact, the path of the spacecraft relative to Earth 
is a related geometric figure called a hyperbola. If we simply 
change the word ellipse to hyperbola, the modified version 
of Kepler’s first law still applies, as does Kepler’s second law.  
(Kepler’s third law does not extend to unbound orbits because 
it doesn’t make sense to talk about a period in those cases.)

The Circle of Scientific Progress
The progression from the complex Ptolemaic model of the 
universe to the elegant simplicity of Newton’s laws is a case 

Escape
speed

Circular orbit

Bound
orbits

Unbound
orbits

High launch
speed

Launch
point A

Inside
Earth

Earth’s
center

Low launch
speed

interactive figure 2.26 escape Speed The effect of launch speed on 
the trajectory of a satellite. With too low a speed at point A, the satellite will 
simply fall back to Earth. Given enough speed, however, the satellite will go  
into orbit—it “falls around Earth.” As the initial speed at point A is increased, 
the orbit will become more and more elongated. When the initial speed 

exceeds the escape speed, the satellite will become unbound from Earth and will 
escape along a hyperbolic trajectory.

The Big Question The concept of gravity is well developed, thanks to Isaac Newton’s efforts in 
the 17th century; it works well for small masses and small velocities, thus for almost every application on 
or near Earth. But, as we shall see later in this book, in the 20th century Albert Einstein overthrew the 
idea of gravity with a better one—relativity theory, which deals with fast-moving, often massive objects 
in curved space. Even so, now in the 21st century, relativity is coming up short, especially when studying 
exotic objects such as black holes. Who will take the next great leap in understanding and what will the 
new concept be? No one knows the answers, but this is the way the scientific method works, by constantly 
refining our ideas about the nature of the universe.
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1  Geocentric (p. 38) models of the 
universe had the Sun, the Moon, and the 
planets all orbiting Earth. The most suc-
cessful of these was the Ptolemaic model 
(p. 38). Planets sometimes appear to tem-
porarily reverse their motion relative to the 
stars and later resume their normal “for-
ward” course. This is called retrograde motion (p. 37). Geocen-
tric models explained retrograde motion as a real backward motion 
of a planet as it moved along its epicyclic path around Earth.
2  The heliocentric (p. 39) view of the 

solar system, due to Aristarchus and later 
Copernicus, holds that Earth, like all the 
planets, orbits the Sun. This model naturally 
explains both retrograde motion as Earth 
overtakes other planets in its orbit and the observed brightness 
variations of the planets. The widespread realization during the 
Renaissance that the solar system is Sun centered, and not Earth 
centered, is known as the Copernican revolution (p. 39).

3  Galileo’s telescopic observations of the 
Moon, the Sun, Venus, and Jupiter played a 
crucial role in supporting and strengthening 
the Copernican picture of the solar system. 
Johannes Kepler improved on Copernicus’s model by condensing 
the observational data of Tycho Brahe into three laws of planetary 
motion (p. 45).
4  Kepler’s Laws state: (1) Planetary orbits 

are ellipses (p. 45) with the Sun at one 
focus (p. 45); (2) a planet moves faster 
as its orbit takes it closer to the Sun; (3) the 

semimajor axis (p. 45) of the orbit is related in a simple way to 
the planet’s orbital period (p. 47). Most planetary orbits differ 
only slightly from perfect circles.
5  The average distance from Earth to 

the Sun is one astronomical unit (p. 47), 
today most accurately determined by bounc-
ing radar (p. 48) signals off the planet 
Venus. Once this distance is known, the dis-
tances to all other planets can be inferred 
from Kepler’s laws.

6  To change the body’s velocity, a force  
(p. 48) must be applied. The rate of change 
of velocity, called acceleration (p. 50), is 
equal to the applied force divided by the 
body’s mass (p. 50). When bodies interact, 
the forces between them are always equal 
and opposite to one another. To explain 
Kepler’s laws, Newton postulated that gravity (p. 51) attracts the 
planets to the Sun. Every object having any mass exerts a gravita-
tional force (p. 51) on all other objects. The strength of this force  
decreases with distance according to an inverse-square law (p. 51).
7  For one object to escape from the 

gravitational pull of another, its speed 
must exceed the escape speed (p. 54) 
of that other object. By determining 
the gravitational force needed to keep 
one body orbiting another, Newton’s 
laws allow astronomers to measure the 
masses of distant objects.

Chapter Review
SUMMARy

New

Waning Waxing

Full

Sun

Venus’s orbit

Earth’s orbit
Earth

Crescent

Apparent
motion of
Mars

Actual
motion of
Mars

Plane of ecliptic

A C

B

0.3 AURe�ectedEmitted

0.7 AU

Venus’s
orbit

Earth’s
orbit

1 AU

Surface of Earth

Gravitational
pull of Sun

Sun

Resultant
path

Planet

Planet’s
velocity

Moon
Mercury

Earth

Venus

Sun
Jupiter

Saturn

Mars

 for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.   
LO connects to the introduction’s numbered Learning outcomes.

Review and Discussion

 8. LO4 Briefly describe Kepler’s three laws of planetary motion.
 9. How did Tycho Brahe contribute to Kepler’s laws?
 10. LO5 If radio waves cannot be reflected from the Sun, how 

can radar be used to find the distance from Earth to the Sun?
 11. POS  What does it mean to say that Kepler’s laws are empirical?
 12. LO6 What are Newton’s laws of motion and gravity?
 13. Why do we say that a baseball falls toward Earth, and not 

Earth toward the baseball?
 14. LO7 In what sense is the Moon falling toward Earth? How 

can we use this fact to measure Earth’s mass?
 15. What is the meaning of the term escape speed?

 1. LO1 What contributions to astronomy were made by Chinese 
and Islamic astronomers during the Dark Ages in Europe?

 2. Briefly describe the geocentric model of the universe.
 3. POS  The benefit of our current knowledge lets us see flaws 

in the Ptolemaic model of the universe. What is its basic flaw?
 4. LO2 What was the great contribution of Copernicus to our 

knowledge of the solar system? How was his model still flawed?
 5. What is a theory? Can a theory ever be proved to be true?
 6. What is the Copernican principle?
 7. LO3 POS What discoveries of Galileo helped confirm 

the views of Copernicus, and how did they do so?
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Conceptual Self-Test: Multiple Choice
 1. Planets near opposition (a) rise in the east; (b) rise in the 

west; (c) do not rise or set; (d) have larger deferents.

 2. A major flaw in Copernicus’s model was that it still had  
(a) the Sun at the center; (b) Earth at the center; (c) retro-
grade loops; (d) circular orbits.

 3. VIS As shown in Figure 2.12 (“Venus Phases”), Galileo’s 
observations of Venus demonstrated that Venus must be  
(a) orbiting Earth; (b) orbiting the Sun; (c) about the same 
diameter as Earth; (d) similar to the Moon.

 4. An accurate sketch of Jupiter’s orbit around the Sun would 
show (a) the Sun far off center; (b) an oval twice as long as it 
is wide; (c) a nearly perfect circle; (d) phases.

 5. A calculation of how long it takes a planet to orbit the Sun 
would be most closely related to Kepler’s (a) first law of  
orbital shapes; (b) second law of orbital speeds; (c) third law 
of planetary distances; (d) first law of inertia. 

 6. An asteroid with an orbit lying entirely inside Earth’s (a) has 
an orbital semimajor axis of less than 1 AU; (b) has a longer 

orbital period than Earth’s; (c) moves more slowly than 
Earth; (d) must have a highly eccentric orbit.

 7. If Earth’s orbit around the Sun were twice as large as it is 
now, the orbit would take (a) less than twice as long; (b) two 
times longer; (c) more than two times longer to traverse.

 8. VIS Figure 2.21 (“Gravity”), showing the motion of a ball 
near Earth’s surface, depicts how gravity (a) increases 
with altitude; (b) causes the ball to accelerate downward;  
(c) causes the ball to accelerate upward; (d) has no effect on 
the ball.

 9. If the Sun and its mass were suddenly to disappear, Earth 
would (a) continue in its current orbit; (b) suddenly change 
its orbital speed; (c) fly off into space; (d) stop spinning.

 10. VIS Figure 2.25(b) (“Orbits”) shows the orbits of two stars 
of unequal masses. If one star has twice the mass of the 
other, then the more massive star (a) moves more slowly 
than; (b) moves more rapidly than; (c) has half the gravity 
of; (d) has twice the eccentricity of the less massive star.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • Tycho Brahe’s observations of the stars and planets were  
accurate to about 1 arc minute (1¿). To what distance does this 
angle correspond at the distance of (a) the Moon; (b) the Sun; 
and (c) Saturn (at closest approach)?

 2. •• Halley’s comet has a perihelion distance of 0.6 AU and 
an orbital period of 76 years. What is its greatest distance 
from the Sun?

 3. •• A spacecraft has an orbit that just grazes Earth’s orbit at 
aphelion and just grazes Venus’s orbit at perihelion. Assuming 
that Earth and Venus are in the right places at the right times, 
how long will the spacecraft take to travel from Earth to Venus?

 4. •	How long would a radar signal take to complete a round-
trip between Earth and Mars when the two planets are  
0.7 AU apart?

 5. •• What is the maximum possible parallax of Mercury dur-
ing a solar transit, as seen from either end of a 3000-km base-
line on Earth?

 6. •	The acceleration due to gravity at Earth’s surface is 9.80  
m/s2. What is the acceleration at altitudes of (a)100 km;  
(b) 1000 km; (c) 10,000 km? Earth’s radius is 6400 km.

 7. •	The Moon’s mass is 7.4 * 1022 kg and its radius is 1700 km. 
What is the speed of a spacecraft moving in a circular orbit 
just above the lunar surface? What is the escape speed from 
the Moon?

 8. •	Use Newton’s law of gravity to calculate the force of gravity 
between you and Earth. Convert your answer, which will be 
in newtons, to pounds, using the conversion 4.45 N equals  
1 pound (1 lb). What do you normally call this force?

Activities
Collaborative

 1. Select what you believe to be Galileo’s single most impor-
tant astronomical observation, say why you think it was 
the most important, and explain, using sketches, what he 
observed.

 2. Use a small telescope to replicate Galileo’s observations of 
Jupiter’s four largest moons. Note the moons’ brightnesses and 
their locations with respect to Jupiter. If you watch over a period 
of several nights, draw what you see; you’ll notice that these 
moons change their positions as they orbit the giant planet.

Individual
 1. Draw an ellipse (see Figure 1.11). You’ll need two pins, a 

piece of string, and a pencil. Tie the string in a loop and place 
it around the pins. Place the pencil inside the loop and run it 
around the inside of the string, holding the loop taut. The two 
pins will be at the foci of the ellipse. How does the shape of 
the ellipse change as you vary the distance between the pins?
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Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

3
Astronomical objects are more than just things of beauty in the 
night sky. Planets, stars, and galaxies are of vital significance 
if we are to fully understand our place in the larger scheme of 
things in the universe. Each object is a source of information 
about the material aspects of our universe—its state of motion, its 
temperature, its chemical composition, and even its past history.

Much of this information comes to us in the form of light. When 
we look at the stars, the light we see actually began its journey to 
Earth decades, centuries—even millennia—ago. The faint rays from 
the most distant galaxies have taken billions of years to reach us. 
The stars and galaxies in the night sky show us the far away and the 
long ago. In this chapter, we begin our study of how astronomers 
extract information from the light emitted by astronomical objects. 
These basic concepts of radiation are central to modern astronomy.

Radiation
INFORMATION FROM THE COSMOS

LEFT: In about 5 billion years, the Sun will begin running out of fuel. Its hydrogen 

gas will become depleted at its center, causing the bulk of our old and decrepit star 

to slowly dissipate into space. We can actually watch such an amazing event by 

observing other stars that are now dying. This stunning image captures the Helix 

Nebula about 650 light-years away—but not in visible light. Rather, it shows invisible 

radiation emitted by the former star. Infrared radiation (mostly yellow in this image) 

captured by the Spitzer Space  Telescope and ultraviolet radiation (mostly bluish) by the 

Galaxy  Evolution Explorer satellite enable close inspection of the remarkable 

process of stellar death. (NASA, Caltech)

Learning Outcomes

Studying this chapter will enable you to

1 Outline the basic properties of 
wave motion.

2 Tell how electromagnetic radiation 
transfers energy and information 
through interstellar space.

3 Describe the major regions of the 
electromagnetic spectrum and 
explain how Earth’s atmosphere 
affects our ability to make astro-
nomical observations at different 
wavelengths.

4 Explain what is meant by the 
term “blackbody radiation” and 
describe the basic properties of 
such radiation.

5 Tell how we can determine the 
temperature of an object by 
observing the radiation it emits.

6 Describe how the relative motion 
between a source of radiation and 
its observer can change the per-
ceived wavelength of the radiation, 
and explain the importance of this 
phenomenon to astronomy.

The Big Picture Our human eyes actually see only a 
small part of the universe—we literally see optical, or visible, 
light. There is a much bigger picture to be sensed beyond visible 
light—invisible radiation such as heat or radio waves or X-rays. 
Many different kinds of radiation are constantly traveling 
through space, and detailed study of this wider range of visible 
and invisible information is the main way that astronomers 
study stars and other distant objects well beyond Earth.
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3.1 Information from the Skies

Figure 3.1 shows a galaxy in the constellation Androm-
eda. On a dark, clear night, far from cities or other sources 
of light, the Andromeda galaxy, as it is generally called, 
can be seen with the naked eye as a faint, fuzzy patch on 
the sky, comparable in diameter to the full Moon. Yet the 
fact that it is visible from Earth belies this galaxy’s 
enormous distance from us: It lies roughly 2.5 million 
light-years away.

An object at such a distance is truly inaccessible in any 
realistic human sense. Even if a space probe could miracu-
lously travel at the speed of light, it would need 2.5 million 
years to reach this galaxy and 2.5 million more to return 
with its findings. Considering that civilization has existed 
on Earth for less than 10,000 years, and its prospects for the 
next 10,000 are far from certain, even this unattainable tech-
nological feat would not provide us with a practical means 
of exploring other galaxies. Even the farthest reaches of our 
own galaxy, “only” a few tens of thousands of light-years dis-
tant, are effectively off limits to visitors from Earth, at least 
for the foreseeable future.

Given the practical impossibility of traveling to such 
remote parts of the universe, how do astronomers know 
anything about objects far from Earth? How do we obtain 
detailed information about planets, stars, or galaxies too 
distant for a personal visit or any kind of controlled experi-
ment? The answer is that we use the laws of physics, as we 
know them here on Earth, to interpret the electromagnetic 
radiation emitted by those objects.

Light and Radiation

Radiation is any way in which energy is transmitted through 
space from one point to another without the need for any 
physical connection between the two locations. The term 
electromagnetic just means that the energy is carried in the 
form of rapidly fluctuating electric and magnetic fields (to be 
discussed in more detail later in Section 3.2). Virtually all 
we know about the universe beyond Earth’s atmosphere has 
been gleaned from painstaking analysis of electromagnetic 
radiation received from afar. Our understanding depends 
completely on our ability to decipher this steady stream of 
data reaching us from space.

How bright are the stars (or galaxies, or planets), and 
how hot? What are their masses? How rapidly do they spin, 
and what is their motion through space? What are they 
made of, and in what proportion? The list of questions is 
long, but one fact is clear: Electromagnetic theory is vital to 
providing the answers—without it, we would have no way of 
testing our models of the cosmos, and the modern science of 
astronomy simply would not exist. (Sec. 1.2)

Visible light is the particular type of electromagnetic 
radiation to which our human eyes happen to be sensitive. 
As light enters our eye, small chemical reactions triggered 
by the incoming energy send electrical impulses to the 
brain, producing the sensation of sight. But modern 
instruments (see Chapter 5) can also detect many forms of 
invisible electromagnetic radiation, which goes completely 
unnoticed by our eyes. Radio, infrared, and ultraviolet
waves, as well as X-rays and gamma rays, all fall into 
this category.

Note that, despite the different names, 
the words light, rays, radiation, and waves
all really refer to the same thing. The names 
are just historical accidents, reflecting the 
fact that it took many years for scientists to 
realize that these apparently very different 
types of radiation are in reality one and the 
same physical phenomenon. Throughout 
this text, we will use the general terms light
and electromagnetic radiation more or less 
interchangeably.

Wave Motion

Despite the early confusion still reflected in 
current terminology, scientists now know 
that all types of electromagnetic radiation 
travel through space in the form of waves.
To understand the behavior of light, then, 
we must know a little about wave motion.

Simply stated, a wave is a way in which 
energy is transferred from place to place 
without the physical movement of mate-

R I V U X G

50,000 light-years

▲ FIGURE 3.1 Andromeda Galaxy The pancake-shaped Andromeda Galaxy lies about 
2.5 million light-years away and contains a few hundred billion stars. (R. Gendler)
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Waves ripple out from where
a pebble hit the water . . .

This insert shows a
series of “snapshots”
of the pond surface as
the wave passes by.
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    twig is floating.

1

1

1

1

2

2

2

2

3

3

3

3

4

4

4

4

5

5

5

5

Direction of wave motion

Undisturbed
pond surface

rial from one location to another. In wave 
motion, the energy is carried by a dis-
turbance of some sort. This dis-
turbance, whatever its nature, 
occurs in a distinctive 
repeating pattern. Rip-
ples on the surface of a 
pond, sound waves in 
air, and electromag-
netic waves in space, 
despite their many 
obvious differences, all 
share this basic defining 
property.

Imagine a twig floating 
in a pond (Figure 3.2). A peb-
ble thrown into the pond at some 
distance from the twig disturbs the 
surface of the water, setting it into up-
and-down motion. This disturbance will move out-
ward from the point of impact in the form of waves. 
When the waves reach the twig, some of the pebble’s 
energy will be imparted to it, causing the twig to bob 
up and down. In this way, both energy and information—
the fact that the pebble entered the water—are transferred 
from the place where the pebble landed to the location 
of the twig. We could tell that a pebble (or, at least, some 
object) had entered the water just by observing the twig. 
With a little additional physics, we could even estimate the 
pebble’s energy.

A wave is not a physical object. No water traveled from 
the point of impact of the pebble to the twig—at any loca-
tion on the surface, the water surface simply moved up and 
down as the wave passed. What, then, did move across the 
surface of the pond? As illustrated in the figure, the answer 
is that the wave was the pattern of up-and-down motion. 
This pattern was transmitted from one point to the next as 
the disturbance moved across the water.

Figure 3.3 shows how wave properties are quantified 
and illustrates some standard terminology. The wave’s 
period is the number of seconds needed for the wave to 
repeat itself at any given point in space. The wavelength is 
the number of meters needed for the wave to repeat itself at 
a given moment in time. It can be measured as the distance 

between two adjacent wave crests, two adjacent wave troughs,
or any other two similar points on adjacent wave cycles (e.g., 
the points marked * in the figure). A wave moves a dis-
tance equal to one wavelength in one period. The maximum 
departure of the wave from the undisturbed state—still air, 
say, or a flat pond surface—is called the wave’s amplitude.

The number of wave crests passing any given point 
per unit time is called the wave’s frequency. If a wave of 
a given wavelength moves at high speed, then many crests 
pass per second and the frequency is high. Conversely, if 

Interactive FIGURE 3.2  Water Wave The passage of a 
wave across a pond causes the surface of the water to bob up 
and down, but there is no movement of water from one part 
of the pond to another.

Direction of wave motion

TroughUndisturbed
state

Crest
Wavelength

AmplitudeX X

Interactive FIGURE 3.3 Wave 
Properties A typical wave has a direction 
of motion, wavelength, and amplitude. In 
one wave period, the entire pattern shown 
here moves one wavelength to the right.
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the same wave moves slowly, then its frequency will be 
low. The frequency of a wave is just the reciprocal of the 
wave’s period; that is,

frequency =
1

period
.

Frequency is expressed in units of inverse time (that is, 
1/second, or cycles per second), called hertz (Hz) in honor 
of the 19th-century German scientist Heinrich Hertz, who 
studied the properties of radio waves. Thus, a wave with a 
period of 5 seconds (5 s) has a frequency of (1/5) cycles/s =
0.2 Hz, meaning that one wave crest passes a given point in 
space every 5 seconds.

Because a wave travels one wavelength in one period, it 
follows that the wave velocity is simply equal to the wave-
length divided by the period:

velocity =
wavelength

period
.

Since the period is the reciprocal of the frequency, we can 
equivalently (and more commonly) write this relationship as

velocity = wavelength * frequency.

Thus, if the wave in our earlier example had a wavelength 
of 0.5 m, its velocity would be (0.5 m)/(5 s), or (0.5 m) *
(0.2 Hz) = 0.1 m/s. In the case of electromagnetic radiation, 
the velocity is the speed of light. Notice that wavelength and 
wave frequency are inversely related—doubling one halves 
the other.

Components of Visible Light

White light is a mixture of colors, which we conventionally 
divide into six major hues: red, orange, yellow, green, blue, 
and violet. As shown in Figure 3.4, we can separate a beam 
of white light into a rainbow of these basic colors—called a 
spectrum (plural, spectra)—by passing it through a prism. 
This experiment was first reported by Isaac Newton over 
300 years ago. In principle, the original beam of white light 
could be recovered by passing the spectrum through a sec-
ond prism to recombine the colored beams.

What determines the color of a beam of light? The 
answer is its frequency (or alternatively, its wavelength). 
We see different colors because our eyes react differently 
to electromagnetic waves of different frequencies. A prism 
splits a beam of light up into separate colors because light 
rays of different frequencies are bent, or refracted, slightly 
differently as they pass through the prism—red light the 
least, violet light the most. Red light has a frequency of 
roughly 4.3 * 1014 Hz, corresponding to a wavelength of 
about 7.0 * 10−7m. Violet light, at the other end of the visible 
range, has nearly double the frequency—7.5 * 1014 Hz—and 
(since the speed of light is always the same) just over half 
the wavelength—4.0 * 10−7m. The other colors we see have 
frequencies and wavelengths intermediate between these 
two extremes, spanning the entire visible spectrum shown 
in Figure 3.4. Radiation outside this range is invisible to 
human eyes.

Scientists often use a unit called the nanometer (nm) 
in describing the wavelength of light (see Appendix 2). 
There are 109 nanometers in 1 meter. An older unit called 
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▼ FIGURE 3.4 Visible Spectrum When passed through a 
prism, white light splits into its component colors, spanning red 
to violet in the visible part of the electromagnetic spectrum. 
The slit narrows the beam of radiation. The “rainbow” of colors 
projected on the screen is just a series of different-colored 
images of the slit.
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the angstrom (1 Å = 10−10 m = 0.1 nm) is also widely used. 
(The unit is named after the 19th-century Swedish physicist 
Anders Ångstrom—pronounced “ong · strem.”) However, 
in SI units, the nanometer is preferred. Thus, the visible 
spectrum covers the range of wavelengths from 400 nm to 
700 nm (4000 Å to 7000 Å). The radiation to which our eyes 
are most sensitive has a wavelength near the middle of this 
range, at about 550 nm (5500 Å), in the yellow-green region 
of the spectrum. It is no coincidence that this wavelength 
falls within the range of wavelengths at which the Sun emits 
most of its electromagnetic energy—our eyes have evolved 
to take greatest advantage of the available light.

3.2 Waves in What?

Waves of radiation differ fundamentally from water waves, 
sound waves, or any other waves that travel through a 
material medium. Radiation needs no such medium. When 
light travels from a distant galaxy, or from any other cos-
mic object, it moves through the virtual vacuum of space. 
Sound waves, by contrast, cannot do this, despite what you 
have probably heard in almost every sci-fi movie ever made! 
If we were to remove all the air from a room, conversation 
would be impossible (even with suitable breathing apparatus 
to keep our test subjects alive!) because sound waves can-
not exist without air or some other physical medium to sup-
port them. Communication by flashlight or radio, however, 
would be entirely feasible.

The ability of light to travel through empty space was 
once a great mystery. The idea that light, or any other kind 
of radiation, could move as a wave through nothing at all 
seemed to violate common sense, yet it is now a cornerstone 
of modern physics.

Interactions Between Charged Particles

To understand more about the nature of light, consider for a 
moment an electrically charged particle, such as an electron
or a proton. Like mass, electrical charge is a fundamental 
property of matter. Electrons and protons are elementary 
particles—“building blocks” of atoms and all matter—that 
carry the basic unit of charge. Electrons are said to carry a 
negative charge, whereas protons carry an equal and oppo-
site positive charge.

Just as a massive object exerts a gravitational force on 
every other massive body, an electrically charged particle 
exerts an electrical force on every other charged particle in 
the universe. (Sec. 2.7) The buildup of electrical charge 
(a net excess of positive over negative, or vice versa) is what 
causes “static cling” on your clothes when you take them 
out of a hot clothes dryer; it also causes the shock you some-
times feel when you touch a metal door frame on a particu-
larly dry day.

Unlike the gravitational force, which is always attrac-
tive, electrical forces can be either attractive or repulsive. As 
illustrated in Figure 3.5(a), particles with like charges (i.e., 
both negative or both positive—for example, two electrons 
or two protons) repel one another. Particles with unlike
charges (i.e., having opposite signs—an electron and a pro-
ton, say) attract.

How is the electrical force transmitted through space? 
Extending outward in all directions from any charged particle 
is an electric field, which determines the electrical force exerted 
by the particle on all other charged particles in the universe 
(Figure 3.5b). The strength of the electric field, like the strength 
of the gravitational field, decreases with increasing distance 
from the charge according to an inverse-square law. By means 
of the electric field, the particle’s presence is “felt” by all other 
charged particles, near and far.

Now, suppose our particle begins to vibrate, perhaps 
because it becomes heated or collides with some other particle. 

▲ FIGURE 3.5 Charged Particles (a) Particles carrying like 
electrical charges repel one another, whereas particles with unlike 
charges attract. (b) A charged particle is surrounded by an electric 
field, which determines the particle’s influence on other charged 
particles. We represent the field by a series of field lines. (c) If a 
charged particle begins to vibrate, its electric field changes.

Due to a moving
charge, the disturbance
travels through space
as a wave . . .

. . . eventually
interacting with
distant charged 
particles.

+

+

+ + –

– –
(a)

(b)

(c)

Vibrating
charge

Wave

Field line

Stationary
charge

Electric
field lines

Distant
charge

Distant
charge

–

+ –



64 CHAPTER 3 Radiation

Its changing position causes its associated electric field to 
change, and this changing field in turn causes the electrical 
force exerted on other charges to vary (Figure 3.5c). If we 
measure the change in the force on these other charges, we 
learn about our original particle. Thus, information about 
the particle’s state of motion is transmitted through space via 
a changing electric field. This disturbance in the particle’s 
electric field travels through space as a wave.

Electromagnetic Waves

The laws of physics tell us that a magnetic field must accom-
pany every changing electric field. Magnetic fields govern 
the influence of magnetized objects on one another, much as 
electric fields govern interactions among charged particles. 
The fact that a compass needle always points to magnetic 
north is the result of the interaction between the magnet-
ized needle and Earth’s magnetic field (Figure 3.6). Mag-
netic fields also exert forces on moving electric charges (i.e., 
electric currents)—electric meters and motors rely on this 
basic fact. Conversely, moving charges create magnetic fields 
(electromagnets are a familiar example). In short, electric 
and magnetic fields are inextricably linked to one another: 
A change in either one necessarily creates the other.

Thus, as illustrated in Figure 3.7, the disturbance pro-
duced by the moving charge in Figure 3.5(c) actually consists 
of vibrating electric and magnetic fields, moving together 
through space. Furthermore, as shown in the diagram, these 
fields are always oriented perpendicular to one another and 
to the direction in which the wave is traveling. The fields do 
not exist as independent entities; rather, they are different 
aspects of a single physical phenome-
non: electromagnetism. Together, they 
constitute an electromagnetic wave that 
carries energy and information from 
one part of the universe to another.

Now consider a real cosmic 
object—a star, say. When some of its 
charged contents move around, their 
electric fields change, and we can detect 
that change. The resulting electromag-
netic ripples propagate (travel) outward 
as waves through space, requiring no material 
medium in which to move. Small charged particles, 
either in our eyes or in our experimental equipment, eventu-
ally respond to the electromagnetic field changes by vibrating 
in tune with the radiation that is received. This response is 
how we detect the radiation—how we see.

How quickly is one charge influenced by the change in the 
electromagnetic field when another charge begins to move? 
This is an important question because it is equivalent to asking 
how fast an electromagnetic wave travels. Does it propagate at 
some measurable speed, or is it instantaneous? Both theory 
and experiment tell us that all electromagnetic waves move at a 

very specific speed—the speed of light (always denoted by the 
letter c). Its exact value is 299,792.458 km/s in a vacuum (and 
somewhat less in material substances such as air or water). We 
will round this value off to c = 3.00 * 105 km/s, an extremely 
high speed. In the time needed to snap your fingers (about a 
tenth of a second), light can travel three-quarters of the way 
around our planet! If the currently known laws of physics are 

▲ FIGURE 3.6 Magnetism Earth’s magnetic field interacts with 
a magnetic compass needle, causing the needle to become aligned 
with the field—that is, to point toward Earth’s north (magnetic) pole. 
The north magnetic pole currently lies at latitude 80° N, longitude 
107° W, some 1140 km from the geographic North Pole.
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▲ FIGURE 3.7 Electromagnetic Wave Electric and magnetic 
fields vibrate perpendicularly to each other. Together they form an 
electromagnetic wave that moves through space at the speed of light 
in the direction perpendicular to both the electric and the magnetic 
fields comprising it.
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correct, then the speed of light is the fastest speed possible 
(see More Precisely 22-1).

The speed of light is very large, but it is still finite. That 
is, light does not travel instantaneously from place to place. 
This fact has some interesting consequences for our study of 
distant objects. It takes time—often lots of time—for light to 
travel through space. The light we see from the nearest large 
galaxy—the Andromeda Galaxy, shown in Figure 3.1—left 
that object about 2.5 million years ago, around the time 
our first human ancestors appeared on planet Earth. We 
can know nothing about this galaxy as it exists today. For 
all we know, it may no longer even exist! Only our descend-
ants, 2.5 million years into the future, will know whether it 
exists now. So as we study objects in the cosmos, remember 
that the light we see left those objects long ago. We can never 
observe the universe as it is—only as it was.

The Wave Theory of Radiation

The description presented in this chapter of light and other 
forms of radiation as electromagnetic waves traveling through 
space is known as the wave theory of radiation. It is a spec-
tacularly successful scientific theory, full of explanatory and 
predictive power and deep insight into the complex interplay 
between light and matter—a cornerstone of modern physics.

Two centuries ago, however, the wave theory stood on 
much less solid scientific ground. Before about 1800, scien-
tists were divided in their opinions about the nature of light. 
Some thought that light was a wave phenomenon (although 
at the time, electromagnetism was unknown), whereas oth-
ers maintained that light was in reality a stream of particles 
that moved in straight lines. Given the experimental appara-
tus available at the time, neither camp could find conclusive 
evidence to disprove the other’s theory. Discovery 3-1 dis-
cusses some wave properties that are of particular importance 
to modern astronomers and describes how their detection in 
experiments using visible light early in the 19th century tilted 
the balance of scientific opinion in favor of the wave theory.

But that’s not the end of the story. The wave theory, like 
all good scientific theories, can and must continually be 
tested by experiment and observation. (Sec. 1.2) Around 
the turn of the 20th century, physicists made a series of dis-
coveries about the behavior of radiation and matter on very 
small (atomic) scales that simply could not be explained by 
the “classical” wave theory just described. Changes had to 
be made. As we will see in Chapter 4, the modern theory 
of radiation is actually a hybrid of the once-rival wave and 
particle views, combining key elements of each in a unified 
and—for now—undisputed whole.

PROCESS OF SCIENCE Check

4 Describe the scientific reasoning leading to the 

conclusion that light is an electromagnetic wave.

3.3 Electromagnetic Spectrum

Figure 3.8 plots the entire range of electromagnetic radia-
tion, illustrating the relationships among the different types 
of electromagnetic radiation listed earlier. Notice that the only 
characteristic distinguishing one from another is wavelength, 
or frequency. To the low-frequency, long-wavelength side of 
visible light lie radio and infrared radiation. Radio frequen-
cies include radar, microwave radiation, and the familiar AM, 
FM, and TV bands. We perceive infrared radiation as heat. At 
higher frequencies (shorter wavelengths) are the domains of 
ultraviolet, X-ray, and gamma-ray radiation. Ultraviolet radia-
tion, lying just beyond the violet end of the visible spectrum, is 
responsible for suntans and sunburns. The shorter-wavelength 
X-rays are perhaps best known for their ability to penetrate 
human tissue and reveal the state of our insides without 
resorting to surgery. Gamma rays are the shortest-wavelength 
radiation. They are often associated with radioactivity and are 
invariably damaging to living cells they encounter.

The Spectrum of Radiation

All these spectral regions, including the visible spectrum, 
collectively make up the electromagnetic spectrum.
Remember that, despite their greatly differing wavelengths 
and the different roles they play in everyday life on Earth, 
all are basically the same phenomenon, and all move at the 
same speed—the speed of light, c.

Figure 3.8 is worth studying carefully, as it contains 
a great deal of information. Note that wave frequency 
(in hertz) increases from left to right, and wavelength (in 
meters) increases from right to left. Scientists often disagree 
on the “correct” way to display wavelengths and frequencies 
in diagrams of this type. In picturing wavelengths and fre-
quencies, this book consistently adheres to the convention 
that frequency increases toward the right.

Notice also that the wavelength and frequency scales 
in Figure 3.8 do not increase by equal increments of 10. 
Instead, successive values marked on the horizontal axis dif-
fer by factors of 10—each is 10 times greater than its neigh-
bor. This type of scale, called a logarithmic scale, is often 
used in science to condense a large range of some quantity 
into a manageable size. Had we used a linear scale for the 
wavelength range shown in the figure, it would have been 
many light-years long! Throughout the text, we will often 
find it convenient to use a logarithmic scale to compress a 
wide range of some quantity onto a single, easy-to-view plot.

Figure 3.8 shows that wavelengths extend from the 
size of mountains (radio radiation) to the size of an atomic 
nucleus (gamma-ray radiation). The box at the upper right 
emphasizes how small the visible portion of the electromag-
netic spectrum is. Most objects in the universe emit large 
amounts of invisible radiation. Indeed, many of them emit 
only a tiny fraction of their total energy in the visible range. 
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Narrated Interactive FIGURE 3.8 Electromagnetic Spectrum The entire electromagnetic 
spectrum, running from long-wavelength, low-frequency radio waves to short-wavelength, high-frequency 
gamma rays.

A wealth of extra knowledge can be gained by studying the 
invisible regions of the electromagnetic spectrum.

To remind you of this important fact and to identify the 
region of the electromagnetic spectrum in which a particular 
observation was made, we have attached the following spec-
trum icon—an idealized version of the wavelength scale in 
Figure 3.8—to every astronomical image presented in this text 

R I V U X G . Hence, we can tell at a glance from the 
highlighted “V” that, for example, Figure 3.1 (p. 60) is an image 
made with the use of visible light, whereas the first image in 

Figure 3.11 (p. 71) was captured in the radio (“R”) part of the 
spectrum. Chapter 5 discusses in more detail how astrono-
mers actually make such observations, using telescopes and 
sensitive detectors tailored to different electromagnetic waves.

Atmospheric Opacity

Only a small fraction of the radiation produced by astro-
nomical objects actually reaches Earth’s surface, because of 
the opacity of our planet’s atmosphere. Opacity is the extent 
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The Wave Nature of Radiation
Until the early 19th century, debate raged in scientific circles 
regarding the true nature of light. On the one hand, the 
particle, or corpuscular, theory, proposed by Isaac Newton, 
held that light consisted of tiny particles moving in straight 
lines. Different colors were presumed to correspond to 
different particles. On the other hand, the wave theory, 
championed by the 17th-century Dutch astronomer 
Christian Huygens, viewed light as a wave phenomenon, in 
which color was determined by frequency, or wavelength. 
During the first few decades of the 19th century, growing 
experimental evidence that light displayed two key wave 
properties—diffraction and interference—argued strongly in 
favor of the wave theory.

DISCOVERY 3-1

coincide. In the upper frames, the waves have the same 
wavelength, but the green one has twice the amplitude in the 
opposite direction to the orange one. The net effect is that 
the two wave motions interfere with each other, resulting 
in the wave at the right. This phenomenon is known 
as destructive interference. When the waves reinforce each 
other instead, as in the lower frames, the effect is called 
constructive interference.

As with diffraction, interference between waves of visible 
light is not noticeable in everyday experience, but it is read-
ily measured in the laboratory. The final photograph shows the 
characteristic interference pattern that results when two iden-
tical light sources are placed side by side. The light and dark 
bands are formed by constructive and destructive interference 
of the beams from the two sources. This classic experiment, 
first performed by English physicist Thomas Young around 
1805, was instrumental in establishing the wave nature of 
radiation.

Actually observed
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Diffraction is the deflection, or “bending,” of a wave as 
it passes a corner or moves through a narrow gap. We might 
expect that light passing through a sharp-edged hole in a 
barrier would produce a sharp shadow, especially if radia-
tion were composed of rays or particles moving in perfectly 
straight lines. As depicted in the first figure, however, closer 
inspection reveals that the shadow actually has a “fuzzy” 
edge, as shown in the photograph at the right—the diffrac-
tion pattern produced by a small circular opening.

We are not normally aware of such effects in everyday 
life, because diffraction is generally very small for visible light. 
For any wave, the amount of diffraction is proportional to the 
ratio of the wavelength to the width of the gap. The longer 
the wavelength or the smaller the gap, the greater is the angle 
through which the wave is diffracted. Thus, visible light, with 
its extremely short wavelengths, shows perceptible diffraction 
only when passing through very narrow openings. (The effect 
is much more noticeable for sound waves. No one thinks twice 
about our ability to hear people, even when they are around a 
corner and out of our line of sight.)

Interference is the ability of two or more waves to rein-
force or diminish each other. The second figure shows two 
sets of waves moving through the same region of space. The 
waves are positioned so that their crests and troughs exactly 

Both diffraction and interference are predicted by the 
wave theory of light. The particle theory did not predict them; 
in fact, it predicted that they should not occur. By the 1830s, 
experimenters had reported clear measurements of both phe-
nomena, convincing most scientists that the wave theory was 
the proper description of electromagnetic radiation. It would 
be almost a century before the particle description of radia-
tion would resurface, but in a radically different form, as we 
will see in Chapter 4.
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to which radiation is blocked by the material through which 
it is passing—in this case, air. The more opaque an object is, 
the less radiation gets through it: Opacity is just the opposite 
of transparency. Earth’s atmospheric opacity is plotted 
along the wavelength and frequency scales at the bottom of 
Figure 3.8. The extent of shading is proportional to the opac-
ity. Where the shading is greatest (such as at the X-ray or “far” 
infrared regions of the spectrum), no radiation can get in or 
out. Where there is no shading at all (in the optical and part 
of the radio domain), the atmosphere is almost completely 
transparent. In some parts of the spectrum (e.g., the micro-
wave band and much of the infrared portion), Earth’s 
atmosphere is partly transparent, meaning that some, but 
not all, incoming radiation makes it to the surface.

The effect of atmospheric opacity is that there are only 
a few spectral windows at well-defined locations in the elec-
tromagnetic spectrum where Earth’s atmosphere is trans-
parent. In much of the radio domain and in the visible 
portions of the spectrum, the opacity is low, and we can 
study the universe at those wavelengths from ground level. In 
parts of the infrared range, the atmosphere is partially trans-
parent, so we can make certain infrared observations from 
the ground. Moving to the tops of mountains, above as much 
of the atmosphere as possible, improves observations. In the 
rest of the spectrum, however, the atmosphere is opaque: 
Ultraviolet, X-ray, and gamma-ray observations can be made 
only from above the atmosphere, from orbiting satellites.

What causes opacity to vary along the spectrum? Certain 
atmospheric gases absorb radiation very efficiently at some 
wavelengths. For example, water vapor (H2O) and oxygen 
(O2) absorb radio waves having wavelengths less than about 
a centimeter, whereas water vapor and carbon dioxide (CO2)
are strong absorbers of infrared radiation. Ultraviolet, X-ray, 
and gamma-ray radiation are completely blocked by the 
ozone (O3) layer high in Earth’s atmosphere (see Section 7.2).
A passing, but unpredictable, source of atmospheric opacity 
in the visible part of the spectrum is the blockage of light by 
atmospheric clouds.

In addition, the interaction between the Sun’s ultraviolet 
radiation and the upper atmosphere produces a thin, electri-
cally conducting layer at an altitude of about 100 km. The 
ionosphere, as this layer is known, reflects long-wavelength 
radio waves (wavelengths greater than about 10 m) as well 
as a mirror reflects visible light. In this way, extraterrestrial 
waves are kept out, and terrestrial waves—such as those 
produced by AM radio stations—are kept in. (That’s why 
it is possible to transmit some radio frequencies beyond the 
horizon—the broadcast waves bounce off the ionosphere.)

CONCEPT Check

4 In what sense are radio waves, visible light, and X-rays 

one and the same phenomenon?

3.4 Thermal Radiation

All macroscopic objects—fires, ice cubes, people, stars—
emit radiation at all times, regardless of their size, shape, 
or chemical composition. They radiate mainly because the 
microscopic charged particles they are made up of are in 
constantly varying random motion, and whenever charges 
interact (“collide”) and change their state of motion, elec-
tromagnetic radiation is emitted. The temperature of an 
object is a direct measure of the amount of microscopic 
motion within it (see More Precisely 3-1). The hotter the 
object—that is, the higher its temperature—the faster 
its component particles move, the more violent are their 
collisions, and the more energy they radiate.

The Blackbody Spectrum

Intensity is a term often used to specify the amount or strength 
of radiation at any point in space. Like frequency and wave-
length, intensity is a basic property of radiation. No natural 
object emits all its radiation at just one frequency. Instead, 
because particles collide at many different speeds—some gen-
tly, others more violently—the energy is generally spread out 
over a range of frequencies. By studying how the intensity of 
this radiation is distributed across the electromagnetic spec-
trum, we can learn much about the object’s properties.

Figure 3.9 sketches the distribution of radiation emit-
ted by an object. The curve peaks at a single, well-defined 
frequency and falls off to lesser values above and below that 
frequency. Note that the curve is not shaped like a sym-
metrical bell that declines evenly on either side of the peak. 
Instead, the intensity falls off more slowly from the peak to 
lower frequencies than it does on the high-frequency side. 
This overall shape is characteristic of the thermal radiation 
emitted by any object, regardless of its size, shape, composi-
tion, or temperature.

The curve drawn in Figure 3.9(a) is the radiation-
distribution curve for a mathematical idealization known 
as a blackbody—an object that absorbs all radiation falling 
on it. In a steady state, a blackbody must reemit the same 
amount of energy it absorbs. The blackbody curve shown 
in the figure describes the distribution of that reemitted 
radiation. (The curve is also known as the Planck curve,
after Max Planck, the German physicist whose mathema-
tical analysis of such thermal emission in 1900 played a key 
role in the development of modern physics.)

No real object absorbs and radiates as a perfect black-
body. For example, the Sun’s actual curve of emission is 
shown in Figure 3.9(b). However, in many cases, the black-
body curve is a good approximation to reality, and the 
properties of blackbodies provide important insights into 
the behavior of real objects.
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The Kelvin Temperature Scale
The atoms and molecules that make up any piece of matter 
are in constant random motion. This motion represents a 
form of energy known as thermal energy, or, more commonly, 
heat. The quantity we call temperature is a direct measure 
of an object’s internal motion: The higher the object’s 
temperature, the faster, on average, is the random motion of 
its constituent particles. Note that the two concepts, though 
obviously related, are different. The temperature of a piece of 
matter specifies the average thermal energy of the particles 
it contains.

Our familiar Fahrenheit temperature scale, like the 
archaic English system in which length is measured in 
feet and weight in pounds, is of somewhat dubious value. 
In fact, the “degree Fahrenheit” is now a peculiarity of 
American society. Most of the world uses the Celsius scale 
of temperature measurement (also called the centigrade 
scale). In the Celsius system, water freezes at 0 degrees 
(0°C) and boils at 100 degrees (100°C), as illustrated in the 
accompanying figure.

There are, of course, temperatures below the freezing 
point of water. In principle, temperatures can reach as low 
as −273.15°C (although we know of no matter anywhere in 
the universe that is actually that cold). Known as absolute 
zero, this is the temperature at which, theoretically, all 
thermal atomic and molecular motion ceases. Since no object 
can have a temperature below that value, scientists find it 
convenient to use a temperature scale that takes absolute 
zero as its starting point. This scale is called the Kelvin scale,
in honor of the 19th-century British physicist Lord Kelvin. 
Since it starts at absolute zero, the Kelvin scale differs from 

MORE PRECISELY 3-1

the Celsius scale by 273.15°. In this book, we round off the 
decimal places and simply use

kelvins = degrees Celsius + 273.
Thus,

Note that the unit is kelvins, or K, but not degrees kelvin or °K.
(Occasionally, the term degrees absolute is used instead.)
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▲ FIGURE 3.9 Blackbody Curves, Ideal vs. Reality The blackbody, or Planck, curve represents the spread 
of the intensity of radiation emitted all across the electromagnetic spectrum. Note the contrast between the 
clean, “textbook” case (a) with a real graph (dashed) of the Sun’s emission (b). Absorption in the atmospheres of 
the Sun and Earth causes the difference.
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The Radiation Laws

The blackbody curve shifts toward higher frequencies 
(shorter wavelengths) and greater intensities as an object’s 
temperature increases. Even so, the shape of the curve 
remains the same. This shifting of radiation’s peak fre-
quency with temperature is familiar to us all: Very hot glow-
ing objects, such as toaster filaments or stars, emit visible 
light. Cooler objects, such as warm rocks, household radia-
tors, or people, produce invisible radiation—warm to the 
touch, but not glowing hot to the eye. These latter objects 
emit most of their radiation in the lower frequency infrared 
part of the electromagnetic spectrum (Figure 3.8).

Imagine a piece of metal placed in a hot furnace. 
At first, the metal becomes warm, although its visual 
appearance doesn’t change. As it heats up, the metal begins 
to glow dull red, then orange, brilliant yellow, and finally 
white. How do we explain this phenomenon? As illustrated 
in Figure 3.10, when the metal is at room temperature 
(300 K—see More Precisely 3-1 for a discussion of the 
Kelvin temperature scale), it emits only invisible infrared 
radiation. As the metal becomes hotter, the peak of its 
blackbody curve shifts toward higher frequencies. At 
1000 K, for instance, most of the emitted radiation is still 
infrared, but now there is also a small amount of visible 
(dull red) radiation being emitted. (Note that the high-
frequency portion of the 1000 K curve just overlaps the 
visible region of the graph.)

As the temperature continues to rise, the peak of the 
metal’s blackbody curve moves through the visible spectrum, 
from red (the 4000 K curve) through yellow. Eventually, the 
metal becomes white hot because, when its blackbody curve 
peaks in the blue or violet part of the spectrum (the 7000 K 
curve), the low-frequency tail of the curve extends through 
the entire visible spectrum (to the left in the figure), mean-
ing that substantial amounts of green, yellow, orange, and red 
light are also emitted. Together, all these colors combine to 
produce white.

From studies of the precise form of the blackbody curve, 
we obtain a very simple connection between the wavelength 
at which most radiation is emitted and the absolute tem-
perature (i.e., the temperature measured in kelvins) of the 
emitting object:

wavelength of peak emission ∝
1

temperature
.

(Recall that the symbol “q” here just means “is proportional 
to.”) This relationship is called Wien’s law, after Wilhelm 
Wien, the German scientist who formulated it in 1897.

Simply put, Wien’s law tells us that the hotter the 
object, the bluer is its radiation. For example, an object 
with a temperature of 6000 K emits most of its energy in 
the visible part of the spectrum, with a peak wavelength 
of 480 nm. At 600 K, the object’s emission would peak at 
a wavelength of 4800 nm, well into the infrared portion 
of the spectrum. At a temperature of 60,000 K, the peak 
would move all the way through the visible spectrum 
to a wavelength of 48 nm, in the ultraviolet range (see 
Figure 3.11).

It is also a matter of everyday experience that, as the 
temperature of an object increases, the total amount of 
energy it radiates (summed over all frequencies) increases 
rapidly. For example, the heat given off by an electric 
heater increases very sharply as it warms up and begins 
to emit visible light. Careful experimentation leads to the 
conclusion that the total amount of energy radiated per 
unit time is actually proportional to the fourth power of the 
object’s temperature:

total energy emission ∝ temperature4.

This relation is called Stefan’s law, after the 19th-century 
Austrian physicist Josef Stefan. From the form of Stefan’s 
law, we can see that the energy emitted by a body rises dra-
matically as its temperature increases. Doubling the temper-
ature causes the total energy radiated to increase by a factor 
of 24 = 16; tripling the temperature increases the emission by 
34 = 81, and so on.

The radiation laws are presented in more detail in More 
Precisely 3-2.

▲ FIGURE 3.10 Multiple Blackbody Curves As an object is 
heated, the radiation it emits peaks at higher and higher frequencies. 
Shown here are curves corresponding to temperatures of 300 K (room 
temperature), 1000 K (beginning to glow dull red), 4000 K (red hot), and 
7000 K (white hot).
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Interactive FIGURE 3.11
Astronomical Thermometer
Comparison of blackbody 
curves of four cosmic objects. 
(a) A cool, dark galactic 

gas cloud called Barnard 68. At a 
temperature of 60 K, it emits mostly 
radio radiation, shown here as overlaid 
contours. (b) A dim, young star 
(shown white in the inset photograph) 
called Herbig-Haro 46. The star’s 
atmosphere, at 600 K, radiates 
mainly in the infrared. (c) The Sun’s 
surface, at approximately 6000 K, is 
brightest in the visible region of the 
electromagnetic spectrum. (d) Some
very hot, bright stars in a cluster 
called Messier 2, as observed by an 
orbiting space telescope above Earth’s 
atmosphere. At a temperature of 
60,000 K, these stars radiate strongly 
in the ultraviolet. (ESO; AURA; SST; 
GALEX)
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Astronomical Applications

No known natural terrestrial objects reach temperatures 
high enough to emit very high frequency radiation. Only 
human-made thermonuclear explosions are hot enough 
for their spectra to peak in the X-ray or gamma-ray range. 
(Most human inventions that produce short-wavelength, 
high-frequency radiation, such as X-ray machines, are 
designed to emit only a specific range of wavelengths and do 
not operate at high temperatures. They are said to produce 
a nonthermal spectrum of radiation.) Many extraterrestrial 

objects, however, do emit large amounts of ultraviolet, X-ray, 
and even gamma-ray radiation.

Astronomers often use blackbody curves as thermom-
eters to determine the temperatures of distant objects. For 
example, an examination of the solar spectrum indicates the 
temperature of the Sun’s surface. Observations of the radia-
tion from the Sun at many frequencies yield a curve shaped 
somewhat like that shown in Figure 3.9. The Sun’s curve 
peaks in the visible part of the electromagnetic spectrum; the 
Sun also emits a lot of infrared and a little ultraviolet radia-
tion. Using Wien’s law, we find that the temperature of the 

More About the  Radiation Laws
As mentioned in Section 3.4, Wien’s law relates the temperature 
T of an object to the wavelength λmax at which the object 
emits the most radiation. (The Greek letter λ—lambda—is 
conventionally used to denote wavelength.) Mathematically, 
if we measure T in kelvins and λmax in millimeters, we can 
determine the constant of proportionality in the relation 
presented in the text, to find that

lmax =
2.9 mm

T
.

We could also convert Wien’s law into an equivalent statement 
about frequency f, using the relation f = c/λ (see Section 3.1), 
where c is the speed of light, but the law is most commonly 
stated in terms of wavelength and is probably easier to remem-
ber that way.

EXAMPLE 1 For a blackbody with the same temperature T as 
the surface of the Sun (L6000 K), the wavelength of maximum 
intensity is λmax = (2.9/6000) mm, or 480 nm, corresponding to 
the yellow-green part of the visible spectrum. A cooler star with 
a temperature of T = 3000 K has a peak wavelength of λmax =
(2.9/3000) mm L 970 nm, just beyond the red end of the visible 
spectrum, in the near infrared. The blackbody curve of a hotter 
star with a temperature of 12,000 K peaks at 242 nm, in the near 
ultraviolet, and so on.

In fact, this application—looking at the spectrum and 
determining where it peaks—is an important way of esti-
mating the temperature of planets, stars, and other objects 
across the universe. We will use it extensively throughout 
this text.

We can also give Stefan’s law a more precise mathe-
matical formulation. With T measured in kelvins, the total 
amount of energy emitted per square meter of the body’s sur-
face per second (a quantity known as the energy f lux F) is 
given by 

MORE PRECISELY 3-2

This equation is usually referred to as the Stefan-Boltzmann
equation. Stefan’s student, Ludwig Boltzmann, was an 
Austrian physicist who played a central role in the develop-
ment of the laws of thermodynamics during the late 19th and 
early 20th centuries. The constant σ (the Greek letter sigma) 
is known as the Stefan-Boltzmann constant.

The SI unit of energy is the joule (J). Probably more 
familiar is the closely related unit called the watt (W), which 
measures power—the rate at which energy is emitted or 
expended by an object. One watt is the emission of 1  J per 
second. For example, a 100-W lightbulb emits energy (mostly 
in the form of infrared and visible light) at a rate of 100 J/s. 
In SI units, the Stefan-Boltzmann constant has the value 
σ = 5.67 * 10−8 W/m2 · K4.

EXAMPLE 2 Notice just how rapidly the energy f lux increases 
with increasing temperature. A piece of metal in a furnace, 
when at a temperature of T = 3000 K, radiates energy at a 
rate of σ T 4 * (1 cm)2 = 5.67 * 10−8 W/m2 · K4 * (3000 K)4 *
(0.01 m)2 = 460 W for every square centimeter of its surface 
area. Doubling this temperature to 6000 K (so that the metal 
becomes yellow hot, by Wien’s law), the surface temperature 
of the Sun, increases the energy emitted by a factor of 16 (four 
“doublings”) to 7.3 kilowatts (7300 W) per square centimeter.

Finally, note that Stefan’s law relates to energy emitted 
per unit area. The f lame of a blowtorch is considerably 
hotter than a bonfire, but the bonfire emits far more energy 
in total because it is much larger. Thus, in computing the 
total energy emitted from a hot object, both the object’s 
temperature and its surface area must be taken into account. 
This fact is of great importance in determining the “energy 
budget” of planets and stars, as we will see in later chapters.

F = s T 4.

Energy per
unit area

Constant

Temperature
to the fourth

power



Sun’s surface is approximately 6000 K. (A more precise meas-
urement, applying Wien’s law to the blackbody curve that 
best fits the solar spectrum, yields a temperature of 5800 K.)

Other cosmic objects have surfaces very much cooler 
or hotter than the Sun’s, emitting most of their radiation in 
invisible parts of the spectrum. For example, the relatively 
cool surface of a very young star may measure 600 K and emit 
mostly infrared radiation. Cooler still is the interstellar gas 
cloud from which the star formed; at a temperature of 60 K, 
such a cloud emits mainly long-wavelength radiation in the 
radio and infrared parts of the spectrum. The brightest stars, 
by contrast, have surface temperatures as high as 60,000 K 
and hence emit mostly ultraviolet radiation (see Figure 3.11).

CONCEPT Check

4 Describe, in terms of the radiation laws, how and why 

the appearance of an incandescent lightbulb changes 

as you turn a dimmer switch to increase its brightness 

from “off” to “maximum.”

3.5 The Doppler Effect

Imagine a rocket ship launched from Earth with enough 
fuel to allow it to accelerate to speeds approaching that of 
light. As the ship’s speed increased, a remarkable thing 
would happen (Figure 3.12). Passengers would notice that 
the light from the star system toward which they were trave-
ling seemed to be getting bluer. In fact, all stars in front of 
the ship would appear bluer than normal, and the greater 
the ship’s speed, the greater the color change would be. 
Furthermore, stars behind the vessel would seem redder
than normal, but stars to either side would be unchanged 
in appearance. As the spacecraft slowed down and came 
to rest relative to Earth, all stars would resume their usual 
appearance.

The travelers would have to conclude that the stars had 
changed their colors, not because of any real change in their 
physical properties, but because of the spacecraft’s own 
motion. This motion-induced change in the observed fre-
quency of a wave is known as the Doppler effect, in honor 
of Christian Doppler, the 19th-century Austrian physicist 
who first explained it in 1842. This phenomenon is not 
restricted to electromagnetic radiation and fast-moving 
spacecraft. Waiting at a railroad crossing for an express 
train to pass, most of us have had the experience of hearing 
the pitch of a train whistle change from high shrill (high fre-
quency, short wavelength) to low blare (low frequency, long 
wavelength) as the train approaches and then recedes. The 
explanation is basically the same. Applied to cosmic sources 
of electromagnetic radiation, the Doppler effect has become 
one of the most important measurement techniques in all of 
modern astronomy. Here’s how it works.

Imagine a wave moving from the place where it 
is created toward an observer who is not moving with 
respect to the source of the wave, as shown in Figure 3.13(a). 
By noting the distances between successive crests, the 
observer can determine the wavelength of the emit-
ted wave. Now suppose that not just the wave, but the 
source of the wave, also is moving. As illustrated in 
Figure 3.13(b), because the source moves between the 
times of emission of one crest and the next, successive 
crests in the direction of motion of the source will be seen 
to be closer together than normal, whereas crests behind 
the source will be more widely spaced. An observer in 
front of the source will therefore measure a shorter wave-
length than normal, whereas one behind will see a longer
wavelength. The numbers indicate (a) successive crests 
emitted by the source and (b) the location of the source at 
the instant each crest was emitted.

The greater the relative speed between source and 
observer, the greater is the observed shift. If the other 
velocities involved are not too large compared with the wave 
speed—less than a few percent, say—we can write down a 
particularly simple formula for what the observer sees. In 
terms of the net velocity of recession between source and 
observer, the apparent wavelength and frequency (measured 
by the observer) are related to the true quantities (emitted by 
the source) as follows:

apparent wavelength
true wavelength

=
true frequency

apparent frequency

= 1 +
recession velocity

wave speed
.

▲ FIGURE 3.12 High-Speed Observers Observers in a fast-moving 
spacecraft see the stars ahead of them bluer than normal, while 
those behind are reddened. The stars have not actually changed 
their properties—the color changes result from the observers’ 
motion relative to the stars.
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The recession velocity measures the rate at which the dis-
tance between the source and the observer is changing. A 
positive recession velocity means that the two are moving 
apart; a negative velocity means that they are approaching.

The wave speed is the speed of light, c, in the case 
of electromagnetic radiation. For most of this text, the 
assumption that the recession velocity is small compared to 
the speed of light will be a good one. Only when we discuss 
the properties of black holes (Chapter 22) and the structure 
of the universe on the largest scales (Chapters 25 and 26)
will we have to reconsider this formula.

Note that in Figure 3.13 the source is shown in motion 
(as in our train analogy), whereas in our earlier spaceship 
example (Figure 3.12) the observers were in motion. For 
electromagnetic radiation, the result is the same in either 
case—only the relative motion between source and observer 
matters. Note also that only motion along the line joining 
source and observer—known as radial motion—appears in 
the foregoing equation. Motion that is transverse (perpen-
dicular) to the line of sight has no significant effect.* Notice, 
incidentally, that the Doppler effect depends only on the 
relative motion between source and observer; it does not 
depend on the distance between them in any way.

A wave measured by an observer situated in front of 
a moving source is said to be blueshifted, because blue 
light has a shorter wavelength than red light. Similarly, 
an observer situated behind the source will measure a 
longer-than-normal wavelength—the radiation is said to 
be redshifted. This terminology is used even for invisible 
radiation, for which “red” and “blue” have no meaning. 
Any shift toward shorter wavelengths is called a blueshift, 
and any shift toward longer wavelengths is called a redshift. 
For example, ultraviolet radiation might be blueshifted into 
the X-ray part of the spectrum or redshifted into the visible; 
infrared radiation could be redshifted into the microwave 
range, and so on. More Precisely 3-3 describes how the 
Doppler effect is used in practice to measure velocities in 
astronomy.

Interactive FIGURE 3.13
Doppler Effect (a) Wave 
motion from a source toward 
an observer at rest with respect 
to the source. As seen by the 

observer, the source is not moving, 
so the wave crests are just concentric 
spheres (shown here as circles). 
(b) Waves from a moving source tend 
to “pile up” in the direction of motion 
and be “stretched out” on the other 
side. As a result, an observer situated 
in front of the source measures a 
shorter-than-normal wavelength—a 
blueshift—while an observer behind the 
source sees a redshift. In this diagram, 
the source is shown in motion. However, 
the same general statements hold 
whenever there is any relative motion 
between source and observer, allowing 
astronomers to probe the motions of 
distant objects.

The numbered circles indicate
successive wave crests emitted
by the source.

Observer behind sees 
longer-than-normal
wavelength

Observer  in front
sees shorter-than-normal
wavelength
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* In fact, Einstein’s theory of relativity (see Chapter 22) implies that when 
the transverse velocity is comparable to the speed of light, a change in wave-
length, called the transverse Doppler shift, does occur. For most terrestrial 
and astronomical applications, however, this shift is negligibly small, and 
we will ignore it here.
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Measuring Velocities with 
the Doppler Effect
Because the speed of light, c, is so large—300,000 km/s—the 
Doppler effect is extremely small for everyday terrestrial veloci-
ties. For example, consider a source receding from the observer 
at Earth’s orbital speed of 30 km/s, a velocity much greater than 
any encountered in day-to-day life. Using the formula in the 
text, we find that the shift in wavelength of a beam of blue light 
would be just

change in wavelength
true wavelength

=
recession velocity

wave speed

=
30 km>s

300,000 km>s
= 0.01 percent.

That is, the wavelength would lengthen from 400 nm to 400.04 
nm—a very small change indeed, and one that the human eye 
cannot distinguish. However, it is easily detectable with mod-
ern instruments.

MORE PRECISELY 3-3
Astronomers can use the Doppler effect to find the line-

of-sight speed of any cosmic object simply by measuring the 
extent to which its light is redshifted or blueshifted. To see 
how, let’s use a simple example.

EXAMPLE Suppose that the beam of blue light just mentioned 
is observed to have a wavelength of 401 nm, instead of the 400 
nm with which it was emitted. (Let’s defer until the next chap-
ter the question of how an observer might know the wavelength 
of the emitted light.) Using the earlier equation, rewritten as

recession velocity
wave speed, c

=
change in wavelength

true wavelength

=
1 nm

400 nm
= 0.0025,

the observer could calculate the source’s recession velocity to 
be 0.0025 times 300,000 km/s, or 750 km/s.

The basic reasoning is simple, but very powerful. The 
motions of nearby stars and distant galaxies—even the 
expansion of the universe itself—have all been measured in 
this way.

Motorists stopped for speeding on the highway 
have experienced another, much more down-to-earth 

application: As illustrated in the accompanying figure, 
police radar measures speed by means of the Doppler 
effect, as do the radar guns used to clock the velocity of 

a pitcher’s fastball or a tennis player’s serve. As shown in 
the illustration, the reflected radiation (blue crests) from the 

oncoming car is shifted to shorter wavelengths by an amount 
proportional to the car’s speed. Gotcha!
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In practice, it is hard to measure the Doppler shift of 
an entire blackbody curve, simply because it is spread over 
many wavelengths, making small shifts hard to determine 
with any accuracy. However, if the radiation is more nar-
rowly defined and takes up just a narrow “sliver” of the 
spectrum, then precise measurements of Doppler effect can
be made. We will see in the next chapter that in many cir-
cumstances this is precisely what does happen, making the 

The Big Question The speed of light plays a central role throughout all of physics and 
astronomy. But a nagging question that often comes up is, Can anything travel faster than light? 
Contrary to popular belief, Einstein’s theory of relativity, which we will study later, does not prohibit 
objects from traveling any faster. And there is evidence that the early universe did in fact expand faster 
than light. Yet no one knows for sure if light velocity is the ultimate speed limit in the universe, so 
experiments will continue to test this very fundamental concept.

Doppler effect one of the observational astronomer’s most 
powerful tools.

CONCEPT Check

4 Astronomers observe two stars orbiting one another. 

How might the Doppler effect be useful in determining 

the masses of the stars?
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Chapter Review
SUMMARY

1 Electromagnetic radiation 
(p.  60) travels through space 
in the form of a wave (p. 60).
A wave is characterized by its 
period (p. 61), the length 
of time taken for one complete cycle; its wavelength (p. 61),
the distance between successive wave crests; and its amplitude 
(p. 61), which measures the size of the disturbance associated 
with the wave. A wave’s frequency (p. 61) is the number of 
wave crests that pass a given point in one second.
2 Any electrically charged object 

is surrounded by an electric field
(p.  63) that determines the force the 
object exerts on other charged objects. 
When a charged particle moves, infor-
mation about its motion is transmitted 
via the particle’s changing electric and 
magnetic fields (pp. 63, 64). The 
information travels at the speed of light
(p. 64) as an electromagnetic wave. Diffraction (p. 67) and 
interference (p. 67) are properties of radiation that mark it as 
a wave phenomenon.
3 The color of visible light is simply 

a measure of its wavelength—red light 
has a longer wavelength than blue 
light. The entire electromagnetic 
spectrum (p. 65) consists of (in 
order of increasing frequency) radio 
waves, infrared radiation, visible 
light, ultraviolet radiation, X-rays,
and gamma rays (p. 60). Only radio 
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waves, some infrared wavelengths, and visible light can penetrate 
the atmosphere and reach the ground from space.
4 The temperature (p. 68) of 

an object is a measure of the speed 
with which its constituent particles 
move. The intensity of radiation 
emitted by an object has a character-
istic distribution, called a blackbody 
curve (p. 68), which depends only on the object’s temperature.
5 Wien’s law (p. 70) tells us that 

the wavelength at which the object 
radiates most of its energy is inversely 
proportional to its temperature. 
Measuring that peak wavelength tells 
us the object’s temperature. Stefan’s 
law (p. 70) states that the total 
amount of energy radiated is pro-
portional to the fourth power of the 
temperature.
6 Our perception of the 

wavelength of a beam of light 
can be altered by the source’s 
velocity relative to us. This 
motion-induced change in the 
observed frequency of a wave 
is called the Doppler effect 
(p. 73). Any net motion of the source away from the observer 
causes a redshift—a shift to lower frequencies—in the received 
beam. Motion toward the observer causes a blueshift. The extent 
of the shift is directly proportional to the source’s radial velocity 
relative to the observer.
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 For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information. 
LO connects to the introduction’s numbered Learning Outcomes.

Review and Discussion

7. LO2 Describe the way in which light leaves a star, travels 
through the vacuum of space, and finally is seen by someone 
on Earth.

8. Why is light referred to as an electromagnetic wave?
9. What do radio waves, infrared radiation, visible light, ultra-

violet radiation, X-rays, and gamma rays have in common? 
How do they differ?

10. LO3 In what parts of the electromagnetic spectrum is the 
atmosphere transparent enough for ground-based astronomy?

1. What is a wave?
2. LO1 What is the relationship between wavelength, wave 

frequency, and wave velocity?
3. What is diffraction, and how does it relate to wave motion?
4. POS What’s so special about c?
5. Name the colors that make up white light. What is it about 

these colors that causes us to perceive them differently?
6. What effect does a positive charge have on a nearby nega-

tively charged particle?
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11. LO4 What is a blackbody? What are the main characteris-
tics of the radiation it emits?

12. POS What does Wien’s law reveal about stars in the sky?
13. LO5 In terms of its blackbody curve, describe what hap-

pens as a red-hot glowing coal cools.

14. LO6 How do astronomers use the Doppler effect to deter-
mine the velocities of astronomical objects?

15. POS If Earth were completely blanketed with clouds and 
we couldn’t see the sky, could we learn about the realm be-
yond the clouds? What forms of radiation might be received?

Conceptual Self-Test: Multiple Choice

1. Compared with ultraviolet radiation, infrared radiation has 
a greater (a) wavelength; (b) amplitude; (c) frequency;
(d) energy.

2. Compared with red light, blue wavelengths of visible light 
travel (a) faster; (b) slower; (c) at the same speed.

3. An electron that collides with an atom will (a) cease to 
have an electric field; (b) produce an electromagnetic wave;
(c) change its electric charge; (d) become magnetized.

4. VIS According to Figure 3.8 (“Electromagnetic Spectrum”), 
the wavelength of green light is about the size of (a) an 
atom; (b) a bacterium; (c) a fingernail; (d) a skyscraper.

5. An X-ray telescope located in Antarctica would not work 
well because of (a) the extreme cold; (b) the ozone hole;
(c) continuous daylight; (d) Earth’s atmosphere.

6. VIS In Figure 3.11 (“Multiple Blackbody Curves”), an object 
at 1000 K emits mostly (a) infrared light; (b) red light;
(c) multiple green light; (d) blue light.

7. According to Wien’s law, the hottest stars also have (a) the 
longest peak wavelength; (b) the shortest peak wavelength;
(c) maximum emission in the infrared region of the spectrum;
(d) the largest diameters.

8. Stefan’s law says that if the Sun’s temperature were to double, 
its energy emission would (a) become half its present value;
(b) double; (c) increase four times; (d) increase 16 times.

9. A star much cooler than the Sun would appear (a) red;
(b) blue; (c) smaller; (d) larger.

10. The blackbody curve of a star moving toward Earth would have its
peak shifted (a) to a higher intensity; (b) toward higher ener-
gies; (c) toward longer wavelengths; (d) to a lower intensity.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

1.  A sound wave moving through water has a frequency of 256 
Hz and a wavelength of 5.77 m. What is the speed of the wave?

2.  What is the wavelength of a 100-MHz (“FM 100”) radio signal?
3.  Estimate the total amount of energy you radiate to your 

surroundings.
4.  Normal human body temperature is about 37°C. What is this 

temperature in kelvins? What is the peak wavelength emitted by 
a person with this temperature? In what part of the spectrum 
does this lie?

5.  The Sun has a temperature of 5800 K, and its blackbody 
emission peaks at a wavelength of approximately 500 nm. At 

what wavelength does a protostar with a temperature of 1000 K 
radiate most strongly?

6.  Two otherwise identical bodies have temperatures of 300 K 
and 1500 K, respectively. Which one radiates more energy, and 
by what factor does its emission exceed the emission of the other?

7.  At what velocity and in what direction would a spacecraft 
have to be moving for a radio station on Earth transmitting at 
100 MHz to be picked up by a radio tuned to 99.9 MHz?

8.  Radiation from the nearby star Alpha Centauri is observed 
to be reduced in wavelength (after correction for Earth’s 
orbital motion) by a factor of 0.999933. What is the recession 
velocity of Alpha Centauri relative to the Sun?

Activities

Collaborative
1. Stand near (but not too near!) a train track or busy highway 

and wait for a train or traffic to pass by. Can you notice the 
Doppler effect in the pitch of the engine noise or whistle 
blowing? How does the sound frequency depend on the 
train’s (a) speed and (b) motion toward or away from you? 
Divide your group into two. One subgroup should time the 
train’s motion and hence calculate approximately its speed. 
The other (consisting of the more musically inclined!) should 

estimate the perceived frequency change of the whistle when 
the train is moving first toward you and then away from you.

Individual
1. Locate the constellation Orion. Its two brightest stars are 

Betelgeuse and Rigel. Which is hotter? How can you tell? 
Which of the other stars scattered across the night sky are 
hot, and which are cool?
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Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Spectroscopy
The Inner WorkIngS of AToMS

4

LEFT: The beautiful visible spectrum of the star Procyon is shown here from red to 

blue, interrupted by hundreds of dark lines caused by the absorption of light in the  

hot star’s cooler atmosphere. The whole spectrum is normally 6 meters (20 feet) 

across, but in order to display it on a single page the full spectrum is cut into dozens  

of horizontal segments and stacked vertically. (NOAO/AURA)

The wave description of radiation allowed 19th-century 
astronomers to begin deciphering information reaching Earth 
from the cosmos in the form of visible and invisible light. However, 
early in the 20th century, it became clear that the wave theory of 
electromagnetic phenomena was incomplete—some aspects of 
light simply could not be explained in purely wave terms.

When radiation interacts with matter on atomic scales, it does 
so not as a continuous wave, but in a jerky, discontinuous way—in 
fact, as a particle. With this discovery, scientists quickly realized 
that atoms, too, must behave in a discontinuous way, and the 
stage was set for a scientific revolution—quantum mechanics—
that has affected virtually every area of modern life.

Learning Outcomes

Studying this chapter will enable you to

 1 Describe the characteristics of 
continuous, emission, and absorp-
tion spectra and the conditions 
under which each is produced.

 2 explain the relation between emis-
sion and absorption lines and say 
what we can learn from those lines.

 3 Specify the basic components of 
the atom and describe our modern 
conception of its structure.

 4 outline the observations that led 
scientists to conclude that light has 
particle as well as wave properties.

 5 explain how electron transitions 
within atoms produce unique 
emission and absorption features 
in the spectra of those atoms.

 6 Describe the general features of 
spectra produced by molecules.

 7 List and explain the kinds of infor-
mation that can be obtained by 
analyzing the spectra of astrono- 
mical objects.

The Big Picture Spectroscopy is an observational method 
used by astronomers, along with telescopes and theoretical 
insight, to infer the nature of matter by the way it emits and 
absorbs radiation. This powerful technique can not only reveal 
the chemical composition of distant stars, but also provide 
much information about the origin, evolution, and destiny of 
stars throughout the universe. Spectroscopy is an indispensable 
foundation of modern astrophysics.
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4.1 Spectral Lines
In Chapter 3, we saw something of how astronomers can 
analyze electromagnetic radiation received from space to 
obtain information about distant objects. A vital step in this 
process is the formation of a spectrum—a splitting of the 
incoming radiation into its component wavelengths. But in 
reality, no cosmic object emits a perfect blackbody spectrum  
like those discussed earlier.  (Sec 3.4) All spectra devi-
ate from this  idealized form—some by only a little, others 
by a lot. Far from invalidating our earlier studies, however, 
these deviations contain a wealth of detailed information 
about physical conditions within the source of the radiation. 
Because spectra are so important, let’s examine how astron-
omers obtain and interpret them.

Radiation can be analyzed with an instrument known 
as a spectroscope. In its most basic form, this device con-
sists of an opaque barrier with a slit in it (to define a beam of 
light), a prism (to split the beam into its component colors), 
and an eyepiece or screen (to allow the user to view the 
resulting spectrum). Figure 4.1 shows such an arrangement. 
The research instruments called spectrographs, or spectrom-
eters, used by professional astronomers are rather more 
complex, consisting of a telescope (to capture the radiation), 
a dispersing device (to spread the radiation out into a spec-
trum), and a detector (to record the result). Despite their 
greater sophistication, their basic operation is conceptually 
similar to the simple spectroscope shown in the figure.

In many large instruments, the prism is replaced by a 
device called a diffraction grating, consisting of a sheet of 
transparent material with numerous closely spaced parallel 
lines ruled on it. The spacing between the lines is typically a 
few microns (10−6 m), comparable to the wavelength of visible 
light. The spaces act as many tiny openings, and light is dif-
fracted as it passes through the grating (or is reflected from 
it, depending on the design of the device).  (Discovery 3-1) 
Because different wavelengths of electromagnetic radiation are 
diffracted by different amounts on encountering the grating, 

the effect is to split a beam of light into its component colors. 
You are probably more familiar with diffraction gratings than 
you think—the “rainbow” of colors seen in light reflected from 
a compact disk is the result of precisely this process.

Emission Lines
The spectra we encountered in Chapter 3 are examples of  
continuous spectra. A lightbulb, for example, emits radiation 
of all wavelengths (mostly in the visible range), with an inten-
sity distribution that is well described by the blackbody curve 
corresponding to the bulb’s temperature.  (Sec. 3.4) Viewed 
through a spectroscope, the spectrum of the light from the bulb 
would show the familiar rainbow of colors, from red to violet, 
without interruption, as presented in Figure 4.2(a).

Not all spectra are continuous, however. For instance, 
if we took a glass jar containing pure hydrogen gas and 
passed an electrical discharge through it (a little like a light-
ning bolt arcing through Earth’s atmosphere), the gas would 
begin to glow—that is, it would emit radiation. If we were 
to examine that radiation with our spectroscope, we would 
find that its spectrum consists of only a few bright lines on 
an otherwise dark background, quite unlike the continuous 
spectrum described for the incandescent lightbulb. Figure 
4.2(b) shows the experimental arrangement and its result 
schematically. (A more detailed rendering of the spectrum 
of hydrogen appears in the top panel of Figure 4.3.) Note that 
the light produced by the hydrogen in this experiment does 
not consist of all possible colors, but instead includes only 
a few narrow, well-defined emission lines—thin “slices” of 
the continuous spectrum. The black background represents 
all the wavelengths not emitted by hydrogen.

After some experimentation, we would also find that, 
although we could alter the intensity of the lines—for 
example, by changing the amount of hydrogen in the jar or 
the strength of the electrical discharge—we could not alter 
their color (in other words, their frequency or wavelength). 
The pattern of spectral emission lines shown is a property 

of the element hydrogen. Whenever we per-
form this experiment, the same char-

acteristic colors result.
By the early 19th century, 

scientists had carried out simi-
lar experiments on many different 

gases. By vaporizing solids and liquids 
in a flame, they extended their inquiries 

to include materials that are not normally 
Prism

Blue
light

Lens

Red
light

Narrow beam
of light

Opaque
barrier

Incoming
light

Light source
(hot bulb)

Lens

All red light from
slit focused here

Screen
or

detector

All blue light
focused here

◀ FigurE 4.1 Spectroscope A simple spectroscope allows 
a narrow beam of light to pass through a thin slit and then into a 

prism where the light is split into its component colors. A lens then 
focuses the light into a sharp image that is either projected onto a 

screen, as shown here, or analyzed as it strikes a detector.
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found in the gaseous state. Sometimes the pat-
tern of lines was fairly simple, and sometimes 
it was complex, but it was always unique to that 
element. Even though the origin of the lines 
was not understood, researchers quickly real-
ized that the lines provided a one-of-a-kind 
“fingerprint” of the substance under investiga-
tion. They could detect the presence of a par-
ticular atom or molecule (a group of atoms held 
together by chemical bonds—see Section 4.4) 
solely through the study of the light it emitted. 
Scientists have accumulated extensive catalogs 
of the specific wavelengths at which many dif-
ferent hot gases emit radiation. The particular 
pattern of light emitted by a gas of a given chem-
ical composition is known as the emission spec-
trum of the gas. The emission spectra of some 
common substances are shown in Figure 4.3.

▲ FigurE 4.3 Elemental Emission The emission spectra of some well-known elements. In accordance 
with the convention adopted throughout this text, frequency increases to the right. note that wavelengths 
shorter than approximately 400 nm, shown here in shades of purple, are actually in the ultraviolet part of the 
spectrum and thus invisible to the human eye. (Wabash Instrument Corp.)
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interactive FigurE 4.2 Continuous and 
Emission Spectra When passed through a 
slit and split up by a prism, light from a source of 
continuous radiation (a) gives rise to the familiar 
rainbow of colors. By contrast, the light from 

excited hydrogen gas (b) consists of a series of distinct 
bright spectral lines called emission lines. (The focusing 
lenses have been omitted for clarity—see Section 5.1.)
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Absorption Lines
When sunlight is split by a prism, at first glance it appears 
to produce a continuous spectrum. However, closer scrutiny 
with a spectroscope shows that the solar spectrum is inter-
rupted vertically by a large number of narrow dark lines, 
as shown in Figure 4.4. We now know that many of these 
lines represent wavelengths of light that have been removed 
(absorbed) by gases present either in the outer layers of the 
Sun or in Earth’s atmosphere. These gaps in the spectrum 
are called absorption lines.

The English astronomer William Wollaston first 
noticed the solar absorption lines in 1802. They were 
studied in greater detail about 10 years later by the Ger-
man physicist Joseph von Fraunhofer, who measured 
and cataloged over 600 of them. They are now referred to  

collectively as Fraunhofer lines. Although the Sun is by far 
the easiest star to study, and so has the most extensive set of 
observed absorption lines, similar lines are known to exist 
in the spectra of all stars.

At around the same time as the solar absorption lines 
were discovered, scientists found that such lines could 
also be produced in the laboratory by passing a beam of 
light from a source that produces a continuous spectrum 
through a cool gas, as shown in Figure 4.5. The scientists 
quickly observed an intriguing connection between emis-
sion and absorption lines: The absorption lines associated 
with a given gas occur at precisely the same wavelengths as 
the emission lines produced when the gas is heated.

As an example, consider the element sodium, whose 
emission spectrum appears in Figure 4.6. When heated to high 

temperatures, a sample of sodium 
vapor emits visible light strongly at 
just two wavelengths—589.6 nm and 
589.0 nm—lying in the yellow part 
of the spectrum. When a continuous 

interactive FigurE 4.5  
Absorption Spectrum (a) When  
cool gas is placed between a 
source of continuous radiation 
(such as a hot lightbulb) and a 

detector/screen, the resulting color 
spectrum is crossed by a series of dark 
absorption lines. These lines are formed 
when the intervening cool gas absorbs 
certain wavelengths (colors) from the 
original beam of light. The absorption 
lines appear at precisely the same 
wavelengths as the emission lines that 
would be produced if the gas were 
heated to high temperatures (see  
figure 4.2). (b) An everyday analogy for 
any of these line spectra is a supermarket 
bar code that uniquely determines the 
type and cost of a product.

Hot bulb

Cool gas

Slit

Prism

Screen

(a)

(b)

Absorption
lines

◀ FigurE 4.4 Solar Spectrum The Sun’s 
visible spectrum shows hundreds of  
vertical dark absorption lines superimposed 
on a bright continuous spectrum. This  
high-resolution spectrum is displayed in 
a series of 48 horizontal strips stacked 
vertically; each strip covers a small portion 
of the entire spectrum from left to right. 
The scale extends from long wavelengths 
(red) at the upper left to short wavelengths 
(blue) at the lower right. See also the 
chapter-opening spectrum on page 78. 
(AURA)
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spectrum is passed through some relatively cool sodium 
vapor, two sharp, dark absorption lines appear at precisely 
the same wavelengths. The emission and absorption spectra 
of sodium are compared in Figure 4.6, clearly showing the 
relation between emission and absorption features.

Kirchhoff’s Laws
The analysis of the ways in which matter emits and absorbs 
radiation is called spectroscopy. One early spectroscopist, 
the German physicist Gustav Kirchhoff, summarized the 
observed relationships among the three types of spectra—
continuous, emission line, and absorption line—in 1859. 
He formulated three spectroscopic rules, now known as  
Kirchhoff’s laws, governing the formation of spectra:

1. A luminous solid or liquid, or a sufficiently dense gas, 
emits light of all wavelengths and so produces a contin-
uous spectrum of radiation.

2. A low-density, hot gas emits light whose spectrum con-
sists of a series of bright emission lines that are charac-
teristic of the chemical composition of the gas.

3. A cool, thin gas absorbs certain wavelengths from a 
continuous spectrum, leaving dark absorption lines in 
their place, superimposed on the continuous spectrum. 
Once again, these lines are characteristic of the com-
position of the intervening gas—they occur at precisely 
the same wavelengths as the emission lines produced by 
that gas at higher temperatures.

Figure 4.7 illustrates Kirchhoff ’s laws and the rela-
tionship between absorption and emission lines. Viewed 
directly, the light source, a hot solid (the filament of the 
bulb), has a continuous (blackbody) spectrum. When the 
light source is viewed through a cloud of cool hydrogen gas, 
a series of dark absorption lines appear, superimposed on 
the spectrum at wavelengths characteristic of hydrogen. 
The lines appear because the light at those wavelengths is 
absorbed by the hydrogen. As we will see later in this chap-
ter, the absorbed energy is subsequently reradiated into 
space—but in all directions, not just the original direction 
of the beam. Consequently, when the cloud is viewed from 
the side against an otherwise dark background, a series of 

faint emission lines is seen. These lines contain the energy 
lost by the forward beam. If the gas was heated to incandes-
cence, it would produce stronger emission lines at precisely 
the same wavelengths.

identifying Starlight
By the late 19th century, spectroscopists had developed 
a formidable arsenal of techniques for interpreting the 
radiation received from space. Once astronomers knew 
that spectral lines were indicators of chemical composi-
tion, they set about identifying the observed lines in the 
solar spectrum. Almost all the lines in light from extra-
terrestrial sources could be attributed to known elements. 
For example, many of the Fraunhofer lines in sunlight are 
associated with the element iron, a fact first recognized 
by Kirchhoff and coworker Robert Bunsen (of Bunsen 
burner fame) in 1859. However, some unfamiliar lines 
also appeared in the solar spectrum. In 1868, astronomers 
realized that those lines must correspond to a previously 
unknown element. It was given the name helium, after the 
Greek word helios, meaning “Sun.” Not until 1895, almost 
three decades after its detection in sunlight, was helium 
discovered on Earth! (A laboratory spectrum of helium is 
included in Figure 4.3.)

Yet, for all the information that 19th-century astrono-
mers could extract from observations of stellar spectra, 
they still lacked a theory explaining how the spectra them-
selves arose. Despite their sophisticated spectroscopic 
equipment, they knew scarcely any more about the physics 
of stars than did Galileo or Newton. To understand how 
spectroscopy can be used to extract detailed information 
about astronomical objects from the light they emit, we 
must delve more deeply into the processes that produce 
line spectra.

ConCEpT Check

4 What are absorption and emission lines, and what  
do they tell us about the composition of the gas  
producing them?

interactive FigurE 4.6 
Sodium Spectrum (a) The 
characteristic emission lines of 
sodium appear as two bright lines 
in the yellow part of the spectrum. 

(b) The absorption spectrum of sodium 
shows two dark lines at exactly the same 
wavelengths as the bright lines in sodium’s 
emission spectrum.

700 600 500 400 nm

700 600 500 400 nm

(a)

(b)
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of radiation, that energy must cause some internal change. 
Similarly, if the atom emits energy, that energy must come 
from somewhere within the atom. It is reasonable (and cor-
rect) to suppose that the energy absorbed or emitted by the 
atom is associated with changes in the motion of the orbit-
ing electron.

The first theory of the atom to provide an explanation of 
hydrogen’s observed spectral lines was set forth by the Danish 
physicist Niels Bohr in 1912. Now known simply as the Bohr 
model of the atom, its essential features are as follows:

1. There is a state of lowest energy—the ground state—
which represents the “normal” condition of the electron 
as it orbits the nucleus.

2. There is a maximum energy that the electron can have 
and still be part of the atom. Once the electron acquires 
more than that maximum energy, it is no longer bound 
to the nucleus, and the atom is said to be ionized; an 
atom missing one or more of its electrons is called an ion.

3. Most important (and also least intuitive), between those 
two energy levels, the electron can exist only in certain 
sharply defined energy states, often referred to as orbitals.

This description of the atom contrasts sharply with the 
predictions of Newtonian mechanics, which would permit 
orbits with any energy, not just at certain specific values.  

  (Sec. 2.8) In the atomic realm, such discontinuous 
behavior is the norm. In the jargon of the field, the orbital 

Begin examining this �gure with
the central light source . . .

. . . and then carefully follow the beams to
each of the three different spectra.

(b)

(a)

(c)

Absorption
spectrum

Prism

Prism

PrismSlit

Gas cloud

Hot bulb

Slit

Slit

Emission
spectrum

Continuous
spectrum

▶ FigurE 4.7 Kirchhoff’s 
Laws A source of continuous 
radiation, here represented 
by a lightbulb, is used to 
illustrate kirchhoff’s laws 
of spectroscopy. (a) The 
unimpeded beam shows the 
familiar continuous spectrum of 
colors. (b) When the source is viewed 
through a cloud of hydrogen gas, a series 
of dark hydrogen absorption lines appears 
in the continuous spectrum. These lines are 
formed when the gas absorbs some of the bulb’s 
radiation and reemits it in random directions. Because 
most of the reemitted radiation does not go through 
the slit, the effect is to remove the absorbed radiation from 
the light that reaches the screen at the left. (c) When the gas is 
viewed from the side, a fainter hydrogen emission spectrum is seen, 
consisting of reemitted radiation. The absorption lines in (b) and the 
emission lines in (c) have the same wavelengths.

4.2 Atoms and Radiation
By the start of the 20th century, physicists had accumulated 
substantial evidence that light sometimes behaves in a man-
ner that cannot be explained by the wave theory. As we have 
just seen, the production of absorption and emission lines 
involves only certain very specific frequencies or wavelengths 
of light. This would not be expected if light behaved like a con-
tinuous wave and matter always obeyed the laws of Newtonian 
mechanics. Other experiments conducted around the same 
time strengthened the conclusion that the notion of radia-
tion as a wave was incomplete. It became clear that when light 
interacts with matter on very small scales, it does so not in a 
continuous way, but in a discontinuous, “stepwise” manner. 
The challenge was to find an explanation for this unexpected 
behavior. The eventual solution revolutionized our view of 
nature and now forms the foundation for all of physics and 
astronomy—indeed, for virtually all modern science.

Atomic Structure
To explain the formation of emission and absorption lines, 
we must understand not just the nature of light, but also the 
structure of atoms—the microscopic building blocks from 
which all matter is constructed. Let’s start with the sim-
plest atom of all: hydrogen. A hydrogen atom consists of an 
electron with a negative electrical charge orbiting a proton 
carrying a positive charge. The proton forms the central 
nucleus (plural: nuclei) of the atom. The hydrogen atom as a 
whole is electrically neutral. The equal and opposite charges 
of the proton and the orbiting electron produce an electrical 
attraction that binds them together within the atom.

How does this picture of the hydrogen atom relate to the 
characteristic emission and absorption lines associated with 
hydrogen gas? If an atom absorbs some energy in the form 
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Radiation as Particles
Because electrons can exist only in orbitals having specific 
energies, atoms can absorb only specific amounts of energy 
as their electrons are boosted into excited states. Likewise, 
atoms can emit only specific amounts of energy as their 
electrons fall back to lower energy states. Thus, the amount 
of light energy absorbed or emitted in these processes must 
correspond precisely to the energy difference between two 
orbitals. The atom’s quantized energy levels require that 
light be absorbed and emitted in the form of distinct “pack-
ets” of electromagnetic radiation, each carrying a specific 
amount of energy. We call these packets photons. A photon 
is, in effect, a “particle” of electromagnetic radiation.

The idea that light sometimes behaves not as a con-
tinuous wave, but as a stream of particles, was proposed by 
Albert Einstein in 1905 to explain a number of experimental 
results (especially the photoelectric effect—see Discovery 4-1) 
then puzzling physicists. Furthermore, Einstein was able to 
quantify the relationship between the two aspects of light’s 
double nature. He found that the energy carried by a photon 
had to be proportional to the frequency of the radiation:

photon energy ∝ radiation frequency.

For example, a “deep red” photon having a frequency of 4 × 
1014 Hz (or a wavelength of approximately 750 nm) has half 
the energy of a violet photon of frequency of 8 × 1014 Hz 
(wavelength = 375 nm) and 500 times the energy of an 8 × 
1011 Hz (wavelength = 375 μm) microwave photon.

The constant of proportionality in the preceding rela-
tion is now known as Planck’s constant, in honor of the Ger-
man physicist Max Planck, who determined its numerical 
value. It is always denoted by the symbol h, and the equa-
tion relating the photon energy E to the radiation frequency 
f is usually written

E = hf.

energies are said to be quantized. The rules of quantum 
mechanics, the branch of physics governing the behavior of 
atoms and subatomic particles, are far removed from every-
day experience.

In Bohr’s original model, each electron orbital was pic-
tured as having a specific radius, much like a planetary orbit 
in the solar system, as shown in Figure 4.8. However, the mod-
ern view is not so simple. Although each orbital does have a 
precise energy, the orbits are not sharply defined, as indicated 
in the figure. Rather, the electron is now envisioned as being 
smeared out in an “electron cloud” surrounding the nucleus, 
as illustrated in Figure 4.9. We cannot tell “where” the elec-
tron is—we can only speak of the probability of finding it in 
a certain location within the cloud. It is common to speak 
of the average distance from the cloud to the nucleus as the 
“radius” of the electron’s orbit. When a hydrogen atom is in its 
ground state, the radius of the orbit is about 0.05 nm (0.5 Å). 
As the orbital energy increases, the radius increases, too.

For the sake of clarity in the diagrams that follow, 
we will represent electron orbitals in this chapter as solid 
lines. (See More Precisely 4-1  for a more detailed rendition 
of hydrogen’s energy levels.) However, you should always 
bear in mind that Figure 4.9 is a more accurate depiction  
of reality.

Atoms do not always remain in their ground state. An 
atom is said to be in an excited state when an electron occupies 
an orbital at a greater-than-normal distance from its parent 
nucleus. An atom in such an excited state has a greater-than-
normal amount of energy. The excited state with the lowest 
energy (that is, the state closest in energy to the ground state) is 
called the first excited state, that with the second-lowest energy 
is the second excited state, and so on. An atom can become 
excited in one of two ways: by absorbing some energy from a 
source of electromagnetic radiation or by colliding with some 
other particle—another atom, for example. However, the elec-
tron cannot stay in a higher orbital forever; the ground state 
is the only level where it can remain indefinitely. After about 
10−8 s, an excited atom returns to its ground state.

▲ FigurE 4.9 Modern Atom The modern interpretation of the 
hydrogen atom visualizes the electron as a “cloud” surrounding the 
nucleus. The same two energy states are shown as in figure 4.8.

▲ FigurE 4.8 Classical Atom An early-20th-century conception of 
the hydrogen atom—the Bohr model—pictured its electron orbiting the  
central proton in a well-defined orbit, much like a planet orbiting  
the Sun. Two electron orbitals of different energies are shown: (a) the 
ground state and (b) an excited state.

ProtonProton

(b) Excited state(a) Ground state

Electron
Electron

(b) Excited state(a) Ground state
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The Hydrogen Atom
By observing the emission spectrum of hydrogen and using the 
connection between photon energy and color first suggested by 
Einstein (Section 4.2), Niels Bohr determined early in the 20th 
century what the energy differences between the various energy 
levels must be. Using that information, he was then able to infer 
the actual energies of the excited states of hydrogen.

A unit of energy often used in atomic physics is the electron 
volt (eV). (The name actually has a rather technical definition: 
the amount of energy gained by an electron when it accelerates 
through an electric potential of 1 volt. For our purposes, however, 
it is just a convenient quantity of energy.) One electron volt (1 eV) 
is equal to 1.60 * 10-19 J (joule)—roughly half the energy car-
ried by a single photon of red light. The minimum amount of  
energy needed to ionize hydrogen from its ground state is 13.6 
eV. Bohr numbered the energy levels of hydrogen, with level 1 the 
ground state, level 2 the first excited state, and so on. He found 
that, by assigning zero energy to the ground state, the energy of 
any state (the n-th, say) could then be written as follows:

En = 13.6 a1 -
1
n2 b  eV.

Thus, the ground state (n 5 1) has energy E1 5 0 eV, the first excited  
state (n 5 2) has energy E2 5 13.6 3 (1 2 1/4) eV 5 10.2 eV, the 
second excited state has energy E3 5 13.6 3 (1 2 1/9) eV 5 12.1 eV,  
and so on. There are infinitely many excited states between the 
ground state and the energy at which the atom is ionized, crowd-
ing closer and closer together as n increases and En approaches 
13.6 eV.

ExAMpLE Using Bohr’s formula for the energy of each electron 
orbital, we can reverse his reasoning and calculate the energy  
associated with a transition between any two given states. To 
boost an electron from the first excited state to the second, an 
atom must be supplied with E3 2 E2 5 12.1 eV 2 10.2 eV 5 1.9 eV  
of energy, or 3.0 × 10−19 J. Now, from the formula E = hf pre-
sented in the text, we find that this energy corresponds to a pho-
ton with a frequency of 4.6 3 1014 Hz, having a wavelength of 
656 nm, and lying in the red portion of the spectrum. (A more 
precise calculation gives the value 656.3 nm reported in the text.)

The accompanying diagram summarizes the structure  
of the hydrogen atom. The increasing energy levels are  
depicted as a series of circles of increasing radius. The elec-
tronic transitions between these levels (indicated by arrows) 
are conventionally grouped into families, named after their 
discoverers, that define the terminology used to identify 
specific spectral lines. (Note that the spacings of the energy 
levels are not drawn to scale here to provide room for all labels 
on the diagram. In reality, the circles should become more and 
more closely spaced as we move outward.)

Transitions starting from or ending at the ground 
state (level 1) form the Lyman series, named after American 

More PreCISeLy 4-1
spectroscopist Theodore Lyman, who discovered these lines in 
1914. The first is Lyman alpha (Lyα), corresponding to the tran-
sition between the first excited state (level 2) and the ground 
state. The energy difference is 10.2 eV, and the Lyα photon has 
a wavelength of 121.6 nm (1216 Å). The Lyβ (beta) transition, 
between level 3 (the second excited state) and the ground state, 
corresponds to an energy change of 12.10 eV and a photon of 
wavelength 102.6 nm (1026 Å). Lyγ (gamma) corresponds to a 
jump from level 4 to level 1, and so on. All Lyman-series ener-
gies lie in the ultraviolet region of the spectrum.

The next series of lines, the Balmer series, involves transitions 
down to (or up from) level 2, the first excited state. The series is 
named after the Swiss mathematician Johann Balmer, who didn’t 
discover these lines (they were well known to spectroscopists early 
in the 19th century), but who published a mathematical formula 
for their wavelengths in 1885. All the Balmer series lines lie in or 
close to the visible portion of the electromagnetic spectrum.

Because they form the most easily observable part of the  
hydrogen spectrum and were the first to be discovered, the 
Balmer lines are often referred to simply as the Hydrogen series, 
denoted by the letter H. As with the Lyman series, the individual 
transitions are labeled with Greek letters. An Hα photon (level 3 to 
level 2) has a wavelength of 656.3 nm, in the red part of the visible 
spectrum; Hβ (level 4 to level 2) has a wavelength of 486.1 nm  
(green); Hγ (level 5 to level 2) has a wavelength of 434.1 nm 
(blue); and so on. We will use these designations (especially Hα 
and Hβ) frequently in later chapters. The most energetic Balmer 
series photons have energies that place them just beyond the blue 
end of the visible spectrum, in the near ultraviolet.

Ionization 

n = ∞

Third excited state 

n = 4 

Second excited state 

n = 3 

First excited state 
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A few of the transitions making up the Lyman and Balmer 
(Hydrogen) series are marked on the figure. There are infinitely 
many other families of lines, all lying in the infrared and radio 
regions of the spectrum, but astronomically, the Lyman and 
Balmer sequences are the most important.
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ultraviolet to radio; we focus here on just a few of those lines. 
The energy levels and spectrum of hydrogen are discussed 
in more detail in More Precisely 4-1.

Figure 4.10 illustrates schematically the absorption 
and emission of photons by a hydrogen atom. Figure 4.10(a) 
shows the atom absorbing a photon and making a transi-
tion from the ground state to the first excited state. It then 
emits a photon of precisely the same energy and drops back 
to the ground state. The energy difference between the two 
states corresponds to an ultraviolet photon of wavelength 
121.6 nm (1216 Å).

Absorption may also boost an electron into an excited 
state higher than the first excited state. Figure 4.10(b) depicts 
the absorption of a more energetic (higher frequency, shorter 
wavelength) ultraviolet photon, one with a wavelength of 
102.6 nm (1026 Å). The absorption of this photon causes the 
atom to jump to the second excited state. As before, the atom 
returns rapidly to the ground state, but this time, because 
there are two states lying below the excited state, the atom 
can do so in one of two possible ways:

1. It can proceed directly back to the ground state, in the 
process emitting an ultraviolet photon identical to the 
one that excited the atom in the first place.

2. Alternatively, the electron can cascade down, one orbital 
at a time. If this occurs, the atom will emit two photons: 
one with an energy equal to the difference between the 
second and first excited states and the other with an 
energy equal to the difference between the first excited 
state and the ground state.

Either possibility can occur, with roughly equal probability. 
The second step of the cascade process produces a 121.6-nm  
ultraviolet photon, just as in Figure 4.10(a). However, the first 
transition—the one from the second to the first excited state—
produces a photon with a wavelength of 656.3 nm (6563 Å),  
which is in the visible part of the spectrum. This photon is 
seen as red light. An individual atom—if one could be iso-
lated—would emit a momentary red flash. This is the origin 
of the red line in the hydrogen spectrum shown in Figure 4.3.

The absorption of additional energy can boost the elec-
tron to even higher orbitals within the atom. As the excited 
electron cascades back down to the ground state, the atom 
may emit many photons, each with a different energy and 
hence a different wavelength, and the resulting spectrum 
shows many spectral lines. In a sample of heated hydrogen 
gas, at any instant atomic collisions ensure that atoms are 
found in many different excited states. The complete emis-
sion spectrum therefore consists of wavelengths corre-
sponding to all possible transitions between those states and 
states of lower energy.

In the case of hydrogen, all transitions ending at 
the ground state produce ultraviolet photons. However, 
downward transitions ending at the first excited state give 
rise to spectral lines in or near the visible portion of the 

Like the gravitational constant G and the speed of light, c, 
Planck’s constant is one of the fundamental physical constants 
of the universe.

In SI units, the value of Planck’s constant is a very small 
number: h = 6.63 × 10−34 joule seconds (J · s). Consequently, 
the energy of a single photon is tiny. Even a very high  
frequency gamma ray (the most energetic type of electromag-
netic radiation) with a frequency of 1022 Hz has an energy of 
just (6.63 * 10-34) * 1022 ≈ 7 * 10-12 J—about the same 
energy carried by a flying gnat. Nevertheless, this energy is 
more than enough to damage a living cell. The basic reason 
that gamma rays are so much more dangerous to life than 
visible light is that each gamma-ray photon typically carries 
millions, if not billions, of times more energy than a photon 
of visible radiation.

The equivalence between the energy and frequency (or 
inverse wavelength) of a photon completes the connection 
between atomic structure and atomic spectra. Atoms absorb 
and emit radiation at characteristic wavelengths determined 
by their own particular internal structure. Because this struc-
ture is unique to each element, the colors of the absorbed and 
emitted photons—that is, the spectral lines we observe—are 
characteristic of that element and only that element. The spec-
trum we see is thus a unique identifier of the atom involved.

Many people find it confusing that light can behave in 
two such different ways. To be truthful, modern physicists 
don’t yet fully understand why nature displays this wave–
particle duality. Nevertheless, there is irrefutable experimental 
evidence for both of these aspects of radiation. Environmental 
conditions ultimately determine which description—wave or 
stream of particles—better fits the behavior of electromagnetic 
radiation in a particular instance. As a general rule of thumb, 
in the macroscopic realm of everyday experience, radiation is 
more usefully described as a wave, whereas in the microscopic 
domain of atoms, it is best characterized as a series of particles.

proCESS oF SCiEnCE Check

4 describe the scientific reasoning leading to the 
conclusion that light behaves both as a wave and a 
particle.

4.3 formation of Spectral Lines
With quantum mechanics as our guide to the internal struc-
ture of atoms, we can now explain quantitatively the spectral 
lines we see. Let’s start with hydrogen, the simplest element, 
then move on to more complex systems.

The Spectrum of Hydrogen
The full spectrum of hydrogen consists of many lines, 
spread across much of the electromagnetic spectrum, from 
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DISCoVery 4-1

The photoelectric Effect
Einstein developed his breakthrough insight into the nature 
of radiation partly as a means of explaining a puzzling experi-
mental result known as the photoelectric effect. This effect 
can be demonstrated by shining a beam of light on a metal 
surface (as shown in the accompanying figure). When high-
frequency ultraviolet light is used, bursts of electrons are dis-
lodged from the surface by the beam, much as when one billiard 
ball hits another, knocking it off the table. However, the speed 
with which the particles are ejected from the metal is found to  
depend only on the color of the light, and not on its intensity. 
For lower-frequency light—blue, say—an electron detector still 
records bursts of electrons, but now their speeds, and hence 
their energies, are less. For even lower frequencies—red or infra-
red light—no electrons are kicked out of the metal surface at all.

These results are difficult to reconcile with a wave model of 
light, which would predict that the energies of the ejected elec-
trons should increase steadily with increasing intensity at any fre-
quency. Instead, the detector shows an abrupt cutoff in ejected 
electrons as the frequency of the incoming radiation drops below 
a certain level. Einstein realized 
that the only way to explain the 
cutoff, and the increase in electron 
speed with frequency above the 
cutoff, was to envision radiation 
as traveling as “bullets,” or parti-
cles, or photons. Furthermore, to 
account for the experimental find-
ings, the energy of any photon had 
to be proportional to the frequency 
of the radiation. Low-frequency, 
long-wavelength photons carry less 
energy than high-frequency, short-
wavelength ones.

If we also suppose that some 
minimum amount of energy is 
needed just to “unglue” the elec-
trons from the metal, then we can 
see why no electrons are emitted 
below some critical frequency: The 
photons associated with red light 

in the diagram just don’t carry enough energy. Above the criti-
cal frequency, photons do have enough energy to dislodge the 
electrons. Moreover, any energy they possess above the neces-
sary minimum is imparted to the electrons as kinetic energy, 
the energy of motion. Thus, as the frequency of the radiation 
increases, so, too, does the photon’s energy and hence the speed 
of the electrons that they liberate from the metal.

The realization and acceptance of the fact that light can 
behave both as a wave and as a particle is another example of the 
scientific method at work. Despite the enormous success of the 
wave theory of radiation in the 19th century, the experimental 
evidence led 20th-century scientists to the inevitable conclusion 
that the theory was incomplete—it had to be modified to allow 
for the fact that light sometimes acts like a particle. Although 
Einstein is perhaps best known today for his theories of relativ-
ity, in fact his 1919 Nobel prize was for his work on the photo-
electric effect. In addition to bringing about the birth of a whole 
new branch of physics—the field of quantum mechanics— 
Einstein’s explanation of the photoelectric effect radically changed 
the way physicists view light and all other forms of radiation.
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electromagnetic spectrum (Figure 4.3; More Precisely 4-1). 
Other transitions ending in higher states generally give rise 
to infrared and radio spectral lines.

The inset in Figure 4.10 shows an astronomical object 
whose red coloration is the result of precisely the process men-
tioned in step 2 on p. 87. As ultraviolet photons from a young, 
hot star pass through the surrounding cool hydrogen gas out 
of which the star recently formed, some photons are absorbed 
by the gas, boosting its atoms into excited states or ionizing 

them completely. The 656.3-nm red glow characteristic of 
excited hydrogen gas results as the atoms cascade back to their 
ground states. The phenomenon is called fluorescence.

Kirchhoff’s Laws Explained
Let’s reconsider our earlier discussion of emission and 
absorption lines in terms of the model just presented. 
In Figure 4.7, a beam of continuous radiation shines 
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Most of these reemitted photons leave at angles that do not 
take them through the slit and onto our detector. A second 
detector looking at the cloud from the side would record the 
reemitted energy as an emission spectrum, as illustrated 
in Figure 4.7(c). An astronomical example is the emission 
nebula shown in the inset to Figure 4.10. Like the absorp-
tion spectrum, the emission spectrum is characteristic of 
the gas, not of the original beam. The type of spectrum we 
see depends on our chance location with respect to both the 
source and the intervening cloud.

Figure 4.7(a) shows a continuous spectrum, in which 
emitted photons escape from the bulb without further inter-
action with matter. Actually, the situation in a dense source 
of radiation (a thick gas cloud or in a liquid or solid body) 
is more complex. There, a photon is likely to interact with 

through a cloud of hydrogen gas. The beam contains 
photons of all energies, but most don’t interact with 
the gas—the gas can absorb only those photons having 
just the right energy to cause a change in an electron’s 
orbit from one state to another. All other photons in the 
beam—with energies that cannot produce a transition—
do not interact with the gas at all, but pass through it 
unhindered. Photons having the right energies are 
absorbed, excite the gas, and are removed from the beam. 
This is the cause of the dark absorption lines in the 
spectrum of Figure 4.7(b). The lines are direct indicators 
of the energy differences between orbitals in the atoms 
making up the gas.

The excited atoms rapidly return to their original 
states, each emitting one or more photons in the process. 

This is a
complex—
but important—
diagram.

Start in part (a) and examine the
changes while following the red
arrows from left to right.

Do the same for part (b), noting that
as the atom becomes more excited,
it has optional paths back to the 
ground state.
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This emission nebula glows 
red because it’s made mostly 
of hydrogen that emits in the 

red part of the spectrum at 
656.3-nm wavelength.

interactive FigurE 4.10 Atomic Excitation (a) Absorption of an ultraviolet (UV) photon (left) by a 
hydrogen atom causes the momentary excitation of the atom into its first excited state (center). After about 
10−8 s, the atom returns to its ground state (right), in the process emitting a photon having exactly the same 
energy as the original photon. (b) Absorption of a higher-energy UV photon may boost the atom into a higher 

excited state, from which there are several possible paths back to the ground state. At the top, the electron falls 
immediately back to the ground state, emitting a photon identical to the one it absorbed. At the bottom, the electron 
initially falls into the first excited state, producing visible radiation of wavelength 656.3 nm—the characteristic (ha) red 
glow of excited hydrogen. (That’s why many nebulae, like the one in the inset, glow red.) Subsequently, the atom emits 
another photon (having the same energy as in part (a) as it falls back to the ground state. (Inset: NASA)
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neutral iron. Each new level of ionization introduces a whole 
new set of spectral lines. Besides iron, many other elements, 
also in different stages of excitation and ionization, absorb 
photons at visible wavelengths. When we observe the entire 
Sun, all these atoms and ions absorb simultaneously, yielding 
the rich spectrum we see.

The power of spectroscopy is most apparent when a 
cloud contains many different gases mixed together, because 
it enables us to study one kind of atom or ion to the exclu-
sion of all others simply by focusing on specific wavelengths 
of radiation. By identifying the superimposed absorption 
and emission spectra of many different atoms, we can deter-
mine the cloud’s composition (and much more—see Section 
4.4). Figure 4.12 shows an actual spectrum observed from a 
real cosmic object. As in Figure 4.10, the characteristic red 
glow of this emission nebula comes from the Hα transition in 
hydrogen, the nebula’s main constituent.

Spectral lines occur throughout the entire electromag-
netic spectrum. Usually, electron transitions among the 
lowest orbitals of the lightest elements, such as hydrogen 
and helium, produce visible and ultraviolet spectral lines. 
Transitions among very highly excited states of hydrogen 
and other elements can produce spectral lines in the infra-
red and radio parts of the electromagnetic spectrum. Con-
ditions on Earth make it all but impossible to detect these 
radio and infrared features in the laboratory, but they are 
routinely observed by radio and infrared telescopes (see 
Chapter 5) in radiation coming from space. Electron transi-
tions among lower energy levels in heavier, more complex 
elements produce X-ray spectral lines, which have been 
observed in the laboratory. Some have also been observed 
in stars and other cosmic objects.

ConCEpT Check

4 How does the structure of an atom determine the 
atom’s emission and absorption spectra?

atoms, free electrons, and ions in the body many times 
before finally escaping, exchanging some energy with the 
matter at each encounter. The net result is that the emitted 
radiation displays a continuous spectrum, in accordance 
with Kirchhoff ’s first law. The spectrum is approximately 
that of a blackbody with the same temperature as the source.

More Complex Spectra
All hydrogen atoms have basically the same structure—a 
single electron orbiting a single proton—but, of course, there 
are many other kinds of atoms, each kind having a unique 
internal structure. The number of protons in the nucleus of 
an atom determines the element that it represents. Just as all 
hydrogen atoms have a single proton, all oxygen atoms have 
8 protons, all iron atoms have 26 protons, and so on.

The next simplest element after hydrogen is helium. 
The central nucleus of the most common form of helium is 
made up of two protons and two neutrons (another kind of 
elementary particle having a mass slightly larger than that of 
a proton, but having no electrical charge). Two electrons orbit 
this nucleus. As with hydrogen and all other atoms, the “nor-
mal” condition for helium is to be electrically neutral, with 
the negative charge of the orbiting electrons exactly cance-
ling the positive charge of the nucleus (Figure 4.11a).

More complex atoms contain more protons (and neu-
trons) in the nucleus and have correspondingly more orbiting 
electrons. For example, an atom of carbon, shown in Figure 
4.11(b), consists of six electrons orbiting a nucleus containing 
six protons and six neutrons. As we progress to heavier and 
heavier elements, the number of orbiting electrons increases, 
and the number of possible electron transitions rises rapidly. 
The result is that very complicated spectra can be produced. 
The complexity of atomic spectra generally reflects the com-
plexity of the atoms themselves. A good example is the ele-
ment iron, which contributes nearly 800 of the Fraunhofer 
absorption lines seen in the solar spectrum (Figure 4.4).

Atoms of a single element such as iron can yield many 
lines for two main reasons. First, the 26 electrons of a normal 
iron atom can make an enormous number of differ-
ent transitions among available energy levels. Second, 
many iron atoms are ionized, with some of their 26 
electrons stripped away. The removal of electrons alters 
an atom’s electromagnetic structure, and the energy 
levels of ionized iron are quite different from those of 

▶ FigurE 4.11 Helium and Carbon (a) A helium atom 
in its ground state has two electrons within its lowest-energy 
orbital, around a nucleus containing two protons and two 
neutrons. (b) A carbon atom in its ground state has six 
electrons orbiting around a six-proton, six-neutron nucleus—
two of the electrons in an inner orbital and the other four at a 
greater distance from the center.

Nucleus
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Remember, the clean orbitals shown here and in other atomic diagrams are really more like fuzzy
“clouds” of electron energy levels, as shown in Figure 4.9.
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identify and study one kind of molecule to the exclusion of 
all others. As a rule of thumb,

•	 electron transitions within molecules produce visible and 
ultraviolet spectral lines (the largest energy changes).

•	 changes	in	molecular	vibration produce infrared spectral 
lines.

•	 changes	 in	 molecular	 rotation produce spectral lines 
in the radio part of the electromagnetic spectrum (the 
smallest energy changes).

Molecular lines usually bear little resemblance to the 
spectral lines associated with their component atoms. For 
example, Figure 4.14(a) shows the emission spectrum of the 
simplest molecule known: molecular hydrogen. Notice how 
different it is from the spectrum of atomic hydrogen shown 
in part (b) of the figure.

4.4 Molecules
A molecule is a tightly bound group of atoms held together 
by interactions among their orbiting electrons—interactions 
that we call chemical bonds. Much like atoms, molecules can 
exist only in certain well-defined energy states, and again 
like atoms, molecules produce characteristic emission or 
absorption spectral lines when they make a transition from 
one state to another. Because molecules are more complex 
than individual atoms, the rules of molecular physics are 
also more complex. Nevertheless, as with atomic spectral 
lines, painstaking experimental work over many decades has 
determined the precise frequencies (or wavelengths) at which 
millions of molecules emit and absorb radiation.

In addition to the lines resulting from electron transi-
tions, molecular lines result from two other kinds of change 
not possible in atoms: Molecules can rotate, and they can 
vibrate. Figure 4.13 illustrates these basic molecular motions. 
Molecules rotate and vibrate in specific ways. Just as with 
atomic states, only certain spins and vibrations are allowed 
by the rules of molecular physics. When a molecule changes 
its rotational or vibrational state, a photon is emitted or 
absorbed. Spectral lines characteristic of the specific kind of 
molecule result. Like their atomic counterparts, these lines 
are unique molecular fingerprints, enabling researchers to 

▲ FigurE 4.12 Emission nebula The visible spectrum of hot 
gases in the omega nebula (M17). (The word nebula means “gas 
cloud”—one of many places in our galaxy where new stars are 
forming today.) Shining by the light of several very hot stars, the gas 
in the nebula produces a complex spectrum of bright and dark lines 
(bottom). That same spectrum can also be displayed, as shown here, 
as a white graph of intensity versus frequency, spanning the spectrum 
from red to blue. (Adapted from ESO)
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▲ FigurE 4.13 Molecular Emission Molecules can change in 
three ways while emitting or absorbing electromagnetic radiation. The 
colors and wavelengths of the emitted photons represent the relative 
energies involved. Sketched here is the molecule carbon monoxide (Co) 
undergoing (a) a change in which an electron in the outermost orbital 
of the oxygen atom drops to a lower energy state (emitting a photon of 
shortest wavelength, in the visible or ultraviolet range), (b) a change in 
vibrational state (of intermediate wavelength, in the infrared), and (c) a 
change in rotational state (of longest wavelength, in the radio range).
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of line also depends critically on the temperature of the gas 
containing the atoms, because temperature determines how 
many atoms at any instant are in the right orbital to undergo 
any particular transition. Simply put, at low temperatures, 
only low-lying energy states tend to be populated, and tran-
sitions into and out of those states dominate the spectrum. 
At higher temperatures, more atoms are in excited states, and 
some may be ionized, radically changing the character of the 
possible transitions and hence the spectrum we see.

Spectroscopists have developed mathematical formulas 
that relate the number of emitted or absorbed photons to the 
energy levels of the atoms involved and the temperature of 
the gas. Once an object’s spectrum is measured, astronomers 
can interpret it by matching the observed intensities of the 
spectral lines with those predicted by the formulas. In this 
way, astronomers can refine their measurements of both the 
composition and the temperature of the gas producing the 
lines. These temperature measurements are generally much 
more accurate than crude estimates based on the radiation 
laws and the assumption of blackbody emission.  (Sec. 
3.4) In Chapter 17, we will see how these ideas are put to use 
in the classification and interpretation of stellar spectra.

Measurement of Radial Velocity
The Doppler effect—the apparent shift in the frequency 
of a wave due to the motion of the source relative to the 
observer—is a classical phenomenon common to all 
waves.  (Sec. 3.5) However, by far its most important 
astronomical application comes when it is combined with 
observations of atomic and molecular spectral lines.

The spectra of many atoms, ions, and molecules are well 
known from laboratory measurements. Often, however, a 
familiar pattern of lines appears, but the lines are displaced 
from their usual locations. In other words, as illustrated 
in Figure 4.15, a set of spectral lines may be recognized as 
belonging to a particular element, except that the lines are 
all offset—blueshifted or redshifted—by the same fractional 
amount from their normal wavelengths. These shifts are due 

▲ FigurE 4.14 Hydrogen Spectra The emission spectrum of molecular hydrogen (a) differs greatly from that of 
simpler atomic hydrogen (b). (Bausch & Lomb, Inc.)

The spectrum above is for molecular hydrogen, H2 c
cthe much simpler one below is for atomic hydrogen, H.

650 600 550 500 450

Wavelength (nm)

400 350

(a)

(b)

ConCEpT Check

4 What kinds of internal changes within a molecule can 
cause radiation to be emitted or absorbed?

4.5 Spectral-Line Analysis
Astronomers apply the laws of spectroscopy in analyzing 
radiation from beyond Earth. A nearby star or a distant gal-
axy takes the place of the lightbulb in our previous examples. 
An interstellar cloud or a stellar (or even planetary) atmos-
phere plays the role of the intervening cool gas, and a spec-
trograph attached to a telescope replaces our simple prism 
and detector. We began our study of electromagnetic radia-
tion by stating that virtually all we know about planets, stars, 
and galaxies is gleaned from studies of the light we receive 
from them, and we have presented some of the ways in which 
that knowledge is obtained. Here, we describe a few of the 
ways in which the properties of emitters and absorbers can 
be determined by careful analysis of radiation received on (or 
near) Earth. We will encounter other important examples as 
our study of the cosmos unfolds.

A Spectroscopic Thermometer
In the hot interior of a star, atoms are fully ionized. Elec-
trons travel freely through the gas, unbound to any nucleus, 
and the spectrum of radiation is continuous. However, near 
the relatively cool stellar surface, some atoms retain a few, 
or even most, of their orbital electrons. As noted earlier, 
astronomers can determine the star’s chemical composition 
by matching the spectral lines they see with the laboratory 
spectra of known atoms, ions, and molecules.

The strength of a spectral line (brightness or dark-
ness, depending on whether the line is seen in emission or 
absorption) depends on the number of atoms giving rise to 
it. The more atoms there are to emit or absorb photons of the 
appropriate frequency, the stronger the line. But the strength 



SeCTIon 4.5 Spectral-Line Analysis 93

either side. Earlier, we stressed that photons are emitted and 
absorbed at very precise energies, or frequencies. Why, then, 
aren’t spectral lines extremely narrow, occurring only at spe-
cific wavelengths? This line broadening is not the result of 
some inadequacy of our experimental apparatus; rather, it is 
caused by the environment in which the emission or absorp-
tion occurs—the physical state of the gas or star in which the 
line is formed. For definiteness, we have drawn Figure 4.16 
and subsequent figures to refer to emission lines, but realize 
that the ideas apply equally well to absorption features.

Several processes can broaden spectral lines. The most 
important involve the Doppler effect. Imagine a hot cloud of 
gas containing individual atoms in random thermal motion 
in every possible direction, as illustrated in Figure 4.17(a). 
If an atom happens to be moving away from us as it emits 

to the Doppler effect, and they allow astronomers to measure 
how fast the source of the radiation is moving along the line 
of sight from the observer (the radial velocity of the source).

For example, in Figure 4.15, the 486.1-nm Hβ line of 
hydrogen in the spectrum of a distant galaxy is received on 
Earth at a wavelength of 485.1 nm—blueshifted to a slightly 
shorter wavelength. (Remember, we know that it is the Hβ 
line because all the hydrogen lines are observed to have the 
same fractional shift—the characteristic line pattern identi-
fies the spectrum as that of hydrogen.) We can compute the 
galaxy’s line-of-sight velocity relative to Earth by using the 
Doppler equation presented in Section 3.5. The calculation is 
essentially the same as that presented in More Precisely 3-3:  
The change in wavelength (apparent minus true) is 485.1 nm –  
486.1 nm = −1.0 nm (the negative sign simply indicating 
that the wavelength has decreased). It then follows that the  
recession velocity is

-1.0 nm
486.1 nm

* c = -620 km>s.

In other words, the galaxy is approaching us (this is the 
meaning of the negative sign) at a speed of 620 km/s.

This book will have a lot to say about the motions of 
planets, stars, and galaxies throughout the universe. Just bear 
in mind that almost all of that information is derived from 
telescopic observations of Doppler-shifted spectral lines in 
many different parts of the electromagnetic spectrum.

Line Broadening
The structure of the lines themselves reveals still more infor-
mation. At first glance the emission lines shown earlier may 
seem uniformly bright, but more careful study shows that 
this is in fact not the case. As illustrated in Figure 4.16, the 
brightness of a line is greatest at the center and falls off toward 

The middle
spectrum is
unshifted for
an object at
rest.

These are realistic spectra
emitted by objects moving
at different speeds.
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▲ FigurE 4.16 Line profile By tracing the changing brightness 
across a typical emission line (a) and expanding the scale, we obtain a 
graph of the line’s intensity versus its frequency (b).
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interactive FigurE 4.15 Doppler Shift The Doppler effect shifts the entire spectrum of a moving object 
to higher or lower frequencies. The spectrum at top shows the redshift of the hydrogen lines from an object 
moving at a speed of 300 km/s away from the observer. The amount of the shift (0.1 percent here) tells us the 
object’s recession velocity—0.001 c. The spectrum at bottom shows the blueshift of the same set of lines from 

an object approaching us at 600 km/s. The shift is twice as large (0.2 percent), because the speed has doubled, and in 
the opposite sense because the direction has reversed.
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a photon, that photon is redshifted by the 
Doppler effect—we do not record it at the 
precise wavelength predicted by atomic 
physics, but rather at a slightly longer 
wavelength. The extent of this redshift is 
proportional to the atom’s instantaneous 
velocity away from the detector. Similarly, if 
the atom is moving toward us at the instant 
of emission, its light is blueshifted. In short, 
because of thermal motion within the gas, 
emission and absorption lines are observed 
at frequencies slightly different from those 
we would expect if all atoms in the cloud 
were motionless.

Most atoms in a typical cloud have 
small thermal velocities, so in most cases 
the line is Doppler shifted just a little. Only 
a few atoms have large shifts. As a result, 
the center of a spectral line is much more 
pronounced than its “wings,” produc-
ing a bell-shaped spectral feature like that 
shown in Figure 4.17(b). Thus, even if all 
atoms emitted and absorbed photons at 
only one precise wavelength, the effect of 

their thermal motion would be to smear the line out over 
a range of wavelengths. The hotter the gas, the larger the 
spread of Doppler motions and the greater the width of the 
line.  (More Precisely 3-1) By measuring a line’s width, 
astronomers can estimate the average speed of the particles 
and hence the temperature of the gas producing it.

Other processes, such as rotation and turbulence, can 
produce similar effects. Consider an astronomical object 
(a star or a gas cloud) that is spinning about some axis 
as sketched in Figure 4.18 or that has some other inter-
nal motion, such as turbulent eddies or vortices on many 
scales. Photons emitted from regions that happen to be 
moving toward us are blueshifted by the Doppler effect; 
photons emitted from regions moving away from us are 
redshifted. Often the object under study is so small or far 
away that our equipment cannot distinguish, or resolve, 
different parts from one another—all the emitted light is 
blended together in our detector. In that case, the result 
is a net broadening of the observed spectral lines. The 
more rapid the internal motion, the more broadening we 
see. Note that this broadening has nothing to do with the 
temperature of the gas producing the lines and is generally 
superimposed on the thermal broadening just discussed.

Still other broadening mechanisms do not depend on 
the Doppler effect at all. For example, if electrons are mov-
ing between orbitals while their parent atom is colliding 
with another atom, the energy of the emitted or absorbed 
photons changes slightly, blurring the spectral lines. This 
mechanism, which occurs most often in dense gases where 

Large
redshift

Frequency

(b)

In
te

ns
ity

Large
blueshift

Blueshift

No shift

Blueshift

Blueshift Blueshift

Redshift

Redshift
Redshift

(a)

Observer

Line center
(“natural” frequency)

Along any line of sight, we see
many emitting atoms—some

coming, some going—that 
cause spectral lines

to broaden.

▲ FigurE 4.17 Thermal Broadening Atoms moving randomly 
(a) produce broadened spectral lines (b) as their individual redshifted 
and blueshifted emission lines merge in our detector. The hotter 
the gas, the greater is the degree of thermal broadening.

▲ FigurE 4.18 rotational Broadening rotation of a star can cause spectral line 
broadening. Since most stars are unresolved—that is, they are so distant that we cannot 
distinguish one part of the star from another—light rays from all parts of the star merge to 
produce broadened lines.
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as discussed earlier), then we can calculate how much of the 
broadening is due to thermal motion and therefore how much 
is due to the other mechanisms just described. In addition, it 
is often possible to distinguish between the various broaden-
ing mechanisms by studying the detailed shapes of the lines.

The challenge facing astronomers is to decode spectral-
line profiles to obtain meaningful information about the 
sources of the lines. In the next chapter, we will discuss 
some of the means by which astronomers obtain the raw 
data they need in their quest to understand the cosmos.

ConCEpT Check

4 Why is it so important for astronomers to analyze 
spectral lines in detail?

collisions are most frequent, is usually referred to as colli-
sional broadening. The amount of broadening increases as 
the density of the emitting or absorbing gas rises.

Finally, magnetic fields can also broaden spectral lines 
by a process called the Zeeman effect. The electrons and 
nuclei within atoms behave as tiny spinning magnets, 
and the basic emission and absorption rules of atomic 
physics change slightly whenever atoms are immersed in 
a magnetic field, as is the case in many stars to greater or 
lesser extents. The result is a slight splitting of a spectral 
line, which then blurs into an overall line broadening. 
Generally, the stronger the magnetic field, the more 
pronounced is the broadening.

The Message of Starlight
Given sufficiently sensitive equipment, there is almost no 
end to the wealth of data that can be obtained from star-
light. Table 4.1 lists some basic measurable properties of 
an incoming beam of radiation and indicates what sort of 
information can be obtained from them.

It is important to realize, however, that deciphering 
the extent to which each of the factors just described influ-
ences a spectrum can be a very difficult task. Typically, the 
spectra of many elements are superimposed on one another, 
and often several competing physical effects are occurring 
simultaneously, each modifying the spectrum in its own way. 
Further analysis is generally required to disentangle them. 
For example, if we know the temperature of the emitting gas 
(perhaps by comparing intensities of different spectral lines, 

TABLE 4.1  Spectral information derived  

from Starlight

observed Spectral  
Characteristic

information provided

Peak frequency or wavelength 
(continuous spectra only)

Temperature (Wien’s law)

Lines present Composition, temperature
Line intensities Composition, temperature
Line width Temperature, turbulence,  

rotation speed, density,  
magnetic field

Doppler shift Line-of-sight velocity

1  A spectroscope (p. 80) is a device 
for splitting a beam of radiation into 
its component frequencies for detailed 
study. Many hot objects emit a continu-
ous spectrum (p. 80) of radiation, con-
taining light of all wavelengths. A hot gas may instead produce an 
emission spectrum (p. 81), consisting of only a few well-defined 
emission lines (p. 80) of specific frequencies, or colors. Pass-
ing a continuous beam of radiation through cool gas will produce 

absorption lines (p. 82) at precisely the same frequencies as 
would be present in the gas’s emission spectrum.
2  Kirchhoff’s laws (p. 83) des-

cribe the relationships among these  
different types of spectra. The emis-
sion and absorption lines produced 
by each element are unique—they 
provide a “fingerprint” of that ele-
ment. The study of the spectral 
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The Big Question Atoms constitute the basic essence of normal matter—the kind of matter 
from which stars, planets, and we ourselves are built. In turn, all atoms are made of smaller elementary 
particles, including protons, neutrons, and electrons. But even these particles are not fundamental, for 
physicists know that protons and neutrons are made of quarks. We are left wondering, Are quarks made 
of entities even smaller?
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for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.

Review and discussion

 10. LO5 Why do excited atoms absorb and reemit radiation at 
characteristic frequencies?

 11. POS How are absorption and emission lines produced in a 
stellar spectrum? What information might absorption lines 
in the spectrum of a star reveal about a cloud of cool gas 
lying between us and the star?

 12. Why might spectral lines of an element in a star’s spec-
trum be weak, even though that element is abundant in  
the star?

 13. LO6 How do molecules produce spectral lines unrelated to 
the movement of electrons between energy levels?

 14. How can the Doppler effect broaden a spectral line?
 15. LO7 POS List three properties of a star that can be deter-

mined from observations of its spectrum.

 1. LO1 What is an absorption spectrum? An emission spec-
trum? How are they related?

 2. Describe the basic components of a simple spectroscope.
 3. LO2 What is spectroscopy? How can spectroscopy be used 

to infer the composition and temperature of a star?
 4. Why are gamma rays generally harmful to life-forms, but 

radio waves generally harmless?
 5. In the particle description of light, what is color?
 6. LO3 What is an atom? In what ways does the Bohr model 

of atomic structure differ from the modern view?
 7. Give a brief description of a hydrogen atom.
 8. LO4 What does it mean to say that a physical quantity is 

quantized? Why do we think light is quantized?
 9. What is the normal condition for atoms? What is an excited 

atom? What are orbitals?

lines produced by different substances is called spectroscopy 
(p. 83). Spectroscopic studies of the Fraunhofer lines in 
the solar spectrum yield detailed information about the Sun’s 
composition.
3  Atoms (p. 84) are made up of 

negatively charged electrons orbiting 
a positively charged nucleus (p. 84) 
consisting of positively charged protons 
and electrically neutral neutrons  
(p. 90). The number of protons in the 
nucleus determines the particular element (p. 90) the atom 
represents. In the Bohr model (p. 84), a hydrogen atom has a 
minimum energy ground state (p. 84) representing its “normal” 
condition. When the electron has a higher than normal energy, 
the atom is in an excited state (p. 85). For any given atom, only 
certain, well-defined energies are possible. In the modern view, the 
electron is envisaged as being spread out in a “cloud” around the 
nucleus, but still with a sharply defined energy.
4  Electromagnetic radiation  

exhibits both wave and par-
ticle properties. Particles of 
radiation are called photons 
(p. 85). In order to explain the  
photoelectric effect (p. 88), 
Einstein found that the energy 
of a photon must be directly 
proportional to the photon’s 
frequency.

5  As electrons move between energy 
levels within an atom, the difference 
in energy between the states is emit-
ted or absorbed in the form of photons. 
Because the energy levels have definite 
energies, the photons also have defi-
nite energies, and hence colors, that 
are characteristic of the type of atom 
involved.

6  Molecules (p. 91) are groups 
of two or more atoms bound together 
by electromagnetic forces. Like 
atoms, molecules exist in energy 
states that obey rules similar to those 
governing the internal structure of 
atoms. When a molecule makes a 
transition between energy states, it emits or absorbs a charac-
teristic spectrum of radiation that identifies it uniquely.

7  Astronomers apply the 
laws of spectroscopy to analyze 
radiation from beyond Earth. 
Several physical mechanisms 
can broaden spectral lines. The 
most important is the Doppler 
effect, which occurs because 
stars are hot, or rotating, or 
turbulent, so their atoms are in 
constant motion.
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Conceptual Self-Test: Multiple Choice
 1. Compared with a ground-based spectrum, the spectrum of 

a star observed from above Earth’s atmosphere would show 
(a) no absorption lines; (b) fewer emission lines; (c) fewer 
absorption lines; (d) many more absorption lines.

 2. The visible spectrum of sunlight reflected from Saturn’s 
cold moon Titan would be expected to be (a) continuous;  
(b) an emission spectrum; (c) an absorption spectrum.

 3. VIS Figure 4.3 (“Elemental Emission”) shows the emis-
sion spectrum of neon gas. If the temperature of the gas 
were increased, we would observe (a) fewer red lines and 
more blue lines; (b) even more red lines; (c) some faint  
absorption features; (d) no significant change.

 4. Compared with a star having many blue absorption lines, a star 
with many red and blue absorption lines must be (a) cooler;  
(b) of different composition; (c) moving away from the  
observer; (d) moving away from the other star.

 5. An atom that has been ionized (a) has equal numbers of 
protons and electrons; (b) has more protons than electrons;  
(c) is radioactive; (d) is electrically neutral.

 6. VIS In Figure 4.10 (“Atomic Excitation”), compared with 
an electron transition from the first excited state to the 
ground state, a transition from the third excited state to the 
second excited state emits a photon of (a) greater energy;  
(b) lower energy; (c) identical energy.

 7. Compared with a complex atom like neon, a simple atom 
such as hydrogen has (a) more excited states; (b) fewer  
excited states; (c) the same number of excited states.

 8. Compared with cooler stars, the hottest stars have absorp-
tion lines that are (a) thin and distinct; (b) broad and fuzzy;  
(c) identical to the lines in the cooler stars.

 9. Compared with slowly rotating stars, the fastest spinning 
stars have absorption lines that are (a) thin and distinct;  
(b) broad and fuzzy; (c) identical to the lines in the slowly 
rotating stars.

 10. Astronomers analyze starlight to determine a star’s (a) temper-
ature; (b) composition; (c) motion; (d) all of the above.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • What is the energy (in electron volts—see More Precisely 
4-1) of a 450-nm blue photon? A 200-nm ultraviolet photon?

 2. •	 What is the energy (in electron volts) of a 100-GHz  
(1 gigahertz 5 109 Hz) microwave photon?

 3. •	What are the wavelengths of (a) a 2-eV red photon, (b) an 
0.1-eV infrared photon, and (c) a 5000-eV (5-keV) X-ray?

 4. •	How many times more energy has a 1-nm gamma ray than 
a 10-MHz radio photon?

 5. ••	 List all the spectral lines of hydrogen that lie in 
the visible range (taken to run from 400 to 700 nm in 
wavelength).

 6. ••	 How many different photons (i.e., photons of different 
frequencies) can be emitted as a hydrogen atom in the third 
excited state falls back, directly or indirectly, to the ground 
state? What are their wavelengths?

 7. •	A distant galaxy is receding from Earth with a radial veloc-
ity of 3000 km/s. At what wavelength would its Lyα line be 
received by a detector above Earth’s atmosphere?

 8. ••	 In a demonstration of the photoelectric effect, suppose 
that a minimum energy of 5 × 10−19 J (3.1 eV) is required to 
dislodge an electron from a metal surface. What is the mini-
mum frequency (and longest wavelength) of radiation for 
which the detector registers a response?

Activities
Collaborative

 1.  Find a spectrum of the Sun that also has a wavelength scale 
on it. Google is a good place to start. Select some absorp-
tion lines and determine their wavelengths by interpolation. 
Now, try to identify the element that produced these lines. 
Use a reference of lines such as Moore’s “A Multiplet Table of 
Astrophysical Interest,” available on the NASA Astrophysics 
Data System. Work with the darkest lines before trying the 
fainter ones. How many elements can you find?

Individual
 1. Obtain a handheld spectroscope, available from your school 

science lab or online. In the shade, point the spectroscope at 
a white cloud or white piece of paper that is in direct sun-
light. Look for the absorption lines in the Sun’s spectrum. 
Note their wavelength from the scale inside the spectro-
scope. How many of the lines can you identify by comparing 
your list with the Fraunhofer lines given in many astronomy 
reference books, or on Wikipedia?
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Left: Astronomers like to think big, and really big telescopes are now on the drawing 

board. This artist’s conception for the European Southern Observatory shows ELT—

the Extremely Large Telescope. With a mirror diameter of nearly 40 m, ELT would 

combine unrivaled light-gathering power with the ability to examine cosmic objects 

with unprecedented detail. This largest telescope in the world will be built on Cerro 

Armazones, a 3000-m mountaintop in Chile’s Atacama Desert. (ESO/L. Calcada)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Telescopes
ThE TOOLS Of ASTrOnOMy

5
At its heart, astronomy is an observational science. More often 
than not, observations of cosmic phenomena precede any clear 
theoretical understanding of their nature. As a result, our 
detecting instruments—our telescopes—have evolved to observe 
as broad a range of wavelengths as possible.

Until the middle of the 20th century, telescopes were limited 
to collecting visible light. Since then, technological advances 
have expanded our view of the universe to all regions of the 
electromagnetic spectrum. Some telescopes are sited on Earth, 
whereas others must be placed in space. However they are built 
and wherever they operate, telescopes are devices whose basic 
purpose is to collect electromagnetic radiation and deliver it to a 
detector for detailed study.

Learning Outcomes

Studying this chapter will enable you to

1  Sketch how optical telescopes 
work, and specify the advantages 
of reflecting telescopes over  
refractors.

2  Explain why larger telescopes 
gather more light and can make 
more detailed images.

3  Outline the purpose of some of 
the detectors used in astronomical 
telescopes.

4  Describe how Earth’s atmosphere 
limits astronomical observations, 
and how astronomers overcome 
these limitations.

5  List some relative advantages and 
disadvantages of radio and optical 
astronomy.

6  Explain how interferometry is  
used to improve astronomical  
observations.

7  Describe the design of infrared, 
ultraviolet, and high-energy  
telescopes, and explain why some 
telescopes must be placed in 
space.

8  Say why it is important to make 
astronomical observations at many 
different wavelengths across the 
electromagnetic spectrum.

The Big Picture Telescopes are time machines, and 
astronomers, in a sense, are historians. Their detectors enhance 
our senses, enabling us to look far out in space—hence far 
back in time. Some of the biggest telescopes allow us to explore 
objects much farther than would be possible with our unaided 
eyes and to perceive radiation at wavelengths far beyond human 
vision. Almost everything in this book would be unknown 
without telescopes.
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ObserverAir

Water

Straw

Straw
appears bent

Refracted
light

(a) (b)

▲ figure 5.1 refraction A straw placed in a bowl of water appears bent (a) because the light from the part of the 
straw under the surface is refracted as it leaves the water and enters the air. (b) Consequently, the image formed in our 
eyes is displaced relative to the true position of the straw. (R. Megna/Fundamental Photographs, NYC)

5.1 Optical Telescopes
In essence, a telescope is a “light bucket” whose primary 
function is to capture as many photons as possible from a 
given region of the sky and concentrate them into a focused 
beam for analysis. Much like a water bucket that collects 
only the rain falling into it, a telescope intercepts only that 
radiation falling onto it.

Optical telescopes are designed specifically to collect 
the wavelengths that are visible to the human eye. These 
telescopes have a long history, stretching back to the 
days of Galileo in the early 17th century, and for most 
of the past four centuries astronomers have built their 
instruments primarily for use in the narrow, visible, 
portion of the electromagnetic spectrum.  (Sec. 3.3) 
Optical telescopes are probably also the best-known type 
of astronomical hardware, so it is fitting that we begin 
our study with them.

Although the various telescope designs presented 
in this section all come to us from optical astronomy, 
the discussion applies equally well to many instruments  
designed to capture invisible radiation, particularly in 
the infrared and ultraviolet regimes. Many large ground-
based optical facilities are also used extensively for infra-
red work.* Indeed, many ground-based observatories have 
recently been constructed with infrared observing as their 
principal function.

Refracting and Reflecting Telescopes
Optical telescopes fall into two basic categories: refractors 
and reflectors. Refraction is the bending of a beam of light 
as it passes from one transparent medium (e.g., air) into 
another (e.g., glass). Consider for example how a straw that 
is half immersed in a glass of water looks bent (Figure 5.1). 
The straw is straight, of course, but the light by which we 
see it is bent—refracted—as that light leaves the water and 
enters the air. When the light then enters our eyes, we per-
ceive the straw as being bent.

A refracting telescope uses a lens to gather and concen-
trate a beam of light. Figure 5.2(a) shows how refraction at 
two faces of a prism can be used to change the direction of 
a beam of light. As illustrated in Figure 5.2(b), we can think 
of a lens as a series of prisms combined in such a way that 
all light rays arriving parallel to its axis (the imaginary line 
through the center of the lens), regardless of their distance 
from that axis, are refracted to pass through a single point, 
called the focus. The distance between the primary mirror 
and the focus is the focal length.

Figure 5.3 shows how a reflecting telescope uses a curved 
mirror instead of a lens to focus the incoming light. As shown in 
Figure 5.3(a), light striking a polished surface is reflected back, 
leaving the mirror at the same angle at which it arrived. The 
mirror in a reflecting telescope is constructed so that all light 
rays arriving parallel to its axis are reflected to pass through the 
focus (Figure 5.3b). In astronomical contexts, the mirror that 
collects the incoming light is usually called the primary mirror, 
because telescopes often contain more than one mirror. The 
focus of the primary mirror is referred to as the prime focus.

Astronomical telescopes are often used to make images 
of their field of view (simply, the portion of the sky that the 

*Recall from Chapter 3 that, while Earth’s atmosphere effectively blocks all 
ultraviolet, and most infrared, radiation, there remain several fairly broad 
spectral windows through which ground-based infrared observations can 
be made.   (Sec. 3.3)
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telescope “sees”). Figure 5.4 illustrates how that is accom-
plished, in this case by the mirror in a reflecting telescope. 
Light from a distant object (here, a comet) reaches us as par-
allel, or very nearly parallel, rays. Any ray of light entering 
the instrument parallel to the telescope’s axis strikes the 
mirror and is reflected through the prime focus. Light com-
ing from a slightly different direction—inclined slightly to 
the axis—is focused to a slightly different point. In this way, 
an image is formed near the prime focus. Each point on the 
image corresponds to a different point in the field of view.

The prime-focus images produced by large telescopes are 
actually quite small—the image of the entire field of view may 
be as little as 1 cm across. Often, the image is magnified with 
a lens known as an eyepiece before being observed by eye or, 
more likely, recorded as a photograph or digital image. The 
angular diameter of the magnified image is much greater than 
the telescope’s field of view, allowing much more detail to be 
discerned. Figure 5.5(a) shows the basic design of a simple 

refracting telescope, illustrating how a small eyepiece is used 
to view the image focused by the lens. Figure 5.5(b) shows 
how a reflecting telescope accomplishes the same function.

Comparing Refractors and Reflectors
The two telescope designs shown in Figure 5.5 achieve the 
same result: Light from a distant object is captured and 
focused to form an image. On the face of it, then, it might 
appear that there is little to choose between the two in 
deciding which type to buy or build. However, as the sizes of 
telescopes have increased steadily over the years (for reasons 
to be discussed in Section 5.3), a number of important factors 
have tended to favor reflecting instruments over refractors:

1. The fact that light must pass through the lens is a major 
disadvantage of refracting telescopes. Just as a prism 
disperses white light into its component colors, the lens 
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▲ figure 5.2 refracting Lens (a) refraction by a prism changes the direction of a light ray by an amount that 
depends on the angle between the prism’s faces. When the angle between the faces is large, the deflection is large; 
when the angle is small, so is the deflection. (b) A lens can be thought of as a series of prisms.

◀ figure 5.3 reflecting 
Mirror (a) reflection of light 
from a flat mirror occurs when 
light is deflected, depending on 
its angle of incidence. (b) Curved 
mirrors focus to a single point 
all rays of light arriving parallel 
to the mirror axis. The arrows 
indicate the directions of the 
incoming and reflected rays.
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3. A large lens can be quite heavy. Because it can be sup-
ported only around its edge (so as not to block the  
incoming radiation), the lens tends to deform under 
its own weight. A mirror does not have this drawback  
because it can be supported over its entire back surface.

4. A lens has two surfaces that must be accurately machined 
and polished—a task that can be very difficult indeed—

but a mirror has only one.

For these reasons, all large mod-
ern telescopes use mirrors as their 
primary light gatherers. The larg-
est refractor ever built, installed 
in 1897 at the Yerkes Observa-
tory in Wisconsin and still in use 
today, has a lens diameter of just 
over 1 m (40 inches). By contrast, 

Focal length

Focal length

To eye

Eyepiece

Eyepiece

Primary
mirror

Lens

Starlight

(b) Re�ector(a) Refractor

To eye

Focus

Starlight

Prime
focus

Secondary
mirror

◀ figure 5.5 refractors and 
reflectors Comparison of (a) refracting 
and (b) reflecting telescopes. Both 
types are used to gather and focus 
electromagnetic radiation—to be 
observed by human eyes or recorded on 
photographs or in computers. In both 
cases, the image formed at the focus is 
viewed with a small magnifying lens called 
an eyepiece.

Image
formed

Prime focusImage of center

Image of bottom

Light from
center of sourceLight from

 top of source

Light from
 bottom of source

Light from 
top of source

Light from
 bottom of source

Image of top

Distant source

▲ figure 5.4 image formation An image is formed by a mirror as rays of light coming from 
different points on a distant object focus to slightly different locations. notice that the image is  
inverted (i.e., upside down).

in a refracting telescope tends to focus red and blue 
light differently. This deficiency is known as chromatic 
aberration. Careful design and choice of materials can 
largely correct this deficiency, but it is very difficult to 
eliminate entirely. Obviously, this problem does not 
occur with mirrors.

2. As light passes through the lens, some of it is absorbed 
by the glass. This absorption is a relatively minor prob-
lem for visible radiation, but it can be severe for infrared 
and ultraviolet observations because glass blocks most 
of the radiation in those regions of the electromagnetic 
spectrum. Again, this problem does not affect mirrors.
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many recently constructed reflecting telescopes have mirror 
diameters in the 10-m range, and still larger instruments are 
on the way.

Types of Reflecting Telescope
Figure 5.6 shows some basic reflecting telescope designs. 
Radiation from a star enters the instrument, passes down 
the main tube, strikes the primary mirror, and is reflected 
back toward the prime focus, near the top of the tube. Some-
times astronomers place their recording instruments at the 
prime focus; however, it can be inconvenient, or even impos-
sible, to suspend bulky pieces of equipment there. More 
often, the light is intercepted on its path to the focus by a 
secondary mirror and redirected to a more convenient loca-
tion, as in Figure 5.6(b) through 5.6(d).

In a Newtonian telescope (named after Sir Isaac 
Newton, who invented this particular design), the light is 
intercepted before it reaches the prime focus and then is 
deflected by 90°, usually to an eyepiece at the side of the 
instrument. This is a popular design for smaller reflecting 
telescopes, such as those used by amateur astronomers, but 
it is relatively uncommon in large instruments. On a large 
telescope, the Newtonian focus may be many meters above 
the ground, making it an inconvenient place to attach equip-
ment (or place an observer).

Alternatively, astronomers may choose to work on a rear 
platform where they can use equipment, such as a spectro-
scope, that is too heavy to hoist to the prime focus. In this 
case, light reflected by the primary mirror toward the prime 
focus is intercepted by a smaller secondary mirror, which  
reflects it back down through a small hole at the center of the 

primary mirror. This arrangement is known as a Cassegrain 
telescope (after Guillaume Cassegrain, a French lensmaker). 
The point behind the primary mirror where the light from 
the star finally converges is called the Cassegrain focus.

A more complex observational configuration requires 
starlight to be reflected by several mirrors. As in the Cas-
segrain design, light is first reflected by the primary mirror 
toward the prime focus and is then reflected back down the 
tube by a secondary mirror. Next, a third, much smaller, 
mirror reflects the light out of the telescope, where (de-
pending on the details of the telescope’s construction) the 
beam may be analyzed by a detector mounted alongside, at 
the Nasmyth focus, or it may be directed via a further series 
of mirrors into an environmentally controlled laboratory 
known as the coudé room (from the French word for “bent”). 
This laboratory is separate from the telescope itself, enabling 
astronomers to use very heavy and finely tuned equipment 
that cannot be placed at any of the other foci (all of which 
necessarily move with the telescope). The arrangement of 
mirrors is such that the light path to the coudé room does 
not change as the telescope tracks objects across the sky.

To illustrate some of these points, Figure 5.7(a) shows the 
twin 10-m-diameter optical/infrared telescopes of the Keck 
Observatory on Mauna Kea in Hawaii, operated jointly by 
the California Institute of Technology and the University of 
California. The diagram in part (b) illustrates the light paths 
and some of the foci. Observations may be made at the Cas-
segrain, Nasmyth, or coudé focus, depending on the needs 
of the user. As the size of the person in part (c) indicates, this 
is indeed a very large telescope—in fact, the two mirrors are 
among the largest on Earth. We will see numerous examples 
throughout this text of Keck’s many important discoveries.

Prime focus

(a) (b) (c) (d)

Secondary mirrors

Prime
focus

Newtonian
focus

Cassegrain
focus

Nasmyth/
coudé focus

To Nasmyth focus/
coudé room

◀ figure 5.6 reflecting 
telescopes four reflecting 
telescope designs: (a) prime 
focus, (b) newtonian focus,  
(c) Cassegrain focus, and  
(d) nasmyth/coudé focus. Each 
design uses a primary mirror at 
the bottom of the telescope 
to capture radiation, which is 
then directed along different 
paths for analysis. notice 
that the secondary mirrors 
shown in (c) and (d) are actually 
slightly diverging, so that they 
move the focus outside the 
telescope.
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Perhaps the best-known telescope on (or near) Earth 
is the Hubble Space Telescope (HST), named for one of 
America’s most notable astronomers, Edwin Hubble. 
Placed in Earth orbit by NASA’s space shuttle Discovery 
in 1990 and (as of 2013) still in operation, HST is a Cas-
segrain telescope in which all the instruments are located 
directly behind the 2.4-m primary mirror, as sketched 
in Figure 5.8(a). The telescope’s detectors are capable of 
making measurements in the optical, infrared, and ultra-
violet parts of the spectrum, from about 100 nm (UV) to 
2200 nm (IR).

Soon after launch, astronomers discovered that the 
telescope’s primary mirror had been polished to the 
wrong shape and was unable to focus light as accurately 
as expected. In 1993, in the first and most important of 

five servicing missions carried out during the instru-
ment’s lifetime, astronauts aboard the space shuttle  
Endeavour visited HST and corrected the defect by  
installing an intricate set of small mirrors (each about the 
size of a coin) in the light path behind the primary mirror 
to compensate for its faulty construction. Hubble’s sensi-
tivity and resolution are now close to the original design 
specifications.

During two decades of operation, Hubble has revolu-
tionized our view of the sky and helped rewrite more than 
one theory of the universe along the way. Figure 5.8(b) illus-
trates the telescope’s improved image quality by comparing 
ground-based and Hubble images of the spiral galaxy M101. 
Many additional spectacular examples of the telescope’s  
remarkable capabilities appear throughout this book.

▲ figure 5.7 Keck telescope (a) The two 10-m telescopes of the Keck Observatory. (b) Artist’s illustration of the 
telescope, the path taken by an incoming beam of starlight, and some of the locations where instruments may be 
placed. (c) One of the 10-m mirrors. (The odd shape is explained in Section 5.3.) note the technician in orange coveralls 
at center. (W. M. Keck Observatory)
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ConCept Check

4 Why do all modern telescopes use mirrors to gather 
and focus light?

5.2 Telescope Size
Modern astronomical telescopes have come a long way from 
Galileo’s simple apparatus (see the Part 1 opening text). 
Their development over the years has seen a steady increase 
in size, for two main reasons. The first has to do with the 
amount of light a telescope can collect—its light-gathering 
power. The second is related to the amount of detail that can 
be seen—the telescope’s resolving power. Simply put, large 
telescopes can gather and focus more radiation than can 
their smaller counterparts, allowing astronomers to study 
fainter objects and to obtain more detailed information 
about bright ones. This fact has played a central role in 
determining the design of contemporary instruments.

Light-Gathering Power
One important reason for using a larger telescope is simply 
that it has a greater collecting area, which is the total area 
capable of gathering radiation. The larger the telescope’s 
reflecting mirror (or refracting lens), the more light it collects, 
and the easier it is to measure and study an object’s radiative 
properties. Astronomers spend much of their time observing 

very distant—and hence very faint—cosmic sources. In order 
to make detailed observations of such objects, very large 
telescopes are essential. Figure 5.9 illustrates the effect of 
increasing the size of a telescope by comparing images of the 
Andromeda Galaxy taken with two different instruments. 
A large collecting area is particularly important for spectro-
scopic work, as the radiation received in that case must be 
split into its component wavelengths for further analysis.

The observed brightness of an astronomical object is 
directly proportional to the area of our telescope’s mirror 
and therefore to the square of the mirror diameter. Thus, a 
5-m telescope will produce an image 25 times as bright as 
a 1-m instrument, because a 5-m mirror has 52 = 25 times 
the collecting area of a 1-m mirror. We can also think of 
this relationship in terms of the length of time required for 
a telescope to collect enough energy to create a recognizable 
image on a photographic plate. Our 5-m telescope will pro-
duce an image 25 times faster than the 1-m device because 
it gathers energy at a rate 25 times greater. Put another way, 
a 1-hour exposure with a 1-m telescope is roughly equiva-
lent to a 2.4-minute exposure with a 5-m instrument.

Until the 1980s, the conventional wisdom was that 
telescopes with mirrors larger than 5 or 6 m in diameter were 
simply too expensive and impractical to build. The problems 
involved in casting, cooling, and polishing a huge block of 
quartz or glass to very high precision (typically less than the 
width of a human hair) were just too great. However, new, 
high-tech manufacturing techniques, coupled with radically 

▲ figure 5.8 Hubble Space telescope (a) This “see-through” diagram displays some of hST ’s 
hardware surrounding its main mirror (in light blue). (b) These two images compare the majestic 
spiral galaxy M101 as observed with the large Mayall telescope on Kitt Peak Mountain (bottom) and 
with the hubble telescope in orbit (top). (D. Berry; AURA/NASA)
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new mirror designs, make the construction of telescopes in 
the 8- to 12-m range almost a routine matter. Experts can 
now make large mirrors much lighter for their size than was 
once thought feasible and can combine many smaller mirrors 
into the equivalent of a much larger single-mirror telescope.

The Keck telescopes, shown in detail in Figure 5.7 and in 
a larger view in Figure 5.10, are a case in point. Each telescope 
combines 36 hexagonal 1.8-m mirrors into the equivalent 
collecting area of a single 10-m reflector. The first Keck 

telescope became fully operational in 1992; the second was 
completed in 1996. The large size of these devices and the high 
altitude at which they operate make them particularly well 
suited to detailed spectroscopic studies of very faint objects, 
in both the optical and infrared parts of the spectrum. Mauna 
Kea’s 4.2-km (13,800 feet) altitude minimizes atmospheric 
absorption of infrared radiation, making this site one of the 
finest locations on Earth for infrared astronomy.

Numerous other large telescopes can be seen in the figure. 
Some are designed exclusively for infrared work; others, like 
Keck, operate in both the optical and the infrared. To the right 
of the Keck domes is the 8.3-m Subaru (the Japanese name 
for the Pleiades) telescope, part of the National Astronomical 
Observatory of Japan. Its mirror, shown in Figure 5.10(b), is 
the largest single mirror (as opposed to the segmented design 
used in Keck) yet built. Subaru saw “first light” in 1999. In the 
distance is another large single-mirror instrument: the 8.1-m 
Gemini North telescope, completed in 1999 by a consortium 
of seven nations, including the United States. Its twin, Gemini 
South, in the Chilean Andes, went into service in 2002.

In terms of total available collecting area, the largest 
telescope currently in operation is the European Southern 
Observatory’s optical-infrared Very Large Telescope (VLT), 
located at Cerro Paranal, in Chile (Figure 5.11). The VLT 
consists of four separate 8.2-m mirrors that can function 
as a single instrument. The last of its four mirrors was 
completed in 2001.

Resolving Power
A second advantage of large telescopes is their finer angular 
resolution. In general, resolution refers to the ability of any 
device, such as a camera or telescope, to form distinct, sepa-
rate images of objects lying close together in the field of view. 
The finer the resolution, the better we can distinguish the 
objects and the more detail we can see. In astronomy, where 
we are always concerned with angular measurement, “close 
together” means “separated by a small angle in the sky,” so 
angular resolution is the factor that determines our ability to 
see fine structure. Figure 5.12 illustrates how the appearance 
of two objects—stars, say—might change as the angular res-
olution of our telescope varies. Figure 5.13 shows the result 
of increasing resolving power with views of the Andromeda 
Galaxy at several different resolutions.

What limits a telescope’s resolution? One important 
factor is diffraction, the tendency of light—and all other 
waves, for that matter—to bend around corners.  (Dis-
covery 3-1) Because of diffraction, when a parallel beam of 
light enters a telescope, the rays spread out slightly, mak-
ing it impossible to focus the beam to a sharp point, even 
with a perfectly constructed mirror. Diffraction intro-
duces a certain “fuzziness,” or loss of resolution, into any  
optical system. The degree of fuzziness—the minimum 
angular separation that can be distinguished—determines 

(a)

R I V U X G
(b)

▲ figure 5.9 Sensitivity Telescope size affects the image of a 
cosmic source, in this case the Andromeda Galaxy. Both photographs 
had the same exposure time, but image (b) was taken with a telescope 
twice the size of that used to make image (a). fainter detail can be 
seen as the diameter of the telescope mirror increases because larger 
telescopes are able to collect more photons per unit time, greatly 
extending our view of the universe. (Adapted from AURA)
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the angular resolution of the telescope. The amount of dif-
fraction is proportional to the wavelength of the radiation 
and inversely proportional to the diameter of the telescope 
mirror. For a circular mirror and otherwise perfect optics, 
we can write (in convenient units):

angular resolution (arcsec) = 0.25 
wavelength (mm)

diameter (m)
,

where 1 μm (1 micron) = 10−6m (see Appendix 2).
For a given telescope size, the amount of diffrac-

tion increases in proportion to the wavelength used, and  
observations in the infrared or radio range are often 
limited by its effects. For example, the best possible angu-
lar resolution of blue light (with a wavelength of 400 nm) 
that can be obtained using a 1-m telescope is about 0.1″. 
This quantity is called the diffraction-limited resolution 
of the telescope. But if we were to use our 1-m telescope to 
make observations in the near infrared, at a wavelength 
of 10 mm (10,000 nm), the best resolution we could obtain 
would be only 2.5″. A 1-m radio telescope operating at a 
wavelength of 1 cm would have an angular resolution of 
just under 1°.

(a) (b)

Keck 1Keck 2

Subaru
telescope 

United Kingdom
infrared telescope

Gemini–north
telescope

Canada–France–
Hawaii telescope

NASA
infrared telescope

▲ figure 5.10 Mauna Kea observatory (a) The world’s highest ground-based observatory, at Mauna Kea, 
hawaii, is perched atop a dormant volcano more than 4 km (nearly 14,000 feet) above sea level. Among the domes 
visible in the picture are those housing the Canada–france–hawaii 3.6-m telescope, the 8.1-m Gemini north 
instrument, the 2.2-m telescope of the University of hawaii, Britain’s 3.8-m infrared facility, and the twin 10-m Keck 
telescopes. To the right of the twin Kecks is the Japanese 8.3-m Subaru telescope. The thin air at this high-altitude 
site guarantees less atmospheric absorption of incoming radiation and hence a clearer view than at sea level, but 
the air is so thin that astronomers must occasionally wear oxygen masks while working. (b) The mirror in the Subaru 
telescope. (R. Wainscoat; NAOJ)

▲ figure 5.11 VLt observatory Located at the Paranal 
Observatory in Atacama, Chile, the European Southern Observatory’s 
Very Large Telescope (VLT) is currently the world’s largest optical 
telescope. four 8.2-m reflecting telescopes are used in tandem to 
create the effective area of a single 16-m mirror. (ESO)
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(a)

(b)

(c)

interactive figure 5.12 resolving power Two 
comparably bright light sources become progressively clearer 
when viewed at finer and finer angular resolution. When the 
angular resolution is much poorer than the separation of the 

objects, as in (a), the objects appear as a single fuzzy “blob.” As the 
resolution improves, through (b) and (c), the two sources become 
discernible as separate objects.

(c)

(d)
R I V U X G

(a)

(b)

▶ figure 5.13 resolution Detail becomes clearer in the 
Andromeda Galaxy as the angular resolution improves some 600 
times, from (a) 10′, to (b) 1′, (c) 5″, and (d) 1″. The resolution of the 
human eye is approximately that of part (b)—if only our eyes were 
sensitive enough to see this view. (Adapted from AURA)

For light of any given wavelength, large telescopes 
produce less diffraction than small ones. A 5-m telescope 
observing in blue light would have a diffraction-limited 
resolution five times finer than the 1-m telescope just  
discussed—about 0.02″. A 0.1-m (10-cm) telescope would 
have a diffraction limit of 1″, and so on. For comparison, the  
angular resolution of the human eye in the middle of the 
visual range is about 0.5′.

proCeSS of SCienCe Check

4 Give two reasons why astronomers need to build very 
large telescopes.
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5.3 Images and Detectors
In the previous section, we saw how telescopes gather and 
focus light to form an image of their field of view. In fact, 
most large observatories use many different instruments to 
analyze the radiation received from space—including detec-
tors sensitive to many different wavelengths of light, spec-
troscopes to study emission and absorption lines, and other 
custom-made equipment designed for specialized studies. 
These devices may be placed at various points along the 
light path outside the telescope—see, for example, the multi-
ple foci and light paths in Figure 5.7(b), or the more compact 
arrangement of detectors within the Hubble Space Telescope 
(Figure 5.8). In this section, we look in a little more detail 
at how telescopic images are actually produced and at some 
other types of detectors that are in widespread use.

Image Acquisition
Computers play a vital role in observational astronomy. 
Most large telescopes today are controlled either by comput-
ers or by operators who rely heavily on computer assistance, 
and images and data are recorded in a form that can be easily 
read and manipulated by computer programs.

It is becoming rare for photographic equipment to 
be used as the primary means of data acquisition at large  
observatories. Instead, electronic detectors known as charge-
coupled devices, or CCDs, are in widespread use. Their out-
put goes directly to a computer. A CCD (Figure 5.14a and b) 
consists of a wafer of silicon divided into a two-dimensional 

array of many tiny picture elements, known as pixels. When 
light strikes a pixel, an electric charge builds up on it. The 
amount of charge is directly proportional to the number of 
photons striking each pixel—in other words, to the intensity 
of the light at that point. The buildup of charge is monitored 
electronically, and a two-dimensional image is obtained 
(Figure 5.14c and d).

A CCD is typically a few square centimeters in area and 
may contain several million pixels, generally arranged on a 
square grid. As the technology improves, both the areas of 
CCDs and the number of pixels they contain continue to  
increase. Incidentally, the technology is not limited to astron-
omy: Many home video cameras contain CCD chips simi-
lar in basic design to those in use at the great astronomical  
observatories of the world.

CCDs have two important advantages over photo-
graphic plates, which were the staple of astronomers for 
over a century. First, CCDs are much more efficient than 
photographic plates, recording as many as 90 percent of 
the photons striking them, compared with less than 5 per-
cent for photographic methods. This difference means that 
a CCD image can show objects 10 to 20 times fainter than 
a photograph made with the same telescope and the same  
exposure time. Alternatively, a CCD can record the same 
level of detail in less than a tenth of the time required by pho-
tographic techniques, or it can record that detail with a much 
smaller telescope. Second, CCDs produce a faithful repre-
sentation of an image in a digital format that can be placed 
directly on magnetic tape or disk or, more commonly, sent 
across a computer network to an observer’s home institution.

(a) (b)

(c)

(d)

1 mm

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 3 3 3 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 3 5 6 5 3 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 3 6 7 6 3 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 3 5 6 5 3 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 3 3 3 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 2 2 2 2 2 1 0 0
0 0 0 0 0 0 0 0 0 0 1 2 3 4 4 4 3 2 1 0
0 0 0 0 0 0 0 0 0 1 2 3 5 6 7 6 5 3 2 1
0 0 0 0 0 0 0 0 0 1 2 4 6 8 9 8 6 4 2 1
0 0 0 0 0 0 0 0 0 1 2 4 7 9 9 9 7 4 2 1
0 0 0 0 0 0 0 0 0 1 2 4 6 8 9 8 6 4 2 1
0 0 0 0 0 0 0 0 0 1 2 3 5 6 7 6 5 3 2 1
0 0 0 0 0 0 0 0 0 0 1 2 3 4 4 4 3 2 1 0
0 0 0 0 0 0 0 0 0 0 0 1 2 2 2 2 2 1 0 0

▲ figure 5.14 CCD Chip A charge-coupled device (CCD) consists of hundreds of millions of tiny  
light-sensitive cells called pixels. Light striking a pixel causes an electrical charge to build up on it. By 
electronically reading out the charge on each pixel, a computer can reconstruct the pattern of light—the 
image—falling on the chip. (a) Detail of a CCD array. (b) A CCD chip mounted for use at the focus of a telescope. 
(c) Typical data from the chip consist of an array of numbers, running from 0 to 9 in this simplified example. 
Each number represents the intensity of the radiation striking that particular pixel. (d) When interpreted  
as intensity levels on a computer screen, an image of the field of view results. (MIT Lincoln Lab; AURA)
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Image Processing
Computers are also widely used to reduce background 
noise in astronomical images. Noise is anything that cor-
rupts the integrity of a message, such as static on an AM 
radio or “snow” on a television screen. The noise corrupt-
ing telescopic images has many causes. In part, it results 
from faint, unresolved sources in the telescope’s field of 
view and from light scattered into the line of sight by 
Earth’s atmosphere. It can also be caused by imperfec-
tions within the detector itself, which may result in an 
electronic “hiss” similar to the faint background hiss you 
might hear when you listen to a particularly quiet piece of 
music on your stereo.

Even though astronomers often cannot determine 
the origin of the noise in their observations, they can 
at least measure its characteristics. For example, if we  
observe a part of the sky where there are no known 
sources of radiation, then whatever signal we do receive is  
(almost by definition) noise. Once the properties of the 
signal have been measured, the effects of noise can be 
partially removed with the aid of high-speed computers, 
allowing astronomers to see features in their data that 
would otherwise remain hidden.

Using computer processing, astronomers can 
also compensate for known instrumental defects. In  
addition, the computer can often carry out many of 
the relatively simple, but tedious and time-consuming, 
chores that must be performed before an image (or 
spectrum) reaches its final “clean” form. Figure 5.15 
illustrates how computerized image-processing tech-
niques were used to correct for known instrumen-
tal problems in HST, allowing much of the planned 
resolution of the telescope to be recovered even  
before its repair in 1993 (see Section 5.1).

Photometry
When a CCD is placed at the focus of a telescope to record 
an image of the instrument’s field of view, the telescope 
is acting, in effect, as a high-powered camera. However, 
astronomers often want to carry out more specific measure-
ments of the radiation received from space.

One very fundamental property of a star (or any other 
astronomical object) is its brightness—the amount of light 
energy from the star striking our detector every second. The 
measurement of brightness is called photometry (literally, 
“light measurement”). In principle, determining a star’s 
brightness is just a matter of adding up the values in all the 
CCD pixels corresponding to the star (see Figure 5.14c). 
However, in practice, the process is more complicated, as stellar 
images may overlap, and computer assistance is generally need 
to disentangle them.

Astronomers often combine photometric measurements 
with the use of colored filters in order to limit the wavelengths 
they measure. (A filter simply blocks out all incoming radia-
tion, except in some specific range of wavelengths; see Section 
17.3 for a more detailed discussion.) Many standard filters 
exist, covering various “slices” of the spectrum, from near-
infrared through visible to near-ultraviolet wavelengths. By 
confining their attention to these relatively narrow ranges, 
astronomers can often estimate the shape of an object’s black-
body curve and hence determine, at least approximately, the 
object’s temperature.  (Sec. 3.4) Filters are also used with 
CCD images in order to simulate natural color. For example, 
most of the visible-light HST images in this text are actually 
composites of three raw images, taken through red, green, and 
blue filters, respectively, and combined afterwards to recon-
struct a single color frame.

Astronomical objects are generally faint, and most astro-
nomical images entail long exposures—minutes to hours—in 

R I U X G
(a) (b) (c) (d)

V

4"

▲ figure 5.15 image processing (a) Ground-based view of the star cluster r136, a group of stars in the Large 
Magellanic Cloud (a nearby galaxy). (b) The “raw” image of this same region as seen by the hubble Space Telescope 
in 1990, before its first repair mission. (c) The same image after computer processing that partly compensated for 
imperfections in the mirror. (d) The same region as seen by the repaired hST in 1994, here observed at a somewhat 
shorter (bluer) wavelength. (AURA/NASA)
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order to see fine detail (Section 5.2). Thus, the brightness we 
measure from an image is really an average over the entire 
exposure. Short-term fluctuations (if any) cannot be seen. 
When highly accurate and rapid measurements of light inten-
sity are required, a specialized device known as a photometer 
is used. The photometer measures the total amount of light 
received in all or part of the field of view. When only a por-
tion of the field is of interest, that region is selected simply 
by masking (blocking) out the rest of the field of view. Using 
a photometer often means “throwing away” spatial detail—
usually no image is produced—but in return, more informa-
tion is obtained about the intensity and time variability of a 
source, such as a pulsating star or a supernova explosion.

Spectroscopy
Often, astronomers want to study the spectrum of the 
incoming light. Large spectrometers work in tandem with 
optical telescopes. Light collected by the primary mirror 
may be redirected to the coudé room, defined by a narrow 
slit, dispersed (split into its component colors) by means of 
a prism or a diffraction grating, and then sent on to a detec-
tor—a process not so different in concept from the opera-
tion of the simple spectroscope described in Chapter 4.  

 (Sec. 4.1) The spectrum can be studied in real time (i.e., 
as it is being received at the telescope) or recorded using a 
CCD (or, less commonly nowadays, a photographic plate) 
for later analysis. Astronomers can then apply the analysis 
techniques discussed in Chapter 4 to extract detailed infor-
mation from the spectral lines they record.  (Sec. 4.5) 

ConCept Check

4 Why aren’t astronomers satisfied with just taking 
photographs of the sky?

5.4 High-Resolution Astronomy
Even large telescopes have limitations. For example, accord-
ing to the discussion in the preceding section, the 10-m Keck 
telescope should have an angular resolution of around 0.01″ 
in blue light. In practice, however, without further techno-
logical advances, it could not do better than about 1″. In fact, 
apart from instruments using special techniques developed 
to examine some particularly bright stars, no ground-based 
optical telescope built before 1990 can resolve astronomical 
objects to much better than 1″. The reason is turbulence in 
Earth’s atmosphere—small-scale eddies of swirling air all 
along the line of sight, which blur the image of a star even 
before the light reaches our instruments.

Atmospheric Blurring
As we observe a star, atmospheric turbulence produces 
continual small changes in the optical properties of the air 

between the star and our telescope (or eye). As a result, the 
light from the star is refracted slightly as it travels toward 
us, so the stellar image dances around on our detector (or 
on our retina). This continual deflection is the cause of the 
well-known “twinkling” of stars. It occurs for the same rea-
son that objects appear to shimmer when viewed across a 
hot roadway on a summer day: The constantly shifting rays 
of light reaching our eyes produce the illusion of motion.

On a good night at the best observing sites, the maxi-
mum amount of deflection produced by the atmosphere is 
slightly less than 1″. Consider taking a photograph of a star. 
After a few minutes of exposure (long enough for the inter-
vening atmosphere to have undergone many small random 
changes), the image of the star has been smeared out over 
a roughly circular region an arc second or so in diameter. 
Astronomers use the term seeing to describe the effects of 
atmospheric turbulence. The circle over which a star’s light 
(or the light from any other astronomical source) is spread is 
called the seeing disk. Figure 5.16 illustrates the formation 
of the seeing disk for a small telescope.*

Atmospheric turbulence has less effect on light of 
longer wavelengths—ground-based astronomers gener-
ally “see” better in the infrared. However, offsetting this  
improvement in image quality is the fact that the 
atmosphere is wholly or partially opaque over much of the 
infrared range.  (Sec. 3.3) For these reasons, to achieve 
the best possible observing conditions, telescopes are sited 
on mountaintops (to get above as much of the atmosphere 
as possible) in regions of the world where the atmosphere 
is known to be fairly stable and relatively free of dust and 
moisture. Another reason for the choice of remote loca-
tions is the growing problem of light pollution in popu-
lated areas—unwanted upward-directed light from streets, 
parking lots, homes, and businesses, that scatters back 
from dust in the air into our telescopes, literally drowning 
out the faint signals from distant stars and galaxies that 
astronomers want to observe.

In the continental United States, these sites tend to be 
in the desert Southwest. The U.S. National Observatory for 
optical astronomy in the Northern Hemisphere, completed 
in 1973, is located high on Kitt Peak near Tucson, Arizona. 
The site was chosen because of its many dry, clear nights. 
Seeing less than 1″ from such a location is regarded as good, 
and seeing a few arc seconds is tolerable for many purposes. 
Even better conditions are found on Mauna Kea, Hawaii 
(Figure 5.10), and at numerous sites in the Andes Mountains 
of Chile (Figures 5.11 and 5.17), which is why many large  
telescopes have recently been constructed at these excep-
tionally clear locations.

*In fact, for a large instrument—more than about 1 m in diameter—the 
situation is more complicated, because rays striking different parts of  
the mirror have actually passed through different turbulent regions of the 
atmosphere. The end result is still a seeing disk, however.
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This seeing disk contains a smeared-out
image of the star.

Individual sharp images of
the star, each lasting for
fractions of a secondRays deflect slightly while

passing through Earth’s
turbulent atmosphere.

Parallel rays of light

from a distant star

▶ figure 5.16 Atmospheric  
turbulence Light rays 
from a distant star strike a 
telescope detector at slightly 
different locations because 
of turbulence in Earth’s 
atmosphere. Over time, the 
light covers a roughly circular 
region on the detector, and 
even the pointlike image of a 
star is recorded as a small disk, 
called the seeing disk.

in 1989 at the European Southern Observatory in Chile and 
upgraded in 1997. (NTT is the most prominent instrument 
visible in Figure 5.17.) This 3.5-m instrument, employing the 
latest in real-time telescope controls, can achieve a resolution 
as sharp as 0.2– by making minute modifications to the 
tilt of its mirror as its temperature and orientation change, 
thus maintaining the best possible focus at all times. Figure 
5.18 shows how active optics can dramatically improve the 
resolution of an image. Active-optics techniques now include 
improved dome design to control airflow, precise control 
of the mirror temperature, and the use of pistons behind 
the mirror to maintain its precise shape. All of the large 
telescopes described earlier include active optics systems, 
improving their resolution to a few tenths of an arc second.

Real-Time Control
With active optics systems in place, Earth’s atmosphere once 
again becomes the main agent limiting a telescope’s resolution. 
Remarkably, even this problem can now be add ressed, using 
an approach known as adaptive optics, a technique that actu-
ally deforms the shape of a mirror’s surface under computer 
control, while the image is being exposed, in order to undo the 
effects of atmospheric turbulence. The mirror in question is 
generally not the large primary mirror of the telescope. Rather, 
for both economic and technical reasons, a much smaller (typ-
ically 20- to 50-cm-diameter) mirror is inserted into the light 
path and manipulated to achieve the desired effect.

Adaptive optics presents formidable theoretical and 
practical problems, but the rewards are so great that it 
has been the subject of intense research since the 1970s. 
The effort received an enormous boost in the 1990s 
from declassified military technology from the Strategic  

An optical telescope placed in orbit 
about Earth or on the Moon could obvi-
ously overcome the limitations imposed by the 
atmosphere on ground-based instruments. Without 
atmospheric blurring, extremely fine resolution—close to 
the diffraction limit—can be achieved, subject only to the 
engineering restrictions associated with building or placing 
large structures in space. The 2.4-m mirror in the Hubble 
Space Telescope has a (blue-light) diffraction limit of only 
0.05–, giving astronomers a view of the universe as much 
as 20 times sharper than that normally available from even 
much larger ground-based instruments.

Active Optics
Current techniques for producing ultrasharp images take the 
ideas of computer control and image processing (see Section 
5.2) several stages further. By analyzing the image formed by 
a telescope while the light is still being collected, it is possible 
to adjust the telescope from moment to moment to avoid or 
compensate for the effects of mirror distortion, temperature 
changes in the dome, and even atmospheric turbulence.

Even under conditions of perfect seeing, most telescopes 
would not achieve diffraction-limited resolution. The tem-
perature of the mirror or in the dome may fluctuate slightly 
during the many minutes or even hours required for the 
image to be exposed, and the precise shape of the mirror 
may change slightly as the telescope tracks a source across 
the sky. The effect of these changes is that the mirror’s focus 
may shift from minute to minute, blurring the eventual 
image in much the same way as atmospheric turbulence cre-
ates a seeing disk (Figure 5.16). At the best observing sites, 
the seeing is often so good that these tiny effects may be the 
main cause of image blurring. The collection of techniques 
aimed at controlling such environmental and mechanical 
fluctuations is known as active optics.

The first telescope designed to incorporate active opt-
ics was the New Technology Telescope (NTT), constructed 
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Def ensive Initiative, a Reagan-era missile defense program 
(dubbed “Star Wars” by its detractors) intended to target and 
shoot down incoming ballistic missiles. In the system shown 
in Figure 5.19, a laser probes the atmosphere above the tel-
escope, creating an “artificial star” that allows astronomers 
to gauge atmospheric conditions and pass that information 
to a computer that modifies the telescope mirror thousands 
of times per second to compensate for poor seeing.

Adaptive corrections are somewhat easier to apply in 
the infrared than in the optical, because atmospheric dis-
tortions are smaller (stars “twinkle” less in the infrared) 
and because the longer infrared wavelengths impose less 
stringent requirements on the precise shape of the mirror. 
Infrared adaptive optics systems already exist in many large 
telescopes. For example, Gemini and Subaru have reported 
adaptive optics resolutions of around 0.06″ in the near  

infrared—not quite at the diffraction limit (0.03″ for an 8-m 
telescope at 1 μm, according to the earlier equation), but  
already better than the resolution of HST at the same wave-
lengths (see Figure 5.20a). Both Keck and the VLT incorpo-
rate adaptive optics instrumentation capable of producing 
diffraction-limited images at near-infrared wavelengths.

Visible-light adaptive optics has been demonstrated  
experimentally, and some astronomical telescopes are begin-
ning to incorporate the technology. Figure 5.20(b) compares 
a pair of visible-light observations of a nearby double star 
called Castor. The observations were made with a relatively 
modest 1.5-m telescope. The adaptive optics system clearly 
distinguishes the two stars. Remarkably, adaptive optics 
techniques are giving astronomers the “best of both worlds,” 
achieving with large ground-based optical telescopes the 
kind of resolution once attainable only from space.

▲ figure 5.17 european Southern observatory Located in the Andes Mountains of Chile, the European 
Southern Observatory at La Silla is run by a consortium of European nations. numerous domes house optical telescopes 
of different sizes, each with varied support equipment, making this one of the most versatile observatories south of the 
equator. The largest telescope at La Silla—the square building to the right of center—is the new Technology Telescope, a 
3.5-m active optics device. (ESO)

(a) (b)

5"
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◀ figure 5.18 Active 
optics These false-color 
infrared photographs of part 
of the star cluster r136—the 
same object shown in figure 
5.15—contrast the resolution 
obtained (a) without and  
(b) with an active optics 
system. Both images were 
taken with the new Technology 
Telescope shown in figure 5.17. 
(ESO)
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ConCept Check

4 What steps do optical astronomers take to overcome 
the obscuring and blurring effects of Earth’s 
atmosphere?

5.5 Radio Astronomy
In addition to the visible radiation that penetrates Earth’s 
atmosphere on a clear day, radio radiation also reaches 
the ground. Indeed, as indicated in Figure 3.8, the radio 
window in the electromagnetic spectrum is much wider 
than the optical window.  (Sec. 3.3) Because the 
atmosphere is no hindrance to long-wavelength radiation, 
radio astronomers have built many ground-based radio 
telescopes capable of detecting radio waves reaching us 
from space. These devices have all been constructed since 
the 1950s—radio astronomy is a much younger subject 
than optical astronomy.

Early Observations
The field of radio astronomy originated with the work of 
Karl Jansky at Bell Labs in 1931. Jansky was studying the 
causes of shortwave-radio interference when he discov-
ered a faint static “hiss” that had no apparent terrestrial 
(Earthly) source. He noticed that the strength of the hiss 
varied in time and that its peak occurred about 4 minutes 
earlier each day. He soon realized that the peaks were com-
ing exactly one sidereal day apart, and he concluded that 
the hiss was indeed not of terrestrial origin, but came from 
a definite direction in space.  (Sec. 1.4) That direction is 
now known to correspond to the center of our Galaxy.

Some astronomers were intrigued by Jansky’s discov-
ery, but with the limited technology of the day—and even 

◀ figure 5.19 Adaptive 
optics System In this daytime 
photo, a test is being conducted 
at the Lick Observatory 3-m Shane 
telescope in California. A laser 
is used to create an “artificial 
star” (light reflected from the 
atmosphere back into the 
telescope) to improve guiding. The 
laser beam probes the atmosphere 
above the telescope, allowing tiny 
computer-controlled changes to 
be made in the shape of the mirror 
surface thousands of times each 
second. (Lick Observatory)

(a)
R I V U X GR I V U X G

(b)

1"
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▲ figure 5.20 Adaptive optics in Action (a) The star cluster 
nGC 6934 is resolved to a little less than 1” in this uncorrected  
visible-light image (left) from the 8-m Gemini north telescope in 
hawaii. With adaptive optics applied (right), the resolution in the 
infrared is improved by nearly a factor of 10, allowing more stars to  
be seen much more clearly. (b) These visible-light images of the 
double star Castor were acquired at a military observatory on Mount 
haleakala in Maui, hawaii. The uncorrected image (left) is blurred 
over several arc seconds, giving only a hint of its binary nature. With 
adaptive optics (right), the resolution is improved to 0.1”, and the two 
stars are clearly separated. (NOAO; MIT Lincoln Laboratory)
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more limited Depression-era budgets—progress was slow. 
Jansky himself was moved to another project at Bell Labs 
and never returned to astronomical studies. However, by 
1940, the first systematic surveys of the radio sky were 
under way. After a series of technological breakthroughs 
made during World War II, these studies rapidly grew into 
a distinct branch of astronomy.

During the 1930s, astronomers became aware that 
the space between the stars in our Galaxy is not empty, 
but instead is filled with extremely diffuse (low-density) 
gas (see Chapter 18). The growing realization in the 
1940s that this otherwise completely invisible part of the 
Galaxy could be observed and mapped in detail at radio 
wavelengths established the true importance of Jansky’s 
pioneering work. Today he is regarded as the father of 
radio astronomy.

Essentials of Radio Telescopes
Figure 5.21(a) shows the world’s largest steerable radio 
telescope: the large 105-m-diameter (340-foot-diameter) 
telescope located at the National Radio Astronomy Obser-
vatory in West Virginia. Although much larger than 
reflecting optical telescopes, most radio telescopes are 
built in basically the same way. They have a large, horse-
shoe-shaped mount supporting a huge curved metal dish 

that serves as the collecting area. As illustrated in Fig-
ure 5.21(b), the dish captures incoming radio waves and 
reflects them to the focus, where a receiver detects the 
signals and channels them to a computer for storage and 
analysis.

Conceptually, the operation of a radio telescope is similar 
to the operation of an optical reflector with the detecting 
instruments placed at the prime focus (Figure 5.6a). 
However, unlike optical instruments, which can detect 
all visible wavelengths simultaneously, radio detectors 
normally register only a narrow band of wavelengths at any 
one time. To observe radiation with a different frequency, 
we must retune the equipment, much as we tune a radio or 
television set to a different channel.

Radio telescopes must be built large partly because 
cosmic radio sources are extremely faint. In fact, the total 
amount of radio energy received by Earth’s entire surface 
is less than a trillionth of a watt. Compare this with the 
roughly 10 million watts our planet’s surface receives 
in the form of infrared and visible light from any of the 
bright stars seen in the night sky. To capture enough 
radio energy to allow detailed measurements to be made, 
a large collecting area is essential. Figure 5.22 shows an 
even larger, but unmovable, radio telescope strung among 
the hills of Arecibo, Puerto Rico. Constructed in 1963 in a 
natural depression in the hillside, the Arecibo telescope is 

Incoming
radiation

Collecting
area

Focus

Detector

(a) (b)

▲ figure 5.21 radio telescope (a) The 105-m-diameter device at the national radio Astronomy Observatory 
in Green Bank, West Virginia, is 150 m tall—taller than the Statue of Liberty and nearly as tall as the Washington 
Monument. (b) Schematic diagram of the telescope shows the path taken by an incoming beam of radio radiation 
(colored blue). (NRAO)
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approximately 300 m (1000 feet) in diameter. Its reflecting 
surface spans nearly 20 acres.

The angular resolution of radio telescopes is generally 
quite poor compared with that of their optical counter-
parts because of the effects of diffraction. Typical wave-
lengths of radio waves are about a million times longer 
than those of visible light, and these longer wavelengths 
impose a corresponding crudeness in angular resolution. 
(Recall from Section 5.2 that the longer the wavelength, 
the greater the amount of diffraction.) Even the enor-
mous sizes of radio dishes only partly offset this effect. 
The radio telescope shown in Figure 5.21 can achieve a 
resolution of about 1′ when receiving radio waves having 
wavelengths of around 3 cm. However, it was designed to 
operate most efficiently (i.e., it is most sensitive to radio 
signals) at wavelengths closer to 1 cm, where the resolution 
is approximately 20″. The best angular resolution obtain-
able with a single radio telescope is about 10″ (for the larg-
est instruments operating at millimeter wavelengths)—at 

least 100 times coarser than the capabilities of some large 
optical systems.

Radio telescopes can be built so much larger than their 
optical counterparts because their reflecting surfaces need 
not be as smooth as is necessary for light waves of shorter 
wavelength. Provided that surface irregularities (dents, 
bumps, and the like) are much smaller than the wavelength 
of the waves to be detected, the surface will reflect them 
without distortion. Because the wavelength of visible radia-
tion is short (less than 10−6 m), extremely smooth mirrors 
are needed to reflect the waves properly, and it is difficult 
to construct very large mirrors to such exacting tolerances. 
However, even rough metal surfaces can focus 1-cm waves 
accurately, and radio waves of wavelength a meter or more 
can be reflected and focused perfectly well by surfaces 
having irregularities even as large as your fist. The Arec-
ibo instrument was originally surfaced with chicken wire, 
which was lightweight and cheap. Although fairly rough, 
the chicken wire was adequate for proper reflection because 

Receivers at the focus are
suspended nearly 150 m
(about 45 stories) above
the dish’s center.

Detector

Collecting area

▲ figure 5.22 Arecibo observatory An aerial photograph of the 300-m-diameter dish at the national Astronomy 
and Ionospheric Center near Arecibo, Puerto rico. The left inset shows a close-up of the radio receivers hanging high above 
the dish. The right inset shows technicians adjusting the dish surface to make it smoother. (D. Parker/T. Acevedo/NAIC; 
Cornell)
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the openings between adjacent strands of wire were much 
smaller than the long-wavelength radio waves that were to 
be detected.

The entire Arecibo dish was resurfaced with thin metal 
panels in 1974 and was further upgraded in 1997 so that it 
can now be used to study radio radiation of shorter wave-
length. Since the 1997 upgrade, the panels can be adjusted 
to maintain a precise spherical shape to an accuracy of about  
3 mm over the entire surface. At a frequency of 5 GHz (corre-
sponding to a wavelength of 6 cm—the shortest wavelength 
that can be studied, given the properties of the dish surface), 
the telescope’s angular resolution is about 1′. The huge size 
of the dish creates one distinct disadvantage, however: The 
Arecibo telescope cannot be pointed very well to follow cos-
mic objects across the sky. The detectors can move roughly 
10° on either side of the focus, restricting the telescope’s  
observations to those objects that happen to pass within 
about 20° of overhead as Earth rotates.

Arecibo is an example of a rough-surfaced telescope 
capable of detecting long-wavelength radio radiation. At the 
other extreme, Figure 5.23 shows the 36-m-diameter Haystack 
dish in northeastern Massachusetts. Constructed of polished 
aluminum, this telescope maintains a parabolic curve to 
an accuracy of about a millimeter all the way across its solid 
surface. It can reflect and accurately focus radio radiation 
with wavelengths as short as a few millimeters. The telescope 
is contained within a protective shell, or radome, that protects 
the surface from the harsh New England weather. The radome 
acts much like the protective dome of an optical telescope, 
except that there is no slit through which the telescope “sees.” 
Incoming cosmic radio signals pass virtually unimpeded 
through the radome’s fiberglass construction.

The Value of Radio Astronomy
Despite the inherent disadvantage of relatively poor angular 
resolution, radio astronomy enjoys many advantages. 
Radio telescopes can observe 24 hours a day. Darkness is 
not needed for receiving radio signals because the Sun is a 
relatively weak source of radio energy, so its emission does 
not swamp radio signals arriving at Earth from elsewhere 
in the sky. In addition, radio observations can often be 
made through cloudy skies, and radio telescopes can detect 
the longest-wavelength radio waves even during rain or 
snowstorms. Poor weather causes few problems because 
the wavelength of most radio waves is much larger than 
the typical size of atmospheric raindrops or snowflakes. 
Optical astronomy cannot be performed under these 
conditions because the wavelength of visible light is smaller 
than a raindrop, a snowflake, or even a minute water 
droplet in a cloud.

However, perhaps the greatest value of radio astro-
nomy (and, in fact, of all astronomies concerned with non-
visible regions of the electromagnetic spectrum) is that it 

opens up a whole new window on the universe. There are 
three main reasons for this. First, just as objects that are 
bright in the visible part of the spectrum (e.g., the Sun)  
are not necessarily strong radio emitters, many of the 
strongest radio sources in the universe emit little or no vis-
ible light. Second, visible light may be strongly absorbed by 
interstellar dust along the line of sight to a source. Radio 
waves, by contrast, are generally unaffected by intervening 
matter. Third, as mentioned earlier, many parts of the uni-
verse cannot be seen at all by optical means, but are easily 
detectable at longer wavelengths. The center of the Milky 
Way Galaxy is a prime example of such a totally invisible 
region—our knowledge of the Galactic center is based 

▲ figure 5.23 Haystack observatory Photograph of the 
haystack dish, inside its protective radome. for scale, note the 
engineer standing at the bottom. note also the dull shine on the 
telescope surface, indicating its smooth construction. haystack is a 
poor optical mirror, but a superb radio telescope. It can be used to 
reflect and accurately focus radiation having short radio wavelengths, 
even as small as a fraction of a centimeter. (MIT)
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almost entirely on radio and infrared observations. Thus, 
these observations not only afford us the opportunity to 
study the same objects at different wavelengths, but also 
allow us to see whole new classes of objects that would oth-
erwise be completely unknown.

Figure 5.24 shows an optical photograph of the Orion 
Nebula (a huge cloud of interstellar gas) taken with the 4-m 
telescope on Kitt Peak. Superimposed on the optical image 
is a radio map of the same region, obtained by scanning 
the Haystack radio telescope (Figure 5.23) back and forth 
across the nebula and taking many measurements of radio 
intensity. The map is drawn as a series of contour lines con-
necting locations of equal radio brightness, similar to pres-
sure contours drawn by meteorologists on weather maps 
or height contours drawn by cartographers on topographic 
maps. The inner contours represent stronger radio signals, 
the outside contours weaker signals. Note, however, how 
the radio map is much less detailed than its optical counter-
part; that’s because the acquired radio radiation has such a 
long wavelength compared to light.

The radio map in Figure 5.24 has many similarities to 
the visible-light image of the nebula. For instance, the radio 
emission is strongest near the center of the optical image and 
declines toward the nebular edge. But there are also subtle 
differences between the radio and optical images. The two 
differ chiefly toward the upper left of the main cloud, where 
visible light seems to be absent, despite the existence of radio 
waves. How can radio waves be detected from locations not 
showing any emission of light? The answer is that this par-
ticular nebular region is known to be especially dusty in its 
top left quadrant. The dust obscures the short-wavelength 
visible light, but not the long-wavelength radio radiation. 
Thus, we have a trade-off typical of many in astronomy:  
Although the long-wave radio signals provide a less resolved 
map of the region, those same radio signals can pass rela-
tively unhindered through dusty regions, in this case allow-
ing us to see the true extent of the Orion Nebula.

ConCept Check

4 In what ways does radio astronomy complement 
optical observations?

5.6 Interferometry
The main disadvantage of radio astronomy compared 
with optical work is its relatively poor angular resolu-
tion. However, in some circumstances, radio astronomers 
can overcome this limitation with a technique known as  
interferometry. This technique makes it possible to pro-
duce radio images of angular resolution higher than can 
be achieved with even the best optical telescopes, on Earth 
or in space.

In interferometry, two or more radio telescopes are used 
in tandem to observe the same object at the same wavelength 
and at the same time. The combined instruments together 
make up an interferometer. Figure 5.25 shows a large 
inter ferometer—many separate radio telescopes working 
together as a team. By means of electronic cables or radio 
links, the signals received by each antenna in the array mak-
ing up the interferometer are sent to a central computer that 
combines and stores the data.

A Radio Interferometer
Interferometry works by analyzing how the signals interfere 
with each other when added together.  (Discovery 3-1) Con-
sider an incoming wave striking two detectors (Figure 5.26). 
Because the detectors lie at different distances from the source, 
the signals they record will, in general, be out of step with one 
another. In that case, when the signals are combined, they will 
interfere destructively, partly canceling each other out. Only 
if the detected radio waves happen to be exactly in step will 

R I V U X G

▲ figure 5.24 orion nebula in radio and Visible The 
Orion nebula is a star-forming region about 1500 light-years from 
Earth. (The nebula is located in the constellation Orion and can be 
seen as a small smudge in figure 1.8.) The bright regions in this 
photograph are stars and clouds of glowing gas. The dark regions 
are not empty, but their visible emission is obscured by interstellar  
matter. Superimposed on the optical image is a radio contour map 
(blue lines) of the same region. Each curve of the contour map 
represents a different intensity of radio emission. note how the 
radio contours in some places enclose regions that are dark in 
visible light, allowing us to “see through” the obscuring material. 
The resolution of the optical image is about 1″; that of the radio 
map is 1′. (Background photo: AURA)
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= destructive interference

▶ figure 5.26 interferometry Two detectors, A 
and B, record different signals from the same incoming 
wave because of the time it takes the radiation to traverse 
the distance between them. When the signals are combined, 
the amount of interference depends on the wave’s direction of 
motion, providing a means of measuring the position of the source in the sky. here, the dark-blue 
waves come from a source high in the sky and interfere destructively when captured by antennas 
A and B. But when the same source has moved because of Earth’s rotation (light-blue waves), the 
interference can be constructive.

the signals combine constructively to produce a strong signal. 
Notice that the amount of interference depends on the direc-
tion in which the wave is traveling relative to the line 
joining the detectors. Thus—in principle, at least—
careful analysis of the strength of the combined 
signal can provide an accurate measurement of 
the source’s position in the sky.

As Earth rotates and the antennae track 
their target, the interferometer’s orientation 
relative to the source changes, and a pattern 

(a)

(b)

◀ figure 5.25 VLA interferometer  
(a) This large interferometer, located on 
the Plain of San Augustin in new Mexico, 
comprises 27 separate dishes spread along 
a y-shaped pattern about 30 km across. The 
most sensitive radio device in the world, 
it is called the Very Large Array, or VLA for 
short. (b) A close-up view from ground 
level shows how some of the VLA dishes are 
mounted on railroad tracks so that they can 
be repositioned easily. (NRAO)

of peaks and troughs emerges. In 
practice, extracting positional infor-
mation from the data is a complex 
task, as multiple antennae and several 

sources are usually involved. Suffice it to say that, after  
extensive computer processing, the interference pattern 
translates into a high-resolution image of the target object.

An interferometer is, in essence, a substitute for a sin-
gle huge antenna. As far as resolving power is concerned, 
the effective diameter of an interferometer is the distance 
between its outermost dishes. In other words, two small 
dishes can act as opposite ends of an imaginary, but huge, 
single radio telescope, dramatically improving angular 
resolution. For example, a resolution of a few arc seconds 
can be achieved at typical radio wavelengths 
(such as 10 cm), either by using a single 
radio telescope 5 km in diameter 
(which is impossible to build) 
or by using two or more 
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much smaller dishes separated by the same 5 km, but con-
nected electronically. The larger the distance separating the 
telescopes—that is, the longer the baseline of the interfer-
ometer—the better is the resolution attainable.

Large interferometers like the instrument shown in 
Figure 5.25 now routinely attain radio resolution com-
parable to that of optical images. Figure 5.27 shows an 
interferometric radio map of a pair of colliding galaxies 
about 62 million light-years away, and a photograph of 
those same galaxies taken with a large optical telescope. 
The radio clarity is much better than in the contour map 
of Figure 5.24—in fact, the radio resolution in part (a) is 
comparable to that of the optical image in part (b). Note 
that the optical image in (b) is in true color, but the radio 
image in (a) is represented in false color, a commonly used 
technique for displaying data acquired in non-visible light. 
The radio “colors” do not represent actual wavelengths of 
the radiation emitted, but instead some other property of 
the source, in this case radio intensity, increasing from red 
to yellow. See Discovery 5-1 for a discussion of the latest 
powerful interferometer, just now coming online high in 
the Chilean Andes.

Astronomers have created radio interferometers 
spanning great distances, first across North America and 
later between continents. A typical very-long-baseline 
interferometry experiment (usually known by its 
abbreviation, VLBI) might use radio telescopes in North 
America, Europe, Australia, and Russia to achieve an  
angular resolution on the order of 0.001″. It seems that 
even Earth’s diameter is no limit: Radio astronomers 
have successfully used an antenna in orbit, together with 
several antennae on the ground, to construct an even 
longer baseline and achieve still better resolution. Pro-
posals exist to place interferometers entirely in Earth 
orbit and even on the Moon.

Interferometry at Other Wavelengths
Although the technique was originally developed by radio 
astronomers, interferometry is no longer restricted to the 
radio domain. Radio interferometry became feasible when 
electronic equipment and computers achieved speeds great 
enough to combine and analyze radio signals from separate 
radio detectors without loss of data. As the technology 
has improved, it has become possible to apply the same 
methods to radiation of higher frequency. Millimeter- 
wavelength interferometry has become an established 
and important observational technique, and both the 
Keck telescopes and the VLT are routinely used for near-
infrared interferometry.

Perhaps the highest resolution interferometric instru-
ment currently in operation is the six-telescope optical 
array operated by the Center for High Angular Resolu-
tion Astronomy (CHARA) on Mount Wilson in California 

100,000 light-years
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V
(b)

(a)
I V U X G
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▲ figure 5.27 radio–optical Comparison (a) ALMA radio  
“image” (or radiograph) of the colliding Antennae Galaxies observed  
at radio frequencies with an angular resolution of a few arc seconds.  
(b) Visible-light photograph of that same galaxy, made with the  
hubble telescope and displayed on the same scale as (a). (ESO/NAOJ/
NRAO; STScI)

(Figure 5.28). Although each telescope is only 1 m in diam-
eter, the placement of the array over the mountain results 
in a combined light beam having resolution equivalent to 
a single telescope 300 m across. CHARA is not designed 
to produce images of the stars it studies. However, it can  
resolve details as small as 0.0002″ across, allowing the  
positions, orbits, and even radii of some stars to be measured 
with exquisite accuracy.
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ConCept Check

4 What is the main reason for the poor angular resolution 
of radio telescopes? How do radio astronomers 
overcome this problem?

5.7 Space-Based Astronomy
Optical and radio astronomy are the oldest branches of 
astronomy, but since the 1970s there has been a virtual 
explosion of observational techniques spanning the rest of 
the electromagnetic spectrum. Today, all portions of the 
spectrum are studied, from radio waves to gamma rays, 
to maximize the amount of information available about 
astronomical objects.

As noted earlier, the types of astronomical objects that can 
be observed differ quite markedly from one wavelength range 
to another. Full-spectrum coverage is essential not only to see 
things more clearly, but even to see some things at all. Because 
of the transmission characteristics of Earth’s atmosphere, 
astronomers must study practically all regions of the 
electromagnetic spectrum, from gamma rays through X-rays 
to visible light, and on down to infrared and radio waves, from 
space. The rise of these “other astronomies” has therefore been 
closely tied to the development of the space program.

Infrared Astronomy
Infrared studies are a vital component of modern observa-
tional astronomy. Infrared astronomy spans a broad range 

of phenomena in the universe, from 
planets and their parent stars to the vast 
regions of interstellar space where new 
stars are forming, to explosive events 
occurring in faraway galaxies. Gen-
erally, infrared telescopes resemble  
optical telescopes, but their detectors 
are designed to be sensitive to radia-
tion of longer wavelengths. Indeed, 
as we have seen, many ground-based 
“optical” telescopes are also used for 
infrared work, and some of the most 
useful infrared observing is done from 
the ground (e.g., from Mauna Kea—see 
Figure 5.10), even though the radiation 
is somewhat diminished in intensity by 
our atmosphere.

As with radio observations, the 
longer wavelength of infrared radiation 
often enables us to perceive objects that 
are partially hidden from optical view. 
As a terrestrial example of the penetrat-
ing properties of infrared radiation, 
Figure 5.29(a) shows a dusty and hazy 

region in California, hardly viewable optically, but easily 
seen in the infrared (Figure 5.29b). Figures 5.29(c) and (d) 
show a similar comparison for an astronomical object—
the dusty regions of the Orion Nebula, where visible light 
is blocked by interstellar clouds, but which is clearly distin-
guishable in the infrared.

Astronomers can make better infrared observations 
if they place their instruments above most or all of Earth’s  
atmosphere using balloon-, aircraft-, rocket-, and satellite-
based telescopes. As might be expected, orbiting infrared 
telescopes are generally somewhat smaller than the massive 
instruments found in ground-based observatories. In 2003, 
NASA launched the 0.85-m Spitzer Space Telescope (SST), 
named in honor of Lyman Spitzer, Jr., a renowned astro-
physicist and the first person to propose (in 1946) that a large 
telescope be located in space. Spitzer’s detectors are designed to 
operate at wavelengths between 3.6 and 160 μm, with resolu-
tion varying from 2.5″ to 40″ across this range. Unlike previous 
space-based observatories, SST does not orbit Earth, but instead 
follows our planet in its orbit around the Sun, trailing millions 
of kilometers behind in order to minimize Earth’s heating  
effect on the detectors. It is currently drifting away from 
Earth at the rate of 0.1 AU per year. Figure 5.30 shows some 
spectacular (false-color) recent imagery from SST.

Spitzer’s detectors were cooled to near absolute zero in 
order to observe infrared signals from space without inter-
ference from the telescope’s own heat. Unfortunately, the liq-
uid helium doing this could not be confined indefinitely, and 
(as expected) it slowly leaked away into space. In 2009, SST 
entered a new “warm” phase of operation as its temperature 
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▲ figure 5.28 optical interferometry This aerial photo shows the facilities of 
the ChArA array intermingled with the existing equipment of the historic Mount Wilson 
Observatory, in California. The small 1-m telescopes in the array are numbered. (E. Simison/
Sea West Enterprises)
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increased to roughly 30 K—still very cold by Earth stand-
ards, but warm enough for the telescope’s own thermal emis-
sion to overwhelm the long-wavelength detectors on board.  
(Recall from Wien’s law that the thermal emission of a 30-K 
object peaks at a wavelength of roughly 100 μm.) However, 
the shorter-wavelength detectors (at 3.6 and 4.5 μm) should  
remain operational at least through 2014, and the telescope will 
continue to be a key astronomical resource during that time.

The latest—and largest—orbiting infrared telescope 
is the 3.5-m European Herschel Space Observatory, named 
for the British astronomer Sir William Herschel, who 
first demonstrated (in 1800) the existence of infrared  
radiation. Launched in 2009, Herschel is designed to oper-
ate in the far-infrared part of the spectrum at wavelengths  
between about 50 and 700 μm. The spacecraft is stationed 
at the L2 Lagrangian point of Earth’s orbit, a stable loca-
tion roughly 1.5 million km from Earth, outward along 
the Sun–Earth line. Figure 5.31(a) is a Herschel view of a 

nearby star-forming region called the Eagle Nebula. This 
false-color image combines data taken at three different 
infrared wavelengths (70 μm, 160 μm, and 250 μm), repre-
sented as blue, green, and red, respectively. Figure 5.31(b) 
shows a visible-light image of the same field. Note how the 
infrared view shows huge clouds of warm dust and gas, 
critical components of the star-formation process that 
are completely dark at visible wavelengths. Herschel is  
expected to cease operations in late 2013, when its coolant 
runs out.

The present instrument package aboard the Hub-
ble Space Telescope (see Section 5.1) also includes a high-
resolution (0.1″) near-infrared camera and spectroscope. 
NASA plans to launch Hubble’s successor, the James Webb 
Space Telescope, in 2018. With a 6.5-m segmented mirror 
and detectors optimized for use at near- and mid-infrared 
wavelengths, JWST is expected to become the premier  
instrument for infrared astronomy.

(a) (b)

(c) (d)
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▲ figure 5.29 Smog revealed An optical photograph (a) taken near San Jose, California, and an infrared 
photo (b) of the same area taken at the same time. Infrared radiation of long wavelength can penetrate smog 
much better than short-wavelength visible light. The same advantage pertains to astronomical observations: An 
optical view (c) of an especially dusty part of the central region of the Orion nebula is more clearly revealed in 
this infrared image (d) showing a cluster of stars behind the obscuring dust. (Lick Observatory; NASA)

A
N

IM
A

TI
O

N
/V

ID
E

O
 D

ep
lo

ym
en

t 
o

f 
th

e 
Ja

m
es

 W
eb

b
 S

p
ac

e 
Te

le
sc

o
p

e



SECTIOn 5.7 Space-Based Astronomy 123

Ultraviolet Astronomy
On the short-wavelength side of the visible spectrum lies the 
ultraviolet domain. Extending in wavelength from 400 nm  
(blue light) down to a few nanometers (“soft” X-rays), this 

spectral range has only recently begun to be explored. 
Because Earth’s atmosphere is partially opaque to radia-
tion below 400 nm and is totally opaque below about 300 
nm (due in part to the ozone layer), astronomers can-
not conduct any useful ultraviolet observations from the 
ground, even from the highest mountaintop. Rockets, bal-
loons, or satellites are therefore essential to any ultraviolet  
telescope—a device designed to capture and analyze that 
high-frequency radiation.

100,000 light-years

10 light-years

(a)

(b)
R I V U X G

▲ figure 5.30 Spitzer images These images from the Spitzer 
Space Telescope, now in orbit around the Sun, clearly show its camera’s 
capabilities. (a) This unnamed star-forming region displays much dust 
(red-orange) amid myriad stars (blue-white). (b) The much larger spiral 
galaxy M100 also radiates heat from its embedded dust. (JPL)

30 light-years

(a)

(b)
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▲ figure 5.31 infrared–optical Comparison (a) This 
infrared image of the Eagle nebula was acquired with the herschel 
Space Observatory. In this false-colored image, colors denote dust 
temperatures, descending from blue to red. (b) The same nebula in 
visible light shows clearly just how much of the region is obscured  
by the dust within it. (ESA; ESO)
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the ALMA Array
High in the South American mountains, a new and powerful tel-
escope has been built by an international consortium of astrono-
mers and engineers from the United States, Canada, Europe, East 
Asia, and Chile. The Atacama Large Millimeter Array (ALMA) 
is the largest astronomical project on Earth today, residing about 
5000 m altitude on the Chajnantor plateau in northern Chile. 
There, in the Atacama Desert, the telescope scans the universe 
from one of the driest places on our planet, without clouds, radio 
interference, or light pollution. It’s a dream come true for astron-
omers wishing to sense the radio universe with clarity and resolu-
tion equal to that seen by optical telescopes.

ALMA is a telescope of revolutionary design—actually an 
array of 66 radio antennas that operate in synchrony as a single  
device. Each high-precision antenna detects radiation of wave-
length between 0.3 and 10 mm—the so-called millimeter band 
that is midway between the traditional radio and infrared parts 
of the electromagnetic spectrum. To date, astronomers haven’t 
been able to probe the universe very much in this remote spectral  
domain and so far have had only glimpses of new science to come. 
The antennas all aim toward the same cosmic object at any one 
time, yet from slightly different perspectives the many antennas 
examine it with superb resolution. Furthermore, the antennas are 
mobile, moving around on the desert floor and enabling resear-
chers to effectively “zoom” in on target objects. The photo shows 
one of the first deployments of some of the antennas in 2011.

The earliest images from ALMA began arriving in 2012, giv-
ing astronomers an inkling of the array’s potential; even better 

DISCOVEry 5-1
quality images are expected as the antennas are finely tuned and 
as more antennas join the array. One the most intriguing ALMA 
images is shown in Figure 5.27—two galaxies in collision. 
Another is the image here—a narrow dust ring around a young 
star system. This is Fomalhaut, shown here as the bright emis-
sion at the center of the ring, a star about 25 light-years away and 
thought to perhaps have planets now forming within its dusty 
ring. That ring or disk is shown here in two ways: The bluish-
colored radiation at bottom was observed by the Hubble Space 
Telescope in the optical domain, and the narrow yellow ring at 
the top by ALMA (in false color). Hubble astronomers thought 
they had earlier spied a huge, Jupiter-sized planet within the dust, 
but the new, high-resolution ALMA image shows no such planet. 
If there are planets present there, they must be much smaller, 
perhaps comparable to Earth. The hunt for Earth-sized planets 
is heating up, and ALMA is at the forefront of that major effort.

100 AU

R VI U X G

(ESO/NAOJ/NRAO; STScI)

ALMA is expected to be a telescopic workhorse 
for the next generation of astronomers. As more 
antennas are added, perhaps ultimately totaling 
several hundred, this single most powerful telescope 
ever built is expected to extensively probe one of 
astronomy’s last frontiers. A whole new window 
on the universe has now been opened, capturing 
never-before-seen details about the earliest stars and 
galaxies, the enigmatic black holes at the hearts of 
most galaxies, and perhaps directly imaging the for-
mation of planets beyond our solar system.
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One of the most successful ultraviolet space missions 
was the International Ultraviolet Explorer (IUE), placed 
in Earth orbit in 1978 and shut down for budgetary rea-
sons in late 1996. Like all ultraviolet telescopes, its basic 
appearance and construction were quite similar to those 
of optical and infrared devices. Several hundred astrono-
mers from all over the world used IUE’s near-ultraviolet 
spectroscopes to explore a variety of phenomena in plan-
ets, stars, and galaxies. In subsequent chapters, we will 
learn what this relatively new window on the universe has 
shown us about the activity and even the violence that 
seems to pervade the cosmos.

Figure 5.32 shows images captured by two more recent 
ultraviolet satellites. Figure 5.32(a) shows an image of 
a supernova remnant—the remains of a violent stellar 

explosion that occurred some 12,000 years ago—obtained 
by the Extreme Ultraviolet Explorer (EUVE) satellite, 
launched in 1992. Since its launch, EUVE has mapped 
out our local cosmic neighborhood as it presents itself in 
the far ultraviolet and has radically changed astronomers’ 
conception of interstellar space in the vicinity of the Sun. 
Figure 5.32(b) shows an image of two relatively nearby 
galaxies, called M81 and M82, captured by the Galaxy 
Evolution Explorer (GALEX) satellite, launched in 2003. 
HST, best known as an optical telescope, is also a superb 
imaging and spectroscopic ultraviolet instrument.

proCeSS of SCienCe Check

4 Why are observations made at many different 
electromagnetic wavelengths useful to astronomers?

High-Energy Astronomy
High-energy astronomy studies the universe as it pre-
sents itself to us in X-rays and gamma rays—the types of  
radiation whose photons have the highest frequencies and 
hence the greatest energies. How do we detect radiation 
of such short wavelengths? First, it must be captured high 
above Earth’s atmosphere, because none of it reaches the 
ground. Second, its detection requires the use of equip-
ment fundamentally different in design from that used to 
capture the relatively low-energy radiation discussed up 
to this point.

The difference in the design of high-energy telescopes 
comes about because X-rays and gamma rays cannot be 
reflected easily by any kind of surface. Rather, these rays 
tend to pass straight through, or be absorbed by, any material 
they strike. When X-rays barely graze a surface, however, 
they can be reflected from it in a way that yields an image, 
although the mirror design is fairly complex. As illustrated 
in Figure 5.33, to ensure that all incoming rays are reflected 
at grazing angles, the telescope is constructed as a series of 
nested cylindrical mirrors, carefully shaped to bring the 
X-rays to a sharp focus. For gamma rays, no such method 
of producing an image has yet been devised; present-day 
gamma-ray telescopes simply point in a specified direction 
and count the photons they collect.

(b)

(a)

R I V U X G

◀ figure 5.32 ultraviolet images (a) A camera on board the 
Extreme Ultraviolet Explorer satellite captured this image of the Cygnus 
loop supernova remnant, the result of a massive star that blew itself 
virtually to smithereens. The release of energy was enormous, and the 
afterglow has lingered for centuries. The glowing field of debris shown 
here within the telescope’s circular field of view lies some 1500 light-years 
from Earth. (b) This false-color image of the spiral galaxy M81 and its 
companion M82, made by the Galaxy Evolution Explorer satellite, reveals 
stars forming in the blue arms well away from the galaxy’s center. (NASA; 
GALEX)
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In addition, detection methods using photographic plates 
or CCD devices do not work well for hard (high-frequency) 
X-rays and gamma rays. Instead, individual photons are 
counted by electronic detectors on board an orbiting device, 
and the results are then transmitted to the ground for 
further processing and analysis. Furthermore, the number 
of photons in the universe seems to be inversely related to 
their frequency. Trillions of visible (starlight) photons reach 
the detector of an optical telescope on Earth each second, but 
hours or even days are sometimes needed for a single gamma-
ray photon to be recorded. Not only are these photons hard to 
focus and measure, but they are also very scarce.

The Einstein Observatory, launched by NASA in 1978, 
was the first X-ray telescope capable of forming an image 
of its field of view. During its 2-year lifetime, this spacecraft 
drove major advances in our understanding of high-energy 
phenomena throughout the universe. The German ROSAT 
(short for “Röntgen Satellite,” after Wilhelm Röntgen, the 
discoverer of X-rays) was launched in 1991. During its 7-year 
lifetime, this instrument generated a wealth of high-quality 
observational data. It was turned off in 1999, a few months 
after its electronics were irreversibly damaged when the  
telescope was accidentally pointed too close to the Sun.

In July 1999, NASA launched the Chandra X-Ray  
Observatory (named in honor of the Indian astrophysicist 
Subramanyan Chandrasekhar and shown in Figure 5.34). 
With greater sensitivity, a wider field of view, and better 
resolution than either Einstein or ROSAT, Chandra is pro-
viding high-energy astronomers with new levels of obser-
vational detail. Figure 5.35 shows a typical image returned 
by Chandra: a supernova remnant in the constellation Cas-
siopeia. Known as Cas A, the ejected gas is all that now  
remains of a star that was observed to explode about  

X-rays (blue) enter
here and are gently
guided to a focus.

Nested
cylindrical

mirrors
Focus

(a) (b)

▲ figure 5.33 X-ray telescope (a) The arrangement of nested mirrors in an X-ray telescope allows the rays to 
be reflected at grazing angles and focused to form an image. (b) A cutaway 3-D rendition of the mirrors, showing their 
shape more clearly.

▲ figure 5.34 Chandra observatory The Chandra X-ray 
telescope is shown here during the final stages of its construction 
in 1998. The left end of the mirror arrangement, depicted in figure 
5.33, is at the bottom of the satellite as oriented here. Chandra’s 
effective angular resolution is 1″, allowing this spacecraft to produce 
images of quality comparable to that of optical photographs. 
Chandra now occupies an elliptical orbit high above Earth; its farthest 
point from our planet, 140,000 km out, reaches almost one-third of 
the way to the Moon. (NASA)
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3 light-years

The colors here indicate different intensities of X-rays
and also different amounts
of heavy elements.

I U X GR V

◀ figure 5.35 X-ray image This is a false-color Chandra X-ray 
image of the supernova remnant Cassiopeia A, a debris field of 
scattered, hot gases that were once part of a massive star. roughly 
10,000 light-years from Earth and barely visible in the optical part of 
the spectrum, Cas A is awash in brilliantly glowing X-rays spread across 
some 10 light-years. (CXC/SAO)

3 light-years

R I V U GX
(b)(a)

▲ figure 5.36 gamma-ray Astronomy (a) The fermi Gamma-ray Space Telescope, shown here in an artist’s 
conception, was named after Enrico fermi, an Italian-American scientist who did pioneering work in high-energy 
physics. The wide arrays are solar panels to power the spacecraft; the box amidship contains layers of tungsten 
that detect the gamma rays. (b) A typical false-color gamma-ray image—this one showing the remains of a 
violent event (a supernova) in a region named W44. The gamma rays are shown mainly in magenta. (NASA)

320 years ago. The false-color image shows 50-million-kelvin 
gas in wisps of ejected stellar material; the bright white point 
at the very center of the debris may be a black hole. The 
XMM-Newton satellite is more sensitive to S-rays than is 
Chandra (that is, it can detect fainter X-ray sources), but it 
has significantly poorer angular resolution (5″, compared to 
0.5″ for Chandra), making the two missions complementary 
to one another.

Gamma-ray astronomy is the youngest entrant into the 
observational arena. As just mentioned, imaging gamma-ray 
telescopes do not exist, so only fairly coarse (1° resolution) 
observations can be made. Nevertheless, even at this resolu-
tion, there is much to be learned. Cosmic gamma rays were 
originally detected in the 1960s by the U.S. Vela series of sat-
ellites, whose primary mission was to monitor illegal nuclear 
detonations on Earth. Since then, several X-ray telescopes 
have also been equipped with gamma-ray detectors.

NASA’s Compton Gamma-Ray Observatory (CGRO) 
was placed in orbit by the space shuttle in 1991. It scanned 
the sky and studied individual objects in much greater 
detail than had previously been attempted. Many exam-
ples of CGRO’s imagery appear throughout this book. The 
mission ended on June 4, 2000, when, following a failure 
of one of the satellite’s three gyroscopes, NASA opted for 
a controlled reentry and dropped CGRO into the Pacific 
Ocean. In 2008, NASA launched the Fermi Gamma-Ray 
Space Telescope (Figure 5.36a). With greater sensitivity to a 
broader range of gamma-ray energies than CGRO, Fermi’s  
capabilities are greatly expanding astronomers’ view of 
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the high-energy universe. Figure 5.36(b) shows a false-
color gamma-ray image of a violent stellar explosion in a 
distant galaxy. An early all-sky image obtained by Fermi 
appears in Figure 5.37(e).

ConCept Check

4 List some scientific benefits of placing telescopes  
in space. What are the drawbacks of space-based 
astronomy?

5.8 Full-Spectrum Coverage
Many astronomical objects are now routinely observed at 
many different electromagnetic wavelengths. As we proceed 
through the text, we will discuss more fully the wealth of 
information that high-precision astronomical instruments 
can provide us.

It is reasonable to suppose that the future holds 
many further improvements in both the quality and 
the availability of astronomical data and that many new 
discoveries will be made. The current and proposed pace 
of technological progress presents us with the following 
exciting prospect: Within the next decade, if all goes 
according to plan, it will be possible, for the first time 
ever, to make simultaneous high-quality measurements of 
any astronomical object at all wavelengths, from radio ray 
to gamma ray. The consequences of this development for 
our understanding of the workings of the universe may be 
little short of revolutionary.

As a preview of the comparison that full-spectrum 
coverage allows, Figure 5.37 shows a series of images of our 
own Milky Way Galaxy. The images were made by several 
different instruments, at wavelengths ranging from radio to 
gamma rays, over a period of about 5 years. By comparing 
the features visible in each, we immediately see how multi-
wavelength observations can complement one another, 
greatly extending our perception of the dynamic universe 
around us.

I V U X GR(a)

R I V U GX(d)

R I V U X G(e)

R I U X GV(c)

R V U X GI(b)

narrated figure 5.37 Multiple Wavelengths The 
Milky Way Galaxy as it appears at (a) radio, (b) infrared,  
(c) visible, (d) X-ray, and (e) gamma-ray wavelengths. Each  
frame is a panoramic view covering the entire sky. The center 
of our Galaxy, which lies in the direction of the constellation 

Sagittarius, is at the center of each map. (ESA; UMass/Caltech;  
A. Mellinger; MPI; NASA)
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1  A telescope (p. 100) is a device  
designed to collect as much light as possible 
from some distant source and deliver it to 
a detector for detailed study. A refracting 
telescope (p. 100) uses a lens to con-
centrate and focus the light; reflecting  
telescopes (p. 100) use mirrors. The Newtonian (p. 103) and  
Cassegrain (p. 103) reflecting telescope designs employ secondary 
mirrors to avoid placing detectors at the prime focus. More complex 
light paths are used to allow the use of large or heavy equipment 
that cannot be placed near the telescope. All large astronomical 
telescopes are reflectors, because large mirrors are lighter and much 
easier to construct than large lenses, and also suffer from fewer 
optical defects.
2  The light-gathering power of a telescope depends on its 

collecting area (p. 105), which is proportional to the square 
of the mirror diameter. To study 
the faintest sources of radiation, 
astronomers must use large telescopes. 
Large telescopes also suffer least from 
the effects of diffraction and hence 
can achieve better angular resolution 
(p. 106) once the blurring effects of 
Earth’s atmosphere are overcome. The amount of diffraction is 
proportional to the wavelength of the radiation under study and 
inversely proportional to the size of the mirror.
3  Most modern telescopes use 

charge-coupled devices, or CCDs  
(p. 109), instead of photographic plates 
to collect their data. The field of view is 
divided into an array of millions of pix-
els (p. 109) that accumulate an electric 
charge when light strikes them. CCDs 
are many times more sensitive than pho-
tographic plates, and the resultant data are easily saved directly in 
digital form for later processing. The light collected by a telescope 
may be processed in a number of ways. It can be made to form an 
image (p. 100). Photometry (p. 111) may be performed either 
on a stored image or during the observation itself, using a special-
ized detector, or a spectrometer (p. 111) may be used to analyze 
the spectrum of the radiation received.

Chapter Review
SummaRy

4  The resolution of most ground-
based optical telescopes is limited by 
seeing (p. 111)—the blurring effect 
of Earth’s turbulent atmosphere, 
which smears the pointlike images 
of stars out into seeing disks (p. 111) a few arc seconds in 
diameter. Radio and space-based telescopes do not suffer 
from this effect, so their resolution is determined mainly by 
the effects of diffraction. Astronomers can greatly improve a 
telescope’s resolution by using active optics (p. 112), in which 
a telescope’s environment and focus are carefully monitored 
and controlled, and adaptive optics (p. 112), in which the 
blurring effects of atmospheric turbulence are corrected for in 
real time.
5  Radio telescopes (p. 114) are 

conceptually similar in construction 
to optical ref lectors, although they 
are generally much larger than optical 
instruments, in part because so little 
radio radiation reaches Earth from 
space, so a large collecting area is essential. Their main dis-
advantage is that diffraction of long-wavelength radio waves 
limits their resolution, even for very large radio telescopes. 
Their principal advantage is that they allow astronomers to 
explore a whole new part of the electromagnetic spectrum 
and of the universe—many radio emitters are completely  
undetectable in visible light. In addition, radio observations 
are largely unaffected by Earth’s atmosphere and weather or 
by the position of the Sun.
6  In order to increase the effective 

area of a telescope, and hence improve its 
resolution, several separate instruments 
may be combined into a device called an 
interferometer (p. 118), in which the 
interference pattern of radiation received 
by two or more detectors is used to  
reconstruct a high-precision map of the 
source. Using interferometry (p. 118), 
radio telescopes can produce images sharper than those from the 
best optical telescopes. Infrared and optical interferometric sys-
tems are now in use at many observatories.
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The Big Question Astronomy is a data-driven science. The most stunning discoveries are often 
made as new telescopes come online; some scopes are bigger, others operate in orbit, and almost all 
of them are better than any equipment available previously. The biggest advances have been made by 
instruments built to sense new domains of the electromagnetic spectrum. Will telescopes someday  
operate outside the electromagnetic spectrum, detecting new kinds of radiation or some still unknown 
particles? Whole new windows on the universe potentially beckon.
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8  Different physical processes  
can produce very different  
types of electromagnetic  
radiation, and the appearance 
of an object at one wavelength 
may bear little resemblance to  
its appearance at another. 
observations at wavelengths 
spanning the spectrum are 
essential to a complete under-
standing of astronomical 
events.

7  Infrared (p. 121) and ultraviolet telescopes (p. 123) are 
generally similar in design to optical systems. Observations in some 
parts of the infrared range can be carried out 
from the ground, but ultraviolet astronomy must 
be done from space. High-energy telescopes 
(p. 125) study the X-ray and gamma-ray regions 
of the electromagnetic spectrum. X-ray telescopes 
can form images of their field of view, although 
the mirror design is more complex than that of optical instruments. 
Gamma-ray telescopes simply point in a certain direction and count 
the photons they collect. Because the atmosphere is opaque at these 
short wavelengths, both types of telescopes must be placed in space.

10 light-years

Conceptual Self-Test: Multiple Choice
 1. VIS According to Figure 5.2 (“Refracting Lens”) the 

thickest lenses deflect and bend light (a) the fastest; (b) the 
slowest; (c) the most; (d) the least.

 2. The main reason that most professional research telescopes 
are reflectors is that (a) mirrors produce sharper images 
than lenses do; (b) their images are inverted; (c) they do not 
suffer from the effects of seeing; (d) large mirrors are easier 
to build than large lenses.

 3. If telescope mirrors could be made of odd sizes, the one 
with the most light-gathering power would be (a) a triangle 

with 1-m sides; (b) a square with 1-m sides; (c) a circle 1 m  
in diameter; (d) a rectangle with two 1-m sides and two 
2-m sides.

 4. VIS The image shown in Figure 5.12 (“Resolution”)  
is sharpest when the ratio of wavelength to telescope size is 
(a) large; (b) small; (c) close to unity; (d) none of these.

 5. The primary reason professional observatories are built 
on the highest mountaintops is to (a) get away from city 
lights; (b) be above the rain clouds; (c) reduce atmospheric 
blurring; (d) improve chromatic aberration.

for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science.  VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.

Review and Discussion

 9. LO5 Which astronomical objects are best studied with 
radio techniques?

 10. LO6 What is interferometry, and what problem in radio 
astronomy does it address? Is it limited to radio astronomy?

 11. Why do infrared satellites have to be cooled?
 12. LO7 Are there any ground-based ultraviolet observatories?
 13. In what ways do the mirrors in X-ray telescopes differ from 

those found in optical instruments?
 14. LO8 POS What are the main advantages of studying 

objects at many different wavelengths of radiation?
 15. POS Our eyes can see light with an angular resolution of  

1′. Suppose our eyes detected only infrared radiation, with 
1° angular resolution. Would we be able to make our way 
around on Earth’s surface? To read? To sculpt? To create 
technology?

 1. LO1 List three advantages of reflecting telescopes over  
reflectors.

 2. LO2 POS Cite two reasons that astronomers are continu-
ally building larger and larger telescopes.

 3. LO3 What are the advantages of a CCD over a photograph?
 4. LO4 How does Earth’s atmosphere affect what is seen 

through an optical telescope?
 5. What advantages does the Hubble Space Telescope  

(HST) have over ground-based telescopes? List some  
disadvantages.

 6. What determines the resolution of a ground-based tele-
scope?

 7. How do astronomers use adaptive optics to improve the res-
olution of telescopes?

 8. Why do radio telescopes have to be very large?
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • A certain telescope has a 10′ * 10′ field of view that is  
recorded using a CCD chip having 2048 * 2048 pixels. What 
angle on the sky corresponds to 1 pixel? What would be the 
diameter, in pixels, of a typical seeing disk (1″ radius)?

 2. • The SST ’s initial operating temperature was 5.5 K. At what 
wavelength (in micrometers) does the telescope’s own black-
body emission peak? How does this wavelength compare 
with the wavelength range in which the telescope is designed 
to operate?  (More Precisely 3-2)

 3. • A 2-m telescope can collect a given amount of light in  
1 hour. Under the same observing conditions, how much 
time would be required for a 6-m telescope to perform the 
same task? A 12-m telescope?

 4. • A space-based telescope can achieve a diffraction-limited 
angular resolution of 0.05″ for red light (wavelength 700 nm). 
What would the resolution of the instrument be (a) in the  
infrared, at 3.5 mm, and (b) in the ultraviolet, at 140 nm?

 5. •• Two identical stars are moving in a circular orbit around 
one another, with an orbital separation of 2 AU.  (Sec. 2.6) 
The system lies 200 light-years from Earth. If we happen to 
view the orbit head-on, how large a telescope would we need 
to resolve the stars, assuming diffraction-limited optics at a 
wavelength of 2 μm?

 6. • What is the equivalent single-mirror diameter of a  
telescope constructed from two separate 10-m mirrors? Four 
separate 8-m mirrors?

 7. • The Moon lies about 380,000 km away. To what distances 
do the angular resolutions of SST (3″), HST (0.05″), and a 
radio interferometer (0.001″) correspond at that distance?

 8. • Estimate the angular resolutions of (a) a radio interfero-
meter with a 5000-km baseline, operating at a frequency of  
5 GHz, and (b) an infrared interferometer with a baseline of 
50 m, operating at a wavelength of 1 μm.

Activities
Collaborative

 1. Your group has been assigned to observe the region of 
the sky around Orion to look for hot, bright young stars 
hidden in molecular clouds. Explain which of the telescopes  
described in the text would be your best choice, and esti-
mate the level of detail you might expect to see.

 2. Determine the maximum size interferometer your group 
could build if you placed 2-m radio telescopes at each of your 
homes. What would be its resolution at a wavelength of 1 cm?

Individual
 1. Take some photographs of the night sky. You will need a 

location with a clear, dark sky; a good digital camera that 

lets you control the exposure time; a tripod and cable 
release; and a watch with a seconds display that is visible 
in the dark. Set your camera to the “manual” setting 
for the exposure and attach the cable release so you can 
control it. Set the focus on infinity. Point the camera at 
the desired constellation, seen through the viewfinder, 
and take a 20- to 30-second exposure. Don’t touch any 
part of the camera or hold on to the cable release during 
the exposure to minimize all vibration. Keep a log of 
your shots.

 2. Which image of the Milky Way Galaxy in Figure 5.36 (Mul-
tiple Wavelengths) do you think provides the most interest-
ing information? Explain your reasoning.

 6. Compared with radio telescopes, optical telescopes can  
(a) see through clouds; (b) be used during the daytime;  
(c) resolve finer detail; (d) penetrate interstellar dust.

 7. When multiple radio telescopes are used for interferometry, 
resolving power is most improved by increasing (a) the 
distance between telescopes; (b) the number of telescopes 
in a given area; (c) the diameter of each telescope; (d) the 
electrical power supplied to each telescope.

 8. The Spitzer Space Telescope (SST) is stationed far from Earth 
because (a) this increases the telescope’s field of view; (b) the 
telescope is sensitive to electromagnetic interference from 

terrestrial radio stations; (c) doing so avoids the obscuring 
effects of Earth’s atmosphere; (d) Earth is a heat source and 
the telescope must be kept very cool.

 9. The best way to study warm (1000 K) young stars forming 
behind an interstellar dust cloud would be to use (a) X-rays; 
(b) infrared light; (c) ultraviolet light; (d) blue light.

 10. The best frequency range in which to study the hot 
(million-kelvin) gas found among the galaxies in the Virgo 
galaxy cluster would be in the following region of the 
electromagnetic spectrum: (a) radio; (b) infrared; (c) X-ray; 
(d) gamma-ray.
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Our Planetary System
The year 1877 was an important one in the study of the planet Mars. The 
Red Planet came unusually close to Earth, affording astronomers an especially 
good view. Of particular note was the discovery, by U.S. Naval Observatory 
astronomer Asaph Hall, of the two moons circling Mars. But most exciting was 
the report of the Italian astronomer Giovanni Schiaparelli on his observations of 
a network of linear markings that he termed canali. In Italian, this word usually 
means “grooves” or “channels,” but it can also mean “canals.” Schiaparelli probably 
did not intend to imply that the canali were anything other than natural, but the 
word was translated into English as “canals,” suggesting that the grooves had been 
constructed by intelligent beings. 

As often happens—then as now—the world’s press (especially in the United 
States) sensationalized Schiaparelli’s observations, and some astronomers began 
drawing elaborate maps of Mars, showing oases and lakes where canals met in 
desert areas. His work fueled the widespread idea more than a century ago that 
intelligent life exists on Mars.

Percival Lowell (1855–1916), a successful Boston businessman (and brother of 
the poet Amy Lowell and Harvard president Abbott Lawrence Lowell), became so 
fascinated by these reports that he abandoned his business and purchased a clear-
sky site at Flagstaff, Arizona, where he built a private observatory. He devoted his 
fortune and energies until the day he died to achieving a better understanding of 
the Martian “canals.” In doing so, he championed the idea that intelligent inhabitants 
of a drying (and dying) Mars had constructed a planetwide system of canals to 
transport water from the polar ice caps to the arid equatorial deserts.

Lowell was no slouch. He had earlier served as a distinguished diplomat 
and wrote extensively about the Far East. Later in life, he made an elaborate 
mathematical study of the orbit of Uranus, predicting the presence of an 
unseen body beyond Neptune—which was eventually found and named Pluto 
by Lowell Observatory’s Clyde Tombaugh in 1930. And Lowell offered support to 
young astronomers, including Vesto Slipher, whose pioneering research on the 
recession of the galaxies helped found modern cosmology. Even so, Lowell is 
best remembered for his passionate belief in advanced Martian civilizations.

Early photo and sketch of Mars (Lowell Observatory)

Percival Lowell (Lowell Observatory)
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Today, we know that Mars is cool, dry, and probably 
lifeless; it certainly houses no intelligent beings and almost 
certainly never has. The Martian valleys and channels 
photographed by robot spacecraft in the 1970s are far too 
small to be the canali that Schiaparelli, Lowell, and others thought they saw on 
Mars. And the most recent armada of spacecraft—including the European Mars 
Express orbiter and the U.S. Mars Reconnaissance Orbiter, as well as the Spirit/
Opportunity and Curiosity landers—that arrived at Mars in the early years of the 
21st century reconfirm there is no liquid water there now.

The entire episode of Lowell’s “canals” represents a classic case in which 
well-intentioned observers, perhaps obsessed with the notion of life on other 
worlds, let their personal opinions and prejudices seriously affect their analysis 
of reasonable data. The pair of globes of Mars (above left) shows how surface 
features, which were probably genuinely observed by astronomers a century 
ago, might have been imagined to be connected. The figure on the left of the 
pair is a photograph of how Mars actually looked in the best telescopes at 
the end of the 19th century. The sketch to its right is an interpretation, done 
at the height of the canal hoopla, of that same view. The human eye, under 
physiological stress, tends to connect dimly observed, yet distinctly separated, 
features, causing old maps of Mars to have been as much a work of art as of 
science. Humans saw patterns and canals where none in fact existed—as noted 
by today’s higher quality image of Mars (above right).

The chronicle of the Martian canals illustrates how the scientific method 
demands that we acquire new data to sort out sense from nonsense, fact 
from fiction. Rather than simply believing the claims about the Martian canals, 
scientists sought further observations to test Lowell’s hypothesis. Eventually, 
improved observations, climaxing in several robotic missions to the Red Planet 
more than a century after all the fuss began, totally disproved the existence 
of artificial canals. It often takes time, but the scientific method does lead to 
progress in understanding reality.

Mars today, via Hubble (STScl)

Panoramic view of Mars, via Curiosity 
Rover (JPL)

Northern Martian plains, via Phoenix 
lander (JPL)
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LefT: asteroids sometimes collide with Earth, so it is very much in our own interest 

to keep an eye on them! this image shows a close-up of the asteroid Itokawa, which is 

only 0.5 km long—about five soccer fields across. It was photographed as the Japanese 

spacecraft, Hayabusa, having launched from Earth in 2003, slowly approached the 

asteroid in 2005. the craft then soft-landed, scooped up some rocky debris, and took 

off for Earth, landing back home in 2010. a remarkable engineering achievement, this 

mission also scientifically proved that asteroids like this one are the source of most 

meteorites—the oldest matter in the solar system. (JAXA)

Visit the Masteringastronomy Study area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

The Solar System
COMParatIVE PlanEtOlOgy and FOrMatIOn MOdElS

6
In less than a single generation, we have learned more about the 
solar system—the Sun and everything that orbits it—than in 
all the centuries that went before. By studying the eight major 
planets, their moons, and the countless fragments of material 
that orbit in interplanetary space, astronomers have gained a 
richer outlook on our own home in space.

Space missions have visited all the planets of the solar system, 
extending astronomers’ reach from the Earth-like inner planets to 
the giant gaseous worlds orbiting far from the Sun. Instruments 
aboard unmanned robots have taken close-up photographs of the 
planets and their moons and in some cases have made on-site  
measurements. Astronomers have come to realize that all 
solar system objects, large and small, have vital roles to play in 
furthering our understanding of our cosmic neighborhood.

Learning Outcomes

Studying this chapter will enable you to

1  Explain the importance of compar-
ative planetology to solar system 
studies.

2  describe the overall scale and 
structure of the solar system.

3  Summarize the basic differences 
between the terrestrial and the  
jovian planets.

4  Identify and describe the major 
nonplanetary components of the 
solar system.

5  Outline the theory of solar system 
formation that accounts for the 
overall properties of our planetary 
system.

6  Explain how the terrestrial planets 
formed.

7  Contrast the leading theories for 
the formation of the jovian worlds.

8  describe how comets and aster-
oids formed, and explain their 
role in determining planetary 
properties.

The Big Picture Planets are by no means the only 
residents of our solar system. Modern telescopes and robot 
space probes have revealed much about comets, asteroids, and 
many of the planets’ moons. Ironically, it is the pristine trash in 
our cosmic neighborhood that is telling us most about the origin 
and development of our solar system. Like the seafarers of old 
who discovered new worlds beyond Europe, today’s spacefarers 
are now grandly exploring alien worlds beyond Earth.
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6.1  An Inventory of the  
Solar System

The Greeks and other astronomers of old were aware of the 
Moon, the stars, and five planets—Mercury, Venus, Mars, 
Jupiter, and Saturn—in the night sky.  (Sec. 2.2) They 
also knew of two other types of heavenly objects that were 
clearly neither stars nor planets. Comets appear as long, wispy 
strands of light in the night sky that remain visible for periods 
of up to several weeks and then slowly fade from view. Mete-
ors, or “shooting stars,” are sudden bright streaks of light that 
flash across the sky, usually vanishing less than a second after 
they first appear. These transient phenomena must have been 
familiar to ancient astronomers, but their role in the “big pic-
ture” of the solar system was not understood until much later.

Discovering Our Planetary System
Human knowledge of the basic content of the solar sys-
tem remained largely unchanged from ancient times until 
the early 17th century, when the invention of the telescope 
made more detailed observations possible. Galileo Gali-
lei was the first to capitalize on this new technology. (His 
simple telescope is shown in Figure 6.1.) Galileo’s discovery 
of the phases of Venus and of four moons orbiting Jupiter 
early in the 17th century helped change forever human-
kind’s vision of the universe.  (Sec. 2.4)

As technological advances continued, knowledge of the 
solar system improved rapidly. Astronomers began discov-
ering objects invisible to the unaided human eye. By the end 

of the 19th century, astronomers had found Saturn’s rings 
(1659), the planets Uranus (1781) and Neptune (1846), many 
planetary moons, and the first asteroids—“minor planets” 
orbiting the Sun, mostly in a broad band (called the aster-
oid belt) lying between Mars and Jupiter. Ceres, the largest 
asteroid and the first to be sighted, was discovered in 1801. 
A large telescope of mid-19th-century vintage is shown in 
Figure 6.2.

The 20th century brought continued improvements in 
optical telescopes. Thousands more asteroids were discov-
ered, along with three more planetary ring systems, dozens 
of moons, and the first Kuiper belt objects, orbiting beyond 
Neptune. The century also saw the rise of both nonoptical—
especially radio and infrared—astronomy and spacecraft 
exploration, each of which has made vitally important con-
tributions to the field of planetary science.

The latter part of the 20th century also saw an entirely 
new avenue for planetary exploration—space flight. Astro-
nauts have carried out experiments on the Moon (see Figure 
6.3), and numerous unmanned probes have left Earth and 
traveled to all of the other planets. Figure 6.4 shows a view 
from the Spirit robot prospecting on the Martian surface in 
2005, its solar panels most evident in this panoramic view 
from inside a shallow crater.

As currently explored, our solar system is known to 
contain one star (the Sun), eight planets, 169 moons (at last 
count) orbiting those planets, eight asteroids and more than 
100 Kuiper belt objects larger than 300 km (200 miles) in 
diameter, tens of thousands of smaller (but well-studied) 
asteroids and Kuiper belt objects, myriad comets a few 

▲ figure 6.1 early Telescope the 
refracting telescope with which galileo 
made his first observations was simple, 
but its influence on astronomy was 
immeasurable. (Museo della Scienza; 
Scala/Art Resource, NY)

▲ figure 6.2 Nineteenth-Century Telescope By the mid-19th century, telescopes 
had improved enormously in both size and quality. Shown here is the newtonian reflector 
built and used by Irish nobleman and amateur astronomer the Earl of rosse. For 75 years, 
this 72-inch-diameter instrument was the largest telescope on Earth. (Birr Scientific & 
Heritage Foundation)
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kilometers in diameter, and countless meteoroids less than 
100 m across. The list will undoubtedly grow as we con-
tinue to explore our cosmic neighborhood.

Comparative Planetology
As we proceed through the solar system in the next few chap-
ters, we will seek to understand how each planet compares 
with our own and what each contributes to our knowledge of 
the solar system as a whole. We will use the powerful perspec-
tive of comparative planetology—comparing and contrasting 
the properties of the diverse worlds we encounter—to under-
stand better the conditions under which planets form and 
evolve. Comparative planetology will be our indispensable 
guide as we proceed through the coming chapters.

Our goal is to develop a comprehensive theory of 
the origin and evolution of our planetary system—a the-
ory that explains all, or at least most, of the solar system’s 
observed properties. We will seek to answer basic ques-
tions such as Why did planet X evolve in one way, while 
planet Y turned out completely different? and Why are 
the planets’ orbits so orderly when their individual prop-
erties are not? In addressing these issues, we will find 
many similarities and common features among planets. 
However, each planet will also present new questions 
and afford unique insights into the ways planets work.

As we unravel the origin of our solar system, we 
may hope to learn something about planetary systems 
beyond our own. Since the mid-1990s, astronomers 
have detected more than 800 extrasolar planets—plan-
ets orbiting stars other than our own Sun. Many new 
planets are discovered each year (see Chapter 15), and 
our observations of them provide critical tests of mod-
ern theories of planet formation. Before the discovery 
of extrasolar planets, those theories had necessarily 
been based on observations of only our own solar sys-

tem. Now astronomers have a whole new set of “proving 
grounds” in which to compare theory with reality.

Curiously, current data suggest that many of the newly 
discovered systems have properties rather different from 
those of our own, adding fuel to the long-standing debate 
among astronomers on the prevalence of planets like Earth 
and the possible existence of life as we know it elsewhere in 
the universe. It will be some time before astronomers can 
make definitive statements about the existence (or nonexist-
ence) of planetary systems like our own.

ProCess of sCieNCe Check

4 In what ways might observations of extrasolar planets 
help us understand our own solar system?

▲ figure 6.4 spirit on Mars the Mars rover Spirit took hundreds of images to create this true-color, 360° 
panorama of the Martian horizon from within gusev crater. the robot, whose tracks into the shallow basin can be  
seen at right center, also measured the chemistry and mineralogy of soils and rocky outcrops. (JPL)

▲ figure 6.3 Lunar exploration an apollo astronaut does some lunar 
geology—prospecting near a huge boulder in the Mare Serenitatis during 
the final manned mission to the Moon in 1972. (NASA)
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6.2 Measuring the Planets
Table 6.1 lists some basic orbital and physical properties 
of the eight planets, with a few other well-known solar 
system objects (the Sun, the Moon, Pluto, an asteroid, 
and a comet) included for comparison. Note that the Sun, 
with more than a thousand times the mass of the next 
most massive object (the planet Jupiter), is clearly the 
dominant member of the solar system. In fact, the Sun 
contains about 99.9 percent of all solar system material. 
The planets—including our own—are insignificant in 
comparison.

Most of the quantities listed in Table 6.1 can be deter-
mined using methods described in Chapters 1 and 2. Here 
we present a brief summary of the properties listed in 
Table 6.1 and the techniques used to measure them:

•	 The	distance of each planet from the Sun is known from 
Kepler’s laws once the scale of the solar system is set by 
radar ranging on Venus.  (Sec. 2.6)

•	 A	 planet’s	 sidereal	orbital period (that is, relative to 
the stars) can be measured from repeated observa-
tions of its location on the sky, so long as Earth’s 
own motion around the Sun is properly taken into 
account.  (Sec. 2.5)

•	 A	 planet’s	 radius is found by measuring the angular 
size of planet—the angle from one side to the other as 

we view it on the sky—and then applying elementary 
geometry.  (More Precisely 1-2)

•	 The	masses of planets with moons may be calculated 
by applying Newton’s laws of motion and gravity, just 
by observing the moons’ orbits around the planets. 

 (More Precisely 2-2) The sizes of those orbits, like 
the sizes of the planets themselves, are determined by 
geometry.

•	 The	masses	 of	Mercury	 and	Venus	 (as	well	 as	 those	
of our own Moon and the asteroid Ceres) are a little 
harder to determine accurately, because these bod-
ies have no natural satellites of their own. Neverthe-
less, it is possible to measure their masses by careful 
observations of their gravitational influence on other 
planets or nearby bodies. Mercury and Venus produce 
small, but measurable, effects on each other’s orbits, 
as well as on that of Earth. The Moon also causes 
small “wobbles” in Earth’s motion as the two bodies 
orbit their common center of mass.

•	 These	techniques	for	determining	mass	were	available	to	
astronomers well over a century ago. Today, the masses 
of most of the objects listed in Table 6.1 have been accu-
rately measured through their gravitational interaction 
with artificial satellites and space probes launched from 
Earth. Only in the case of Ceres is the mass still poorly 
known, mainly because that asteroid’s gravity is so weak.

TabLe 6.1 Properties of Some Solar System Objects

object orbital  
semimajor 

axis  
(aU)

orbital Period  
(Earth years)

Mass  
(Earth Masses)

radius  
(Earth radii)

Number  
of Known  
satellites

rotation 
Period * 

(days)

average Density
(kg/m3) (g/cm3)

Mercury 0.39 0.24 0.055 0.38  0 59 5400 5.4
Venus 0.72 0.62 0.82 0.95  0 −243 5200 5.2
Earth 1.0 1.0 1.0 1.0  1 1.0 5500 5.5
Moon — — 0.012 0.27 — 27.3 3300 3.3
Mars 1.52 1.9 0.11 0.53  2 1.0 3900 3.9
Ceres (asteroid) 2.8 4.7 0.00015 0.073  0 0.38 2700 2.7
Jupiter 5.2 11.9 318 11.2 63 0.41 1300 1.3
Saturn 9.5 29.4 95 9.5 56 0.44 700 0.7
Uranus 19.2 84 15 4.0 27 −0.72 1300 1.3
Neptune 30.1 164 17 3.9 13 0.67 1600 1.6
Pluto (Kuiper 
belt object)

39.5 248 0.002 0.2  3 −6.4 2100 2.1

Hale-Bopp 
(comet)

180 2400 1.0 * 10−9 0.004 — 0.47  100 0.1

Sun — — 332,000 109 — 25.8 1400 1.4

*A negative rotation period indicates retrograde (backward) rotation relative to the sense in which all planets orbit the Sun.
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•	 A	planet’s	rotation period may, in principle, be deter-
mined simply by watching surface features alternately 
appear and disappear as the planet rotates. However, 
with most planets this is difficult to do, as their sur-
faces are hard to see or may even be nonexistent. Mer-
cury’s surface features are hard to distinguish; the 
surface of Venus is completely obscured by clouds; 
and Jupiter, Saturn, Uranus, and Neptune have 
no solid surfaces at all—their atmospheres simply 
thicken and eventually become liquid as we descend 
deeper and deeper below the visible clouds. We will 
describe the methods used to measure 
these planets’ rotation periods in later 
chapters.

•	 The	 final	 two	 columns	 in	 Table	 6.1	
list the average density of each object. 
Density is a measure of the “com-
pactness” of matter. Average density 
is computed by dividing an object’s 
mass (in kilograms, say) by its vol-
ume (in cubic meters, for instance). 
For example, we can easily compute 
Earth’s average density. Earth’s mass, 
as determined from observations of 
the Moon’s orbit, is approximately 
6.0 * 1024 kg.  (More Precisely 2-2) 
Earth’s radius R is roughly 6400 km, 
so its volume is  43 pR3 L 1.1 * 1012 km3, 
or 1.1 * 1021 m3.  (Sec. 1.6) Dividing  
Earth’s mass by its volume, we obtain 
an average density of approximately 
5500 kg/m3.

On average, then, there are about 5500 kilo-
grams of Earth matter in every cubic meter 
of Earth volume. For comparison, the den-
sity of ordinary water is 1000 kg/m3, rocks 
on Earth’s surface have densities in the range 
2000–3000 kg/m3, and iron has a density of 
some 8000 kg/m3. Earth’s atmosphere (at 
sea level) has a density of only a few kilo-
grams per cubic meter. Because many work-
ing astronomers are more familiar with the 
CGS (centimeter-gram-second) unit of den-
sity (grams per cubic centimeter, abbreviated  
g/cm3, where 1 kg/m3 = 1000 g/cm3), Table 
6.1 lists density in both SI and CGS units.

CoNCePT Check

4 How do astronomers go about determining 
the bulk properties (i.e., masses, radii, and 
densities) of distant planets?

6.3  The Overall Layout of the 
Solar System

By earthly standards, the solar system is immense. The 
distance from the Sun to the Kuiper belt outside Neptune’s 
orbit is about 50 AU, more than a million times Earth’s 
radius and roughly 20,000 times the distance from Earth 
to the Moon (Figure 6.5). Yet, despite the solar system’s vast 
extent, the planets all lie very close to the Sun, astronomi-
cally speaking. Even the diameter of the Kuiper belt is just 

This edge-on view shows the slight inclinations
of the planetary orbits to the ecliptic.

This is a face-on view from directly
above the ecliptic plane.

Saturn

Mars

Earth

Asteroid belt

Venus
Mercury

Jupiter

Uranus

Sun

10 AU

Ecliptic

Sun

All other planets

Mercury

(a)

(b)

Neptune

Kuiper belt

▲ figure 6.5 solar system  Major bodies of the solar system include the Sun, 
planets, and asteroids. Except for Mercury, the orbits of the planets are almost circular (a)  
and lie nearly in the same plane (b). the distance between adjacent orbits increases 
farther from the Sun. the entire solar system spans nearly 100 aU—roughly the diameter 
of the Kuiper belt—and is very flat.
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1/1000 of a light-year, whereas the next nearest star is several 
light-years distant.

The planet closest to the Sun is Mercury. Moving out-
ward, we encounter, in turn, Venus, Earth, Mars, Jupiter, 
Saturn, Uranus, and Neptune. In Chapter 2, we saw the 
basic properties of the planets’ orbits. Their paths are all 
ellipses, with the Sun at (or very near) one focus.  (Sec. 
2.5) With the exception of the innermost world, Mercury, 
the planets move on low-eccentricity orbits. Accordingly, 
we can reasonably think of most planets’ orbits as circles 
centered on the Sun. Note that the planetary orbits are not 
evenly spaced, becoming farther and farther apart as we 
move outward from the Sun.

All the planets orbit the Sun counterclockwise as seen 
from above Earth’s North Pole and in nearly the same 
plane as Earth (the plane of the ecliptic). Mercury devi-
ates somewhat from the latter statement: Its orbital planes 
lie at 7° to the ecliptic. Still, as illustrated in the figure, 
we can think of the solar system as being quite f lat—its 
“thickness” perpendicular to the plane of the ecliptic is a 

tiny fraction of its diameter. If we were to view the plan-
ets’ orbits from a vantage point in the plane of the eclip-
tic about 50 AU from the Sun, none of the planets’ orbits 
would be noticeably tilted. Figure 6.6 is a photograph of 
the planets Mercury, Venus, Mars, Jupiter, and Saturn 
taken during a chance planetary alignment in April 2002. 
These five planets can (occasionally) be found in the same 
region of the sky, in large part because their orbits lie 
nearly in the same plane in space.

CoNCePT Check

4 In what sense is the solar system “flat”?

6.4  Terrestrial and Jovian Planets
On large scales, the solar system presents us with a sense 
of orderly motion. The planets move nearly in a plane, on 
almost concentric (and nearly circular) elliptical paths, 
in the same direction around the Sun, at steadily increas-
ing orbital intervals. Although the individual details of the 
planets are much less regular, their overall properties allow a 
natural division into two broad classes.

Planetary Properties
Figure 6.7 compares the planets with one another and with 
the Sun. A clear distinction can be drawn between the inner 
and the outer members of our planetary system based on 
densities and other physical properties. The inner planets—
Mercury, Venus, Earth, and Mars—are small, dense, and 
solid. The outer worlds—Jupiter, Saturn, Uranus, and Nep-
tune—are large, of low density, and gaseous.

Because the physical and chemical properties of Mer-
cury, Venus, and Mars are somewhat similar to Earth’s, 
the four innermost planets are called the terrestrial  
planets. (The word terrestrial derives from the Latin word 
terra, meaning “land” or “earth.”) The four terrestrial plan-
ets all lie within about 1.5 AU of the Sun. All are small and 
of relatively low mass—Earth is the largest and most massive 
of the four—and all have a generally rocky composition and 
solid surfaces.

Jupiter, Saturn, Uranus, and Neptune are all similar to 
one another chemically and physically, and very different 
from the terrestrial worlds. They are labeled the jovian 
planets, after Jupiter, the largest member of the group. 
(The word jovian comes from Jove, another name for the 
Roman god Jupiter.) The jovian worlds all orbit far from 
the Sun. They are all much larger than the inner planets 
and quite different from them in both composition and 
structure. They have no solid surfaces, and their outer lay-
ers are composed predominantly of the light gases hydro-
gen and helium.

Mercury

Venus

Mars

Saturn

Jupiter

▲ figure 6.6 Planetary alignment this image shows six 
planets—Mercury, Venus, Mars, Jupiter, Saturn, and Earth—during a 
planetary alignment in april 2002. the Sun and Moon are just below the 
horizon. as usual, the popular press contained many sensationalized 
predictions of catastrophes that would occur during this rare 
astronomical event. also as usual, none came true. (J. Lodriguss)
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Differences Among the Terrestrial 
Planets
Despite their similarities in orbits and composition, the ter-
restrial planets have many important differences, too. We 
list a few here, as prelude to the more detailed accounts pre-
sented in Chapters 7–10:

•	 All	 four	 terrestrial	 planets	 have	 atmospheres, but the 
atmospheres are about as dissimilar as we could imag-
ine, ranging from a near vacuum on Mercury to a hot, 
dense inferno on Venus.

•	 Earth	 alone	 has	 oxygen in its atmosphere and liquid 
water on its surface.

•	 Surface conditions on the four planets are quite distinct 
from one another, ranging from barren, heavily cra-
tered terrain on Mercury to widespread volcanic activ-
ity on Venus.

•	 Earth	 and	 Mars	 spin at roughly the same rate—one 
rotation every 24 (Earth) hours—but Mercury and 
Venus both take months to rotate just once, and Venus 
rotates in the opposite sense from the others.

•	 Earth	and	Mars	have	moons, but Mercury and Venus do 
not.

•	 Earth	and	Mercury	have	measurable	magnetic fields, of 
very different strengths, whereas Venus and Mars have 
none.

Comparing the average densities of the terrestrial 
planets allows us to say something more about their over-
all compositions. However, before making the comparison, 
we must take into account how the weight of overlying 
layers compresses the interiors of the planets to different 
extents. When we do this, we find that the uncompressed 
densities of the terrestrial worlds—the densities they would 
have in the absence of any compression due to their own 

gravity—decrease as we move outward from the Sun: 5300, 
4400, 4400, and 3800 kg/m3 for Mercury, Venus, Earth, and 
Mars, respectively. The amount of compression is greatest 
for the most massive planets, Earth and Venus, and much 
less for Mercury and Mars. Partly on the basis of these fig-
ures, planetary scientists conclude that Earth and Venus 
are quite similar in overall composition. Mercury’s higher 
density implies that it contains a higher proportion of some 
dense material—most likely nickel or iron. The lower den-
sity of Mars probably means that it is deficient in that same 
material.

Finding the common threads in the evolution of these 
four diverse worlds is no simple task! The goal of compara-
tive planetology is to understand how four planets with 
broadly similar overall physical properties came to differ so 
much in detail.

Terrestrial–Jovian Comparison
For all their differences, the terrestrial worlds still seem sim-
ilar compared with the jovian planets. Perhaps the simplest 
way to express the major differences between the terrestrial 
and jovian worlds is to say that the jovian planets are eve-
rything the terrestrial planets are not. We will discuss the 
jovian planets in more detail in Chapters 11–13. We high-
light here some of the key differences between the terrestrial 
and jovian worlds:

•	 The	 terrestrial	worlds	 lie	 close	 together,	 near	 the	 Sun;	
the jovian worlds are widely spaced through the outer 
solar system.

•	 The	 terrestrial	worlds	are	small,	dense,	and	rocky;	 the	
jovian worlds are large and gaseous, containing huge 
amounts of hydrogen and helium (the lightest ele-
ments), which are rare on the inner planets.

◀ figure 6.7 sun and Planets  
relative sizes of the planets and our Sun, 
drawn to scale. notice how much larger 
the jovian planets are than Earth and 
the other terrestrial planets, and how 
much larger still is the Sun. Explaining this 
planetary dichotomy is an important goal 
of comparative planetology, although by 
no means the only one.
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gravitational “slingshots”
Celestial mechanics—the study of the motions of gravitation-
ally interacting objects—is an essential tool for scientists 
and engineers who wish to navigate manned and unmanned  
spacecraft throughout the solar system. Robot probes can now 
be sent on stunningly accurate trajectories, expressed in the 
trade with such slang phrases as “sinking a corner shot on a  
billion-kilometer pool table.” Near-flawless rocket launches, 
aided by occasional midcourse changes in flight paths, now 
enable interplanetary navigators to steer remotely controlled 
spacecraft through an imaginary “window” of space just a few 
kilometers wide and a billion kilometers away.

However, sending a spacecraft to another planet requires a 
lot of energy—often more than can be conveniently provided by 
a rocket launched from Earth or safely transported in a shuttle 
for launch from orbit. Faced with these limitations, mission sci-
entists often use their knowledge of celestial mechanics to carry 
out “slingshot” maneuvers, which can boost an interplanetary 
probe into a more energetic orbit and also aid navigation to-
ward the target, all at no additional cost!

The first figure illustrates a gravitational slingshot, or grav-
ity assist, in action. A spacecraft approaches a planet, passes close 
by, and then escapes along a new trajectory. Obviously, the space-
craft’s direction of motion is changed by the encounter. Less obvi-
ously, the spacecraft’s speed is also altered as the planet’s gravity 
propels the spacecraft in the direction of the planet’s motion. By 
a careful choice of incoming trajectory, the craft can speed up (by 
passing “behind” the planet, as shown) or slow down (by pass-
ing in front), by as much as twice the planet’s orbital speed. Of 
course, there is no free lunch—the spacecraft gains energy from, 
or loses it to, the planet’s motion, causing the planet’s own orbit to 
change ever so slightly. However, since planets are so much more 
massive than spacecraft, the 
effect on the planet is tiny.

Such a slingshot man-
euver has been used many 
times in missions to both 
the inner and the outer 
planets, as illustrated in 
the second figure, which 
shows the trajectories of the 
Voyager spacecraft through 
the outer solar system 
(see Chapters 11–13). The 
gravitational pulls of these 
giant worlds whipped  
the craft around at each vis-
itation, enabling flight con-
trollers to get considerable 
extra “mileage” out of the 
probes. Voyager 1 is now 
high above the plane of the 
solar system, having been  

dISCOVEry 6-1

deflected up and out following its encounter with Saturn. Voy-
ager 2 continued on for a “Grand Tour” of the four jovian plan-
ets. It is now outside the orbit of Pluto, in the Kuiper belt. More 
recently, the Cassini mission to Saturn (Chapter 12) which was 
launched in 1997 and arrived at its target in 2004, received four 
gravitational assists en route—two from Venus, one from Earth, 
and one from Saturn. Once in the Saturn system, Cassini used 
the gravity of Saturn and its moons to propel it through a com-
plex series of maneuvers designed to bring it close to all the 
major moons, as well as to the planet itself. NASA’s current New 
Horizons mission used a gravity assist from Jupiter to propel the 
spacecraft out to Pluto’s orbit.

Every encounter with every planet or moon had a sling-
shot effect—sometimes accelerating and sometimes slowing 
the probe, but each time moving it into a different orbit—and 
every one of these effects was carefully calculated long before 
the spacecraft ever left Earth.

Orbit

Spacecraft
arrives with
low velocity

Planet motion 

Spacecraft
departs with
high velocity

Voyager 1

Voyager 2

1: Sept 5, 1917
2: Aug 20, 1977

1: Mar 3, 1979
2: Aug 9, 1979

1: Nov 13, 1980

2: Jan 30, 1986

2: Aug 27, 1981

2: Aug 15,
1989

Jupiter at launch

Uranus at
launch

Neptune at
launch

Saturn at launch

Asteroid
belt

The Grand Tour of the Voyager spacecraft
was one of the greatest accomplishments
of the Space Age.
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•	 The	 terrestrial	 worlds	 have	 solid	 surfaces;	 the	 jovian	
worlds have none (their dense atmospheres thicken with 
depth, eventually merging with their liquid interiors).

•	 The	terrestrial	worlds	have	weak	magnetic	fields,	if	any;	
the jovian worlds all have strong magnetic fields.

•	 All	 four	 jovian	 worlds	 are	 thought	 to	 contain	 large,	
dense “terrestrial” cores some 10 to 15 times the mass 
of Earth. These cores account for an increasing fraction 
of each planet’s total mass as we move outward from  
the Sun.

•	 The	 terrestrial	 worlds	 have	 only	 three	 moons among 
them; the jovian worlds have many moons each, no two 
of them alike and none of them like our own.

•	 Furthermore,	all	the	jovian	planets	have	rings, a feature 
unknown on the terrestrial planets.

The job of the planetary scientist is complicated by 
the fact that the same theory that accounts for the jovian 
planets must also explain the terrestrial ones, as well as 
the similarities and differences within each class. Sections 
6.6 and 6.7 present an outline of the theory that does just 
that. Later, in Chapter 15, we will return to this theory in 
more depth and see how its predictions fare when faced 
with detailed observations of our planetary system and 
others.  (Sec. 1.2)

CoNCePT Check

4 Why do astronomers draw such a clear distinction 
between the inner and the outer planets?

6.5 Interplanetary Matter
In the vast space among the eight known major planets 
move countless chunks of rock and ice, mostly small, some 
quite large. All orbit the Sun, many on highly eccentric 
paths. This final component of the solar system is the col-
lection of interplanetary matter—cosmic “debris” ranging 
in size from the relatively large asteroids and members of the 
Kuiper belt, through the smaller comets and even smaller 
meteoroids, down to the smallest grains of interplanetary 
dust that litter our cosmic environment (see Chapter 14).

The dust arises when larger bodies collide and break 
apart into smaller pieces that, in turn, collide again and are 
slowly ground into microscopic fragments, which eventu-
ally settle into the Sun or are swept away by the solar wind, a 
stream of energetic charged particles that continually flows 
outward from the Sun and pervades the entire solar system. 
The dust is quite difficult to detect in visible light, but infra-
red studies reveal that interplanetary space contains surpris-
ingly large amounts of it. Our solar system is an extremely 
good vacuum by terrestrial standards, but positively dirty by 
the standards of interstellar or intergalactic space.

Asteroids (Figure 6.8a) and meteoroids are gener-
ally rocky in composition, somewhat like the outer layers 
of the terrestrial planets. The distinction between the two 
is simply a matter of size: Anything larger than 100 m in 
diameter (corresponding to a mass of about 10,000 tons) 
is conventionally termed an asteroid; anything smaller 
is a meteoroid. Their total mass is much less than that of 
Earth’s Moon, so these objects play no important role in 
the present-day workings of the planets or their moons. Yet 
they are of crucial importance to our studies, for they pro-
vide the keys to answering some very fundamental ques-
tions about our planetary environment and what the solar 
system was like soon after its birth. Many of these bodies 
are made of material that has hardly evolved since the early 
days of the solar system. In addition, they often conveni-
ently deliver themselves right to our doorstep, in the form 
of meteorites (the name we give them if they happen to sur-
vive the plunge through Earth’s atmosphere and find their 
way to the ground—see Section 14.4), allowing us to study 
them in detail without having to fetch them from space.

Comets (Figure 6.8b) are quite distinct from the other 
small bodies in the solar system. They are generally icy 
rather than rocky in composition (although they do contain 
some rocky material) and typically have diameters in the  
1- to 10-km range. They are quite similar in chemical 
makeup to some of the icy moons of the outer planets. Even 
more so than the asteroids and meteoroids, comets repre-
sent truly ancient material—the vast majority probably have 
not changed in any significant way since their formation 
long ago along with the rest of the solar system (see Chapter 
15). Comets striking Earth’s atmosphere do not reach the 
surface intact, so, until relatively recently (see Section 14.2), 
astronomers had no actual samples of cometary material. 
However, some comets do vaporize and emit radiation as 
their highly elongated orbits take them near the Sun (see 
Figure 6.8b), so scientists have long been able to determine 
their makeup by spectroscopic study of the radiation they 
give off as they are destroyed.  (Sec. 4.2)

Finally, beyond the outermost jovian planet, Nep-
tune, lies the Kuiper belt—an “outer asteroid belt” consist-
ing of icy, cometlike bodies ranging in size from a fraction 
of a kilometer to more than 1000 km in diameter. Because 
of their small sizes and great distances, most known  
Kuiper belt objects have been discovered only recently, 
mainly since the mid-1990s. However, the best known mem-
ber of this class—Pluto (Figure 6.8c)—has been known for 
much longer and has been the subject of recent controversy 
among astronomers. It was originally classified as a planet 
following its discovery in 1930. However, it simply doesn’t fit 
into the classification just described—in both mass and com-
position, it has much more in common with the icy jovian 
moons than with any terrestrial or jovian world. As a result, 
many astronomers questioned its “planetary” designation, 



144 CHAPTER 6 The Solar System

an opinion that became stronger as the number of known 
Kuiper belt objects steadily increased.

The controversy came to a head with the detection of 
several Kuiper belt objects comparable in size to Pluto, and 
at least one larger body orbiting even farther from the Sun. 
As discussed further in Section 14.3, in 2006 astronomers 
decided that Pluto should no longer be classified as a major 

planet, but rather as a dwarf planet. It is the largest known 
object in the Kuiper belt, but is no longer regarded as a 
planet on a par with the terrestrial or jovian worlds.

CoNCePT Check

4 Why are astronomers so interested in interplanetary 
matter?

6.6  How Did the Solar System 
Form?

During the past five decades, interplanetary probes have 
vastly increased our knowledge of the solar system (see Dis-
covery 6-2), and their data form the foundation for much of 
the discussion in the next eight chapters. However, we can 
understand the overall organization of our planetary sys-
tem—the basic properties presented in the previous three 
sections—without dwelling on these details. Indeed, some 
key elements of the modern theory of planetary formation 
predate the Space Age by many years. We present here the 
“standard” view of how the solar system came into being. 
This picture will underlie much of our upcoming discus-
sion of the planets, their moons, and the contents of the vast 
spaces between them.

Solar System Properties
Any theory of the origin and architecture of our planetary 
system must adhere to the known facts. We know of eight 
outstanding properties of our solar system as a whole:

1. Each planet is relatively isolated in space. The planets orbit 
at progressively larger distances from the central Sun; they 
are not bunched together. Each planet is roughly twice as 
far from the Sun as its next inward neighbor.

▶ figure 6.8 asteroid and Comet (a) asteroids, like 
meteoroids, are generally composed of rocky material. this 
asteroid, Vesta, is nearly 500 km across and orbits between Mars 
and Jupiter. It was photographed by the dawn spacecraft in 2011. 
(b) Most comets are composed largely of ice and so tend to be 
relatively fragile. this is comet Mcnaught, seen over the Pacific 
Ocean in 2007, with its vaporized tail extending away from the Sun 
for nearly a quarter of the way across the sky. (c) Pluto—seen here 
at center with three of its moons—is one of the largest members 
of the Kuiper belt. Formerly classified as a major planet, it was 
demoted during a heated debate among astronomers in 2006. 
(JPL; ESO; NASA)
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2. The orbits of the planets are nearly circular. In fact, 
apart from Mercury, which we will argue later is a 
special case, each planetary orbit is close to a perfect 
circle.

3. The orbits of the planets all lie in nearly the same plane. 
The planes swept out by the planets’ orbits are accu-
rately aligned to within a few degrees. Again, Mercury 
is a slight exception.

4. The direction in which the planets orbit the Sun (coun-
terclockwise as viewed from above Earth’s North Pole) 
is the same as the direction in which the Sun rotates 
on its axis. Virtually all the large-scale motions in 
the solar system (other than comets’ orbits) are in 
the same plane and in the same sense. The plane is 
that of the Sun’s equator; the sense is that of the Sun’s 
rotation.

5. Our planetary system is highly differentiated. The inner, 
terrestrial planets are characterized by high densities 
and moderate atmospheres. By contrast, the jovian 
planets, farther from the Sun, have low densities and 
thick atmospheres.

6. The asteroids are very old and exhibit a range of prop-
erties not characteristic of either the inner or the outer 
planets or their moons. The asteroid belt shares, in rough 
terms, the bulk orbital properties of the planets. How-
ever, it appears to be made of ancient material, and the 
meteorites that strike Earth are the oldest rocks known.

7. The Kuiper belt is a collection of asteroid-sized icy bodies 
orbiting beyond Neptune. Pluto is the largest known 
member of this class.

8. The Oort cloud comets are primitive, icy fragments that 
do not orbit in the plane of the ecliptic and reside primar-
ily at large distances from the Sun. While similar to the 
Kuiper belt in composition, the Oort cloud is a com-
pletely distinct part of the outer solar system.

All these observed facts, taken together, strongly sug-
gest a high degree of order within our solar system, at least 
on large scales. The whole system is not a random assort-
ment of objects spinning or orbiting this way or that. Rather, 
the overall organization points toward a single origin—an 
ancient but one-time event that occurred long ago.

Nebular Contraction
One of the earliest heliocentric models of solar system for-
mation may be traced back to the 17th-century French phi-
losopher René Descartes. Imagine a large cloud of interstellar 
dust and gas (called a nebula) a light-year or so across. Now 
suppose that, due to some external influence, such as a colli-
sion with another interstellar cloud or perhaps the explosion 
of a nearby star, the nebula starts to contract under the influ-
ence of its own gravity. As it contracts, it becomes denser 
and hotter, eventually forming a star—the Sun—at its center 
(see Chapter 19). Descartes suggested that, while the Sun was 
forming in the cloud’s hot core, the planets and their moons 
formed in the cloud’s cooler outer regions. In other words, 
planets are by-products of the process of star formation.

In 1796, the French mathematician–astronomer Pierre 
Simon de Laplace developed Descartes’ ideas in a more 
quantitative way. He showed mathematically that con-
servation of angular momentum (see More Precisely 6-1) 
demands that our hypothetical nebula spin faster as it con-
tracts. A decrease in the size of a rotating mass must be 
balanced by an increase in its rotational speed. The latter, 
in turn, causes the nebula’s shape to change as it collapses. 
Centrifugal forces (due to rotation) tend to oppose the con-
traction in directions perpendicular to the rotation axis, 
with the result that the nebula collapses most rapidly along 
that axis. As shown in Figure 6.9, the fragment eventually 
flattens into a pancake-shaped primitive solar system. This 

(a)

Spin up &
disk formation

(b)

Today

(c)

Contracting
cloud

interactive figure 6.9 Nebular Contraction (a) Conservation of angular momentum demands that a 
contracting, rotating cloud must spin faster as its size decreases. (b) Eventually, a small part of it destined to 
become the solar system came to resemble a gigantic pancake. the large blob at the center ultimately became 
the Sun. (c) the planets that formed from the nebula inherited its rotation and flattened shape.
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Spacecraft Exploration  
of the Solar System
Since the 1960s, dozens of uncrewed space missions have traveled 
throughout the solar system. All of the planets have been probed 
at close range, and robot spacecraft have also visited numerous 
comets and asteroids. The impact of these missions on our un-
derstanding of our planetary system has been nothing short of 
revolutionary. The 10 chapters of Part 2 of this text display many 
examples of images radioed back to Earth by the robots that have 
explored our nearby environment in space.

The time line stretching across these two pages 
shows all major missions since the dawn of the space 
age in the early 1960s. Together, they have redefined 
our view of our cosmic back yard. Here we highlight a 
few of the most important.

Mercury has been visited by just two spacecraft 
to date. In the mid-1970s, Mariner 10 executed a series 
of flybys of the planet, snapping thousands of images 

revealing it to be 
almost as heavily 
cratered as Earth’s 
Moon. More than 
30 years later, 
NASA’s Messenger probe 
went into orbit around Mer-
cury in 2011, where it is now  
actively mapping the sur-
face of this peculiar place. 
The figure at left is a mosaic 
of Messenger images.

Discovery 6-2

1982 Saturn
Voyager 2 (NASA)

1978 Venus Pioneer Venus (NASA)
1978 Venera 11, 12 (USSR)

1974 Jupiter
Pioneer 11 (NASA)

1973 Jupiter
Pioneer 10 (NASA)

1972 Venus
Venera 8 (USSR)

1970 Venus
Venera 7 (USSR)

1964 Mars
Mariner 4 (NASA)

1962 Venus
Mariner 2 (NASA)

1979 Saturn Pioneer 11 (NASA)

1989 Neptune
Voyager 2 (NASA)

1983 Venus
Venera 15, 16

(USSR)1981 Saturn
Voyager 1 (NASA)

1979 Jupiter
Voyager 1, 2 (NASA)

1976 Mars
Viking 1, 2 (NASA)

1974 Mercury
Mariner 10 (NASA)
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Mariner 9 (NASA)

1969 Mars
Mariner 6, 7 (NASA)
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Venera 4 (USSR)

1986 Uranus
Voyager 2 (NASA)
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Russian engineers with Venera 11  
(1978)  

(Sovoto/Eastfoto)

Mercury from  
Messenger (2012)

Mars has been 
the target of very active 

robotic exploration. The United 
States has sent more than a dozen probes 

to orbit the “red planet” and often to land on its surface; 
Russia and Europe have also aimed craft at Mars, but most 
have missed the planet or crash landed. Several U.S. Mari-
ner craft paved the way in the 1960s, showing the planet 

to be surprisingly 
inhospitable yet geo-
logically intriguing. 
The Viking program 
in the 1970s was one 
of NASA’s finest mis-
sions, not only safely 
landing two craft 
(see photo at left) 
but also imaging the 
surface for the first 
time and searching 
for life (which it did 
not find).

P
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Cameras

Biology Inlets

Weather
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Fuel

Descent Engine
Surface Sampler

Artist conception of Viking on Mars (1976) 

More spacecraft have explored Venus than any other planet. 
The Soviet Union took the lead in the 1960s when nearly a 
dozen Venera probes orbited (and some landed on) Venus—the  
photograph below shows Russian engineers building one of the 
heavily armored craft. Since then, the United States (Pioneer and 
Magellan) and Europe (Venus Express) have sent several more 
craft to spy on this hellish world using radar. The new data have 
taught us much about Venus’s 
surface and atmosphere, and 
the results have helped us better  
understand weather here on 
planet Earth.

Magellan launched by Space 
Shuttle Atlantis (1989) 

All photos NASA  
except where noted.
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Two pairs of U.S. spacecraft launched in the 1970s— 
Pioneer  and Voyager—rewrote our knowledge of the jovian planets.  
Pioneer 10 and 11 took many photographs and made numer-
ous scientific discoveries. The Voyager spacecraft (below) carried 
radio, visible-light, and infrared sensors as well as magnetom-
eters to study planetary magnetic fields. Pioneer 11, and both 
Voyager 1 and 2, used Jupiter’s gravity to propel them onward to 
Saturn (see Discovery 6-1). Voyager 1 was programmed to visit 
Titan, Saturn’s largest moon, and so did not come close enough to 
the planet to receive a gravity-assisted boost to Uranus. However, 

2015 Kuiper Belt
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(NASA)

2012 Mars
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2008 Mars: Phoenix (NASA)
2008 Mercury: Messenger (NASA)
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2004 Saturn
Cassini-Huygens (NASA/ESA)
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(NASA)

1990 Venus
Magellan (NASA)
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Artist conception of Voyager 1 (1979) Saturn from Cassini (2006)

Voyager 2 went on to visit both Uranus and Nep-
tune in a spectacularly successful “Grand Tour” of 

the outer planets.
During the past 2 decades, exploration of the outer solar 

system has been the domain of the U.S. Galileo mission to Jupiter  
(a 7-year flight that arrived in 1995) and the U.S./European Cassini 
mission to Saturn (arriving in 2004, with multiple gravity assists; 
see Discovery 6-1), both to reach 
their target planets and subse-
quently to navigate among those 
planets’ moons. Galileo, shown 
at right during assembly, toured 
Jupiter’s moons, transforming 
our understanding of their struc-
ture and history. Cassini is still 
gliding among Saturn’s moons, 
providing spectacular images of  
the Saturn system, as illustrated 
in the backlit image below, as  
well as key new insights into the  
Saturn system. Galileo during assembly (1988) 

Since the late 1990s, a series of robots has orbited Mars and in-
vaded its surface, sampling the air and dirt, drilling into stones, and dig-
ging for ice. The above true-color panoramic view was taken in 2005 
from the rover Spirit, whose mother ship is shown in the foreground.  
The latest generation of rovers has mainly been searching for 
water, or evidence of it in the past. “Follow the water” has 
become a popular mantra in the search for life.  
So far, though, neither liquid water nor 
life of any kind has been found, 
although there seems to be 
ample evidence for water  
in Mars’s past.

Spirit on Mars (2005) 
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swirling mass destined to become our solar system is usu-
ally referred to as the solar nebula.

If we now simply suppose that the planets formed out of 
this spinning material, with each planet accumulating much 
of the material in its vicinity, then we can already understand 
the origin of much of the large-scale architecture observed in 
our planetary system today, such as the isolation and circu-
larity of the planets’ orbits and the fact that they move in the 
same sense in nearly the same plane (Figure 6.9c). The planets 
inherited these properties (items 1 to 4 on our earlier list) from 
the rotating disk in which they were born. The idea that the 
planets formed from such a disk is called the nebular theory.

Astronomers are confident that the solar nebula formed 
such a disk because we see similar disks around other stars. 
Figure 6.10(a) shows a visible-light image of the region 
around the star Beta Pictoris, some 50 light-years from the 
Sun. When the light from the star itself is removed and the 
resulting image enhanced by a computer, a faint disk of mat-
ter (viewed almost edge-on here) can be seen. It is roughly 
1000 AU across—about 10 times the diameter of the Kuiper 
belt. Astronomers think that we are witnessing Beta Pictoris 
pass through a formative stage similar to that experienced 
by our own Sun 4.6 billion years ago. Figure 6.10(b) shows 
an artist’s conception of the disk. We assume that all plane-
tary systems pass through this phase early in their evolution.

The Condensation Theory
Scientific theories must continually be tested and refined 
as new data become available.  (Sec. 1.2) Unfortunately 
for Laplace’s nebular theory, although its description of the 
collapse and flattening of the solar nebula was basically cor-
rect, we now know that a disk of warm gas would not form 

clumps of matter that would subsequently evolve into plan-
ets. In fact, modern computer calculations predict just the 
opposite: Clumps in the gas would tend to disperse, not 
contract further. However, the condensation theory—the 
model favored by most astronomers—rests squarely on the 
old nebular theory, combining its basic physical reasoning 
with new information about interstellar chemistry to avoid 
most of the original theory’s problems.

The key new ingredient is the presence of interstellar dust 
in the solar nebula. Astronomers now recognize that the space 
between the stars is strewn with microscopic dust grains, an 
accumulation of the ejected matter of many long-dead stars 
(see Chapter 22). These dust particles probably formed in the 
cool atmospheres of old stars and then grew by accumulating 
more atoms and molecules from the interstellar gas within the 
Milky Way Galaxy. The end result is that our entire Galaxy is 
littered with miniature chunks of icy and rocky matter, having 
typical sizes of about 10−5 m. Figure 6.11 shows one of many 
such dusty regions found in the vicinity of the Sun.

Dust grains play two important roles in the evolution 
of a gas cloud. First, dust helps to cool warm matter by effi-
ciently radiating its heat away in the form of infrared radia-
tion.  (Sec. 3.4) As the cloud cools, its molecules move 
more slowly, reducing the internal pressure and allow-
ing the nebula to collapse more easily under the influence 
of gravity.  (More Precisely 3-1) Second, by acting as  
condensation nuclei—microscopic platforms to which 
other atoms can attach, forming larger and larger balls of 
matter—the dust grains greatly speed up the process of col-
lecting enough atoms to form a planet. This is similar to the 
way raindrops form in Earth’s atmosphere: Dust and soot 
in the air act as condensation nuclei around which water 
molecules cluster.

▲ figure 6.10 beta Pictoris (a) False color is used here to accentuate our view of a disk of warm matter 
surrounding the star Beta Pictoris. the bottom image is a close-up of the inner part of the disk, whose warp might 
be caused by the gravitational pull of unseen companions. In both images, the bright central star has been masked to 
reveal the much fainter disk surrounding it. (b) this artist’s conception of the disk of clumped matter shows the warm 
disk with a young star at the center and several comet-sized or larger bodies already forming. Mottled dust pervades 
this scene since such protoplanetary regions are probably very “dirty.” (NASA; D. Berry)
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angular Momentum
Most celestial objects rotate. Planets, moons, stars, and galax-
ies all have some angular momentum, which we can define 
as the tendency of a body to keep spinning or moving in a 
circle. Angular momentum is as important a property of an  
object as its mass or its energy.

Consider first a simpler motion—linear momentum, which 
is defined as the product of an object’s mass and its velocity:

linear momentum = mass * velocity.

Linear momentum is the tendency of an object to keep moving 
in a straight line in the absence of external forces. Picture a 
truck and a bicycle rolling equally fast down a street. Each has 
some linear momentum, but you would obviously find it eas-
ier to stop the less massive bicycle. Although the two vehicles 
have the same speed, the truck has more momentum. We see, 
then, that the linear momentum of an object depends on the 
mass of the object. It also depends on the speed of the object: 
If two bicycles were rolling down the street at different speeds, 
the slower one could be stopped more easily.

Angular momentum is an analogous property of objects 
that are rotating or revolving. It is a measure of the object’s ten-
dency to keep spinning, or, equivalently, of how much effort 
must be expended to stop the object from spinning. However, in 
addition to mass and (angular) speed, angular momentum also 
depends on the way in which an object’s mass is distributed.

Intuitively, we know that the more massive an object, or 
the larger it is, or the faster it spins, the harder it is to stop. In 
fact, angular momentum depends on the object’s mass, rotation 
rate (measured in, say, revolutions per second), and radius, in a 
very specific way:

angular momentum r mass * rotation rate * radius2.

(Recall that the symbol r means “is proportional to”; the con-
stant of proportionality depends on the details of how the  
object’s mass is distributed.)

According to Newton’s laws of motion, both types of  
momentum—linear and angular—must be conserved at all times. 

 (Sec. 2.8) In other words, both linear and angular momen-
tum must remain constant before, during, and after a physical 
change in any object (so long as no external forces act on the  
object). For example, as illustrated in the first figure, if a spheri-
cal object having some spin begins to contract, the previous re-
lationship demands that it spin faster so that the product mass *  
angular speed * radius2 remains constant. The sphere’s mass 
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does not change during the contraction, yet the size of the object 
clearly decreases. Its rotation speed must therefore increase in 
order to keep the total angular momentum unchanged. This con-
stancy is referred to as conservation of angular momentum.

Figure skaters use the principle of conservation of angular 
momentum, too. They spin faster by drawing in their arms (as 
shown in the second pair of figures) and slow down by extend-
ing them. Here, the mass of the human body remains the same, 
but its lateral size changes, causing the body’s rotation speed 
to increase or decrease, as the case may be, to keep its angular  
momentum unchanged.

eXaMPLe 1 Suppose the sphere has radius 1 m and starts off 
rotating at 1 revolution per minute. It then contracts to one-tenth 
its initial size. Conservation of angular momentum entails that 
the sphere’s final angular speed A must satisfy the relationship

mass * A * (0.1 m)2 = mass * (1 rev/min) * (1 m)2.

The mass is the same on either side of the equation and there-
fore cancels, so we find that A = (1 rev/min) * (1 m)2/(0.1 m)2 =  
100 rev/min, or about 1.7 rev/s.

eXaMPLe 2 Now suppose that the “sphere” is a large interstel-
lar gas cloud that is about to collapse and form the solar nebula. 
Initially, let’s imagine that it has a diameter of 1 light-year and that 
it rotates very slowly—once every 10 million years. Assuming that 
the cloud’s mass stays constant, its rotation rate must increase to 
conserve angular momentum as the radius decreases. By the time 
it has collapsed to a diameter of 100 AU, the cloud has shrunk by 
a factor of (1 light-year/100 AU) L 630. Conservation of angular 
momentum then implies that the cloud’s (average) spin rate has 
increased by a factor of 6302 L 400,000, to roughly 1 revolution 
every 25 years—about the orbital period of Saturn.

Large radius

Slow rotation

Small radius

Rapid rotation

(Orban/Corbis/Sygma)



150 CHAPTER 6 The Solar System

The formation of condensation nuclei greatly hastened 
the critical process of forming the first small clumps of mat-
ter. Once these clumps formed, they grew rapidly by sticking 
to other clumps. (Imagine a snowball thrown through a fierce 
snowstorm, growing bigger as it encounters more snowflakes.) 
As the clumps grew larger, their surface areas increased and, 
consequently, the rate at which they swept up new material 
accelerated. Gradually, this process of accretion—the gradual 
growth of small objects by collision and sticking—produced 
objects of pebble size, baseball size, basketball size, and larger.

Simulations indicate that, in perhaps as little as 100,000 
years, accretion resulted in objects a few hundred kilometers 
across the size of small moons. By that time, their gravita-
tional pulls had become just strong enough to affect their 
neighbors. Astronomers call these objects planetesimals—
the building blocks of the solar system. Figure 6.12 shows an 
infrared view of a relatively nearby star thought to be sur-
rounded by a disk in which planetesimals are growing.

The planetesimals’ gravity was now strong enough to 
sweep up material that would otherwise not have collided with 
them, and their rate of growth accelerated, allowing them to 
form still larger objects (Figures 6.13a and b). Because larger 
bodies have stronger gravity, eventually almost all the origi-
nal material was swept up into a few large protoplanets—the 
accumulations of matter that would in time evolve into the 
planets we know today (Figure 6.13c). Notice how, as the num-
ber of bodies decreases, the orbits of the remainder become 
more widely spaced and more nearly circular. The fact that 
this particular simulation produced exactly four terrestrial 
planets is pure chance—the details of the accretion process are 
random. However, regardless of the precise number of plan-
ets formed, the computer models do generally reproduce both 
the planets’ approximately circular orbits and their increasing 
orbital spacing as we move outward from the Sun.

As the protoplanets grew, a competing process became 
important. Their strong gravitational fields produced many 

high-speed collisions between planetesimals and 
protoplanets. These collisions led to fragmentation 
as small objects broke into still smaller chunks that 
were then swept up by the larger protoplanets. 
Only a relatively small number of 10- to 100-km 
fragments escaped capture by a planet or a moon 
and became the asteroids and comets. After about 
100 million years, the primitive solar system 
had evolved into eight protoplanets, dozens of 
protomoons, and a glowing protosun at the center. 
Roughly a billion more years were required to 

sweep the system clear of interplanetary trash. This was a 
period of intense meteoritic bombardment whose effects on 
the Moon and elsewhere are still evident today.

Differentiation of the Solar System
The condensation theory just described can account—in 
broad terms, at least—for the formation of the planets and 
the large-scale architecture of the solar system. What does 

◀ figure 6.11 Dark Cloud Interstellar gas and dark 
dust lanes mark this region of star formation. the dark 
cloud known as Barnard 86 (dark, empty space at left) 
flanks a cluster of young blue stars called ngC 6520 (right). 
Barnard 86 may be part of a larger interstellar cloud that 
gave rise to these stars. (D. Malin/Anglo-Australian 
Telescope)

▲ figure 6.12 Newborn solar system? this infrared image, 
taken by the Spitzer Space telescope, of the bright star Fomalhaut, 
some 25 light-years from Earth, shows a circumstellar disk in which 
the process of accretion is underway. the star itself is well inside 
the yellowish blob at center. the outer disk, which is falsely colored 
orange to match the cooler dust emission, is about three times the 
diameter of our solar system. (NASA)
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it say about the differences between the terrestrial and the 
jovian planets? To understand why a planet’s composition 
depends on its location in the solar system, we must con-
sider the temperature of the solar nebula.

As the primitive solar system contracted under the 
influence of gravity, it heated up as it flattened into a disk. 
The density and temperature were greatest near the center 
and much lower in the outlying regions. Detailed calcula-
tions indicate that the gas temperature near the core of the 
contracting system was several thousand kelvins. At a dis-
tance of 10 AU, out where Saturn now resides, the tempera-
ture was only about 100 K.

The high temperatures in the warmer regions of the 
cloud caused dust grains to break apart into molecules, 
which in turn split into excited atoms. Because the extent 
to which the dust was destroyed depended on temperature, 
it therefore also depended on location in the solar nebula. 
Most of the original dust in the inner solar system disap-
peared at this stage, whereas the grains in the outermost 
parts probably remained largely intact.

As the dusty nebula radiated away its heat, its tempera-
ture decreased everywhere except in the very core, where the 
Sun was forming. As the gas cooled, new dust grains began 
to condense (or crystallize) out, much as raindrops, snow-
flakes, and hailstones condense from moist, cooling air here 
on Earth. It may seem strange that although there was plenty 
of interstellar dust early on, it was partly destroyed, only to 
form again later. However, a critical change had occurred. 
Initially, the nebular gas was uniformly peppered with dust 
grains of all compositions; when the dust re-formed later, 
the distribution of grains was very different.

Figure 6.14 plots the temperature in various parts of 
the primitive solar system just before accretion began. At 
any given location, the only materials to condense out were 
those able to survive the temperature there. As marked on 

◀ figure 6.13 
accreting Planets  
Initially in the inner  
solar system, many  
moon-sized 
planetesimals orbited 
the Sun. gradually, 
they collided and 
coalesced, forming 
a few large planets 
in roughly circular 
orbits.

Time

Sun

Sun

Sun

This sequence extends over about 100 million years.

(b)

(a) (c)

▲ figure 6.14 Temperature in the early solar Nebula  
(a) theoretically computed variation of temperature across the 
primitive solar nebula illustrated in (b), which shows half of an 
accreting disk (see Figure 6.15). note the distinction between the 
inner rocky grains (colored here red and black) and the outer icy 
grains (blue).
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cooler, ices could also form.

In the hot central regions,
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the figure, in the innermost regions, around Mercury’s pre-
sent orbit, only metallic grains could form; it was simply too 
hot for anything else to exist. A little farther out, at about 
1 AU, it was possible for rocky, silicate grains to form, too. 
Beyond about 3 or 4 AU, water ice could exist, and so on, 
with the condensation of more and more material possible at 
greater and greater distances from the Sun.

In the inner regions of the primitive solar system, 
condensation from gas to solid began when the average 
temperature was about 1000 K. The environment there 
was too hot for ice to survive. Many of the more abun-
dant heavier elements, such as silicon, iron, magnesium, 
and aluminum, combined with oxygen to produce a vari-
ety of rocky materials. The dust grains in the inner solar 
system were therefore predominantly rocky or metallic in 
nature, as were the protoplanets and planets they eventu-
ally became.

In the middle and outer regions of the primitive plan-
etary system, beyond about 5 AU from the center, the tem-
perature was low enough for the condensation of several 
abundant gases—water (H2O), ammonia (NH3), and meth-
ane (CH4)—into solid form. After hydrogen (H) and helium 
(He), the elements carbon (C), nitrogen (N), and oxygen (O) 
are the most common materials in the universe. As a result, 
wherever icy grains could form, they greatly outnumbered 
the rocky and metallic particles that condensed out of the 
solar nebula at the same location. Consequently, the objects 
that formed at these distances were formed under cold 
conditions out of predominantly low-density, icy material. 
These ancestral fragments were destined to form the cores 
of the jovian planets.

Note that, in this scenario, the composition of the 
outer solar system is much more typical of the universe as 
a whole than are the rocky and metallic inner planets. The 
outer solar system is not deficient in heavy elements. Rather, 
because of the conditions under which it formed, the inner 
solar system is underrepresented in light material.

CoNCePT Check

4 How does the condensation theory account for the 
circular, planar orbits of the planets and the broad  
differences between terrestrial and the jovian worlds?

6.7  Jovian Planets and Planetary 
Debris

The condensation-accretion picture just described has 
become the accepted model for the formation of the terres-
trial planets. However, although similar processes may also 
have occurred in the outer solar system, the origin of the 
giant jovian worlds is decidedly less clear. Two somewhat 
different views have emerged.

Making the Jovian Worlds
The first, more conventional, scenario is illustrated in Fig-
ure 6.15. With raw material readily available in the form 
of abundant icy grains, protoplanets in the outer solar 
system grew quickly and soon became massive enough for 
their strong gravitational fields to capture large amounts 
of gas directly from the solar nebula. In this view, called 
the core-accretion theory, four large protoplanets became 

(a) Nebula initially

(b)

(d)

(e) 100 million years later

(c) Few million years later
Icy bodies

Rocky
planetesimals

Cooler
Hotter
regions

▲ figure 6.15 solar system formation the condensation  
theory of planet formation (not drawn to scale). (a) the solar nebula 
after it has contracted and flattened to form a spinning disk 
(Figure 6.9b). the large red blob in the center will become the Sun. 
Smaller blobs in the outer regions may become jovian planets. (b) dust 
grains act as condensation nuclei, forming clumps of matter that 
collide, stick together, and grow into moon-size planetesimals. the 
composition of the grains and thus of the planetesimals depends on 
location within the nebula. (c) after a few million years, strong winds 
from the still-forming Sun begin expelling nebular gas, and some 
massive planetesimals in the outer solar system have already captured 
gas from the nebula. (d) With the gas ejected, planetesimals continue 
to collide and grow. the gas giant planets are already formed, and 
the Sun has become a genuine star. (e) Over the course of a hundred 
million years or so, planetesimals are accreted or ejected, leaving a 
few large planets that travel in roughly circular orbits.
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the cores of the jovian worlds; the captured gas became 
their thick atmospheres. The smaller, inner protoplan-
ets never reached this stage—another reason why their 
masses remained relatively low.

Recently, some astronomers have highlighted a poten-
tially serious snag in this picture: There may not have been 
enough time for these events to have taken place. Most young 
stars apparently go through a highly active evolutionary 
stage known as the T Tauri phase (see Chapter 19), in which 
their radiation and stellar winds become very intense. Dur-
ing this period, much of the nebular gas between the planets 
was blown away into interstellar space (Figure 6.16).

The problem is that the nebular disk was at most a 
few million years old when all this occurred, leaving very 
little time for the large jovian cores to grow and capture 
gas from the nebula before it was destroyed. Furthermore, 
some researchers argue that, in the relatively dense stel-
lar environments in which most stars are born (see Chap-
ter 19), close encounters between still-forming stars may 
destroy many disks even sooner than that, giving giant 
planets perhaps as little as a few hundred thousand years 
in which to form.

The second formation scenario suggests that the giant 
planets formed through instabilities in the cool outer 
regions of the solar nebula, where portions of the cloud 
began to collapse under their own gravity—a picture not so 
far removed from Laplace’s original idea—mimicking, on 
small scales, the collapse of the initial interstellar cloud. In 
this alternative gravitational instability theory, illustrated 
in Figure 6.17, the jovian protoplanets formed directly 
from the nebular gas, skipping the initial condensation-
and-accretion stage and perhaps taking no more than a 
thousand years to acquire much of their mass. Right from 
the start, these first protoplanets had gravitational fields 
strong enough to scoop up more gas and dust from the solar 

nebula, allowing them to grow into the giants we see today 
before the gas supply dispersed.

If both these theories eventually lead to gas-rich 
jovian planets, how can we distinguish between them? 
One possible way involves the composition of their cores. 
Because the planets formed so quickly in the instability 

Ejected nebular gas

Protoplanets

Solar nebula

Wind
T Tauri Sun

(a) (b)

◀ figure 6.16  
T Tauri star  
(a) Strong stellar  
winds from the 
newborn Sun 
sweep away the gas 
disk of the solar 
nebula, (b) leaving 
only giant planets 
and planetesimals 
behind. this stage 
of stellar evolution 
occurs only a few 
million years after 
the formation of 
the nebula.

(c)

(b)

(a)

interactive figure 6.17 Jovian Condensation as an 
alternative to the growth of massive protoplanetary cores 
followed by the accretion of nebular gas, some or all of the 
giant planets might have formed directly through instabilities 

in the cool gas of the outer solar nebula. Part (a) shows the same 
instant as Figure 6.15(a). (b) Only a few thousand years later, four 
gas giants have already formed (red blobs), circumventing the 
accretion process sketched in Figure 6.15(b) and (c). With the nebula 
gone (c), the giant planets have taken their place in the outer solar 
system. (See Figure 6.15d.)
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The idea of planetary migration has been around since 
the mid-1980s, when theorists realized that friction between 
massive planets and the nebula in which they moved would have 
caused just such an inward drift. Observational support came 
in 1999, when Galileo scientists (see Discovery 6-2) announced 
much higher than expected concentrations of the gases 
nitrogen, argon, krypton, and xenon in Jupiter’s atmosphere. 
These gases, which are thought to have been carried to the 
planet by captured planetesimals, could not have been retained 
in the planetesimal ice at temperatures typical of Jupiter’s 
current orbit. Instead, they imply that the planetesimals—and, 
presumably, Jupiter too—formed at much lower temperatures. 
Either the nebula was cooler than previously thought, or Jupiter 
formed out in what is now the Kuiper belt!

The events just described did not take long, astronomi-
cally speaking. The giant planets formed within a few million 
years of the appearance of the flattened solar nebula—the 
blink of an eye compared with the 4.6-billion-year age of 
the solar system. At that point, intense radiation and strong 
winds from violent activity on the surface of the newborn 
Sun ejected the nebular gas, halting further growth. 
Accretion in the inner solar system proceeded more slowly, 
taking perhaps 100 million years to form the planets we know 
today (Figure 6.15e). The rocky asteroids and icy comets are 
all that remain of the matter that originally condensed out of 
the solar nebula—the last surviving witnesses to the birth of 
our planetary system. To place all these formative processes 
in perspective, Figure 6.18 presents a simplified time line of 
the first billion years after the formation of the solar nebula.

◀ figure 6.18 solar  
system formation  
Schematic time line of some 
key events occurring during 
the first billion years of our 
solar system. the various 
tracks show the evolution 
of the Sun and the solar 
nebula, as well as that of 
the inner and outer solar 
system. note that the tracks 
are intended to illustrate 
approximate relationships 
between events, not the 
precise times at which they 
occurred. Planetary scientists 
think that all of the processes 
represented here should have 
occurred in other planetary 
systems, too.
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theory, computer models suggest that their cores should 
contain no more than about six Earth masses of rocky 
material. The core-accretion theory, by contrast, predicts 
much larger core masses—up to 20 times that of Earth. 
Detailed measurements of the jovian interiors by future 
space missions could settle the argument.

Many of the moons of the jovian planets presumably 
also formed through accretion, but on a smaller scale, in 
the gravitational fields of their parent planets. Once the 
nebular gas began to accrete onto the large jovian proto-
planets, conditions probably resembled a miniature solar 
nebula, with condensation and accretion continuing to 
occur. The large moons of the outer planets almost cer-
tainly formed in this way. The smaller moons are more 
likely captured planetesimals.

Giant-Planet Migration
Many aspects of the formation of the giant planets remain 
unresolved. Interactions among the growing planets, and 
between the planets and their environment, probably 
played a critical role in determining just how and where 
the planets formed. One particularly intriguing scenario 
is the possibility that Jupiter—and maybe all four giant 
planets—formed considerably farther from the Sun than 
its present orbit and subsequently “migrated” inward. 
This supposed migration is indicated schematically in 
Figures 6.15 and 6.17 by the changing locations of the 
jovian protoplanets.
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ConCept Check

4 Why is the rate at which the Sun formed important in 
a theory of the formation of the jovian planets?

Asteroids and Comets
In the inner solar system, planetesimal fragments that 
escaped capture by one of the terrestrial planets received 
repeated “gravity assists” from those bodies and were even-
tually boosted beyond the orbit of Mars (see Discovery 6-1).  
Roughly a billion years were required to sweep the inner 
solar system clear of interplanetary “trash.” The myriad 
rocks of the asteroid belt between Mars and Jupiter failed 
to accumulate into a planet. Probably, nearby Jupiter’s huge 
gravitational field caused them to collide too destructively 
to coalesce, or otherwise hindered the development of a pro-
toplanet. The result is a band of rocky planetesimals, still 
colliding and occasionally fragmenting, but never coalesc-
ing into a larger body.

In the outer solar system, with the formation of the 
four giant jovian planets, the remaining planetesimals were 
subject to those planets’ strong gravitational fields. Over a 
period of hundreds of millions of years, interactions with 
the giant planets, especially Uranus and Neptune, flung 
many of the outer region’s interplanetary fragments into 

orbits taking them far from the Sun (Figure 6.19). Astron-
omers think that those icy bodies now make up the Oort 
cloud, whose members occasionally visit the inner solar sys-
tem as comets.

A key prediction of this model is that some of the 
original planetesimals remained behind, forming the 
broad band known as the Kuiper belt, lying beyond  
the orbit of Neptune, some 30 to 40 AU from the Sun. More 
than 1200 Kuiper belt objects, having diameters ranging 
from 50 km to more than 2000 km, are now known. Their 
existence lends strong support to the condensation theory 
of planetary formation.

Computer simulations reveal that the ejection of the 
planetesimals involved a remarkably complex interplay 
among the jovian planets, whereby Uranus and Neptune 
kicked some bodies out into the Kuiper belt but deflected 
others inward toward Jupiter and Saturn, whose strong 
gravitational fields then propelled the planetesimals out into 
the distant Oort cloud. As shown in Figure 6.19, the orbits 
of all four giant planets were significantly modified by these 
interactions. By the time the outer solar system had been 
cleared of comets, Jupiter had moved slightly closer to the 
Sun, its orbital semimajor axis decreasing by a few tenths 
of an AU. The other giant planets moved outward—Saturn 
by about 1 AU, Uranus by 3 or 4 AU, and Neptune by some 
7–10 AU. Note that these orbital changes occurred long after 

▲ Figure 6.19 planetesimal ejection The ejection of icy planetesimals help to form the Oort cloud and 
Kuiper belt. (a) Initially, once the giant planets had formed, leftover planetesimals were found throughout the solar 
system. Interactions with Jupiter and Saturn apparently “kicked” planetesimals out to very large radii (the Oort cloud). 
Interactions with Uranus and especially Neptune tended to keep the Kuiper belt populated, but also deflected many 
planetesimals inward to interact with Jupiter and Saturn. (b) After hundreds of millions of years and as a result of 
the inward and outward “traffic,” the orbits of all four giant planets were significantly modified by the time the 
planetesimals inside Neptune’s orbit had been ejected. As depicted here, Neptune was affected most and may have 
moved outward by as much as 10 AU.
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the supposed inward migrations mentioned earlier. Life as a 
jovian planet is far from simple!

During this period, many icy planetesimals were also 
deflected into the inner solar system, where they played an 
important role in the evolution of the inner planets. A long-
standing puzzle in the condensation theory’s account of the 
formation of the inner planets has been where the water and 
other volatile gases on Earth and elsewhere originated. At 
the inner planets’ formation, their surface temperatures 
were far too high, and their gravity too low, to capture or 
retain those gases. The most likely explanation seems to 
be that the water and other light gases found on Earth and 

elsewhere in the inner solar system arrived there in the form 
of comets from the outer solar system. Kicked into eccentric 
orbits as the gravitational fields of the jovian planets cleared 
the outer solar system of leftover planetesimals, these icy 
fragments bombarded the newborn terrestrial worlds, sup-
plying them with water after their formation.

CoNCePT Check

4 Would you expect to find comets and asteroids orbiting 
other stars?

1  The solar system (p. 136) con-
sists of the Sun and everything that 
orbits it, including the eight major 
planets, the moons that orbit them, 
and the many small bodies found in interplanetary space. 
Comparative planetology (p. 137) contrasts the properties 
of the diverse bodies found in the solar system and elsewhere 
to understand the conditions under which planets form and 
develop.
2  The major planets orbit the Sun in the 

same sense—counterclockwise as viewed 
from above Earth’s North Pole—on roughly 
circular orbits that lie close to the plane 
of the ecliptic. The orbit of the innermost 
planet, Mercury, is the most eccentric and 
has the greatest orbital inclination. The 
spacing between planetary orbits increases as we move out-
ward from the Sun. The diameter of Neptune’s orbit is roughly  
60 AU.
 3  The average density  
(p. 139) of a planet is 
obtained by dividing the plan-
et’s total mass by its volume. 
The innermost four planets 
in the solar system—Mercury, 
Venus, Earth, and Mars—have 
average densities comparable 

to Earth’s and are generally rocky in composition. They are 
called the terrestrial planets (p. 140). The outer jovian planets  
(p. 140)—Jupiter, Saturn, Uranus, and Neptune—have much 
lower densities than the terrestrial worlds and are made up 
mostly of gaseous or liquid hydrogen and helium. Compared 
with the terrestrial worlds, the jovian planets are larger and 
more massive, rotate more rapidly, and have stronger magnetic 
fields. In addition, the jovian planets all have ring systems and 
many moons orbiting them.

4  The asteroids, or “minor plan-
ets,” are small bodies, none of them 
larger than Earth’s Moon and most 
of which orbit in a broad band called 
the asteroid belt between the orbits of 
Mars and Jupiter. Comets are chunks 
of ice found chiefly in the outer solar system. Their importance 
to planetary astronomy lies in the fact that they are thought to 
be “leftover” material from the formation of the solar system and 
therefore contain clues to the very earliest stages of its develop-
ment. The Kuiper belt is a band of icy bodies orbiting beyond the 
orbit of Neptune.
5  According to the nebular 

theory (p. 148), a large cloud 
of dust and gas began to col-
lapse under its own gravity. 
As it did so, it began to spin 
faster, to conserve angular 
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The Big Question Hardly a decade ago, astronomers regarded our solar system as ordinary—
typical of any other planetary system that might exist beyond Earth. The Copernican principle is a 
powerful idea, and we thought our solar system was nothing special. However, now that alien planets are 
being discovered around other stars, as we will see in Chapter 15, we are no longer sure how “normal” 
our solar system actually is. A basic question lingers: How common or different is our system of planets 
compared to all those planets orbiting other stars in the universe?
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momentum, eventually forming a rotating disk—the solar nebula  
(p. 148)—out of which the planets arose. The condensation 
theory (p. 148) builds on the nebular theory by including the 
effects of dust and solar heating on planet formation. The tem-
perature at any given location in the solar nebula determined 
which materials could condense out there, and hence also the 
composition of the planetesimals (p. 150) that are forming. The  
terrestrial planets are rocky because they formed in the hot inner 
regions of the solar nebula, near the Sun, where only rocky and 
metallic materials condensed out. Farther out, the nebula was 
cooler, and ices could also form.
6  Rocky and metallic dust grains 

condensed out in the inner solar sys-
tem. The terrestrial planets formed by 
accretion and merger of these plan-
etesimals during the first 100 million 
years of the solar system. A few large 
bodies came to dominate, eventu-
ally becoming the four terrestrial planets we see today. The final 
stages of this process were likely marked by catastrophic colli-
sions between planet-sized bodies.
7  In the outer solar system, the nebula was cooler, and ices of 

water and ammonia could also form. According to the gravita-
tional instability theory (p. 153), the jovian planets formed 

directly and very rapidly through 
instabilities in the nebular disk. In the 
more standard core-accretion theory  
(p. 152), icy protoplanet cores became 
so large that they could capture hydro-
gen and helium gas from the nebula. 
Before the nebula was ejected by strong 
winds from the still-forming Sun, a few 
million years after the nebula formed, 
interactions between the giant planets and the gas probably caused 
the former to migrate inward from their initial orbits.

8  The asteroid belt is a collection of 
rocky planetesimals that never coalesced 
into a planet because of Jupiter’s strong 
gravity. Many leftover planetesimals in 
the outer solar system were ejected into 
the Kuiper belt and the Oort cloud by the 
gravitational fields of the outer planets. 
Some occasionally still visit the inner solar system as comets. 
The expulsion of the icy planetesimals may have significantly 
changed the giant planets’ orbits; Uranus and Neptune prob-
ably migrated outward during this period. Much of Earth’s 
water was carried to our world by planetesimals def lected from 
the outer solar system.

Sun

Sun

Neptune

Inner planetesimals
ejected to
Oort cloud

Other outer
planetesimals
ejected to  the
 Kuiper  belt

Outer 
planetesimals
de�ected inward

Saturn

Jupiter

Uranus

Planetesimals

For instructor-assigned homework go to Masteringastronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning Outcomes.

Review and Discussion

 8. Give three examples of how the condensation theory  
explains the observed features of the present-day solar system.

 9. LO6 Describe how the terrestrial planets formed.
 10. Why are the jovian planets are so much more massive than 

the terrestrial planets?
 11. How did the temperature structure of the solar nebula  

determine planetary composition?
 12. LO7 Describe two possible ways in which the jovian planets 

may have formed. What role did the Sun play in the process?
 13. What happened to the outer planets as the solar system was 

cleared of icy planetesimals?
 14. LO8 How did the Kuiper belt and the Oort cloud form?
 15. Describe a possible history of a single comet now visible 

from Earth, starting with its birth in the solar nebula some-
where near the orbit of Jupiter.

 1. LO1 POS What is comparative planetology? Why is it 
useful? What is its ultimate goal?

 2. LO2 Name and describe all the different types of objects 
found in the solar system. Give one distinguishing charac-
teristic of each. Include a mention of interplanetary space.

 3. Why is it necessary to know the distance to a planet in order 
to determine the planet’s mass?

 4. LO3 Name three important differences between the terres-
trial planets and the jovian planets.

 5. LO4 POS Why are asteroids and meteoroids important to 
planetary scientists?

 6. Comets generally vaporize upon striking Earth’s atmosphere. 
How, then, do we know their composition?

 7. LO5 POS What is the key ingredient in the modern con-
densation theory of the solar system’s origin that was miss-
ing or unknown in the nebular theory?
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • Only planets Mercury and Mars have orbits that devi-
ate significantly from circles. Calculate the perihelion  
and aphelion distances of these planets from the Sun.  

 (More Precisely 2-1)

 2. • Use Newton’s law of gravity to compute your weight  
(a) on Earth, (b) on Mars, (c) on the asteroid Ceres, and  
(d) on Jupiter (neglecting temporarily the absence of a solid 
surface on this planet!).  (Sec. 2.7)

 3. • Suppose the average mass of each of the 7000 asteroids in 
the solar system is about 1017 kg. Compare the total mass of 
all asteroids with the mass of Earth.

 4. •• A short-period comet is conventionally defined as  
a comet having an orbital period of less than 200 years. 
What is the maximum possible aphelion distance for a 
short-period comet with a perihelion of 0.5 AU? Where does 
this place the comet relative to the outer planets?

 5. •• An interstellar cloud fragment 0.2 light-year in diameter 
is rotating at a rate of one revolution per million years. It 
now begins to collapse. Assuming that the mass remains 
constant, estimate the cloud’s rotation period when it has 
shrunk to (a) the size of the solar nebula, 100 AU across, and  
(b) the size of Earth’s orbit, 2 AU across.

 6. •• Consider a planet growing as it accretes material from 
the solar nebula. As the planet grows, its density remains 
roughly constant. Does the force of gravity at the surface of 
the planet increase, decrease, or stay the same? What would 
happen to the surface gravity and escape speed as the radius 
of the planet doubled? Give reasons for your answer.

 7. • How many 100-km-diameter rocky (3000 kg/m3) plan-
etesimals would have been needed to form Earth?

 8. • Use the data given in the text to calculate Neptune’s orbital 
period before interactions with planetesimals expanded the 
orbit to its present size.

Conceptual Self-Test: Multiple Choice
 1. A planet’s mass can most easily be determined by measuring 

the planet’s (a) moon’s orbits; (b) angular diameter; (c) posi-
tion in the sky; (d) orbital speed around the Sun.

 2. If we were to construct an accurate scale model of the solar 
system on a football field with the Sun at one end and Nep-
tune at the other, the planet closest to the center of the field 
would be (a) Earth;  (b) Jupiter; (c) Saturn; (d) Uranus.

 3. The inner planets tend to have (a) fewer moons; (b) faster 
rotation rates; (c) stronger magnetic fields; (d) higher grav-
ity than the outer planets have.

 4. A solar system object of rocky composition and comparable 
in size to a small city is most likely (a) a meteoroid; (b) a 
comet; (c) an asteroid; (d) a planet.

 5. The asteroids are mostly (a) found between Mars and  
Jupiter; (b) just like other planets, only younger; (c) just like 
other planets, only smaller; (d) found at the very edge of our 
solar system.

 6. In the leading theory of solar system formation, the planets 
(a) were ejected from the Sun following a close encounter 
with another star; (b) formed from the same flattened, 

swirling gas cloud that formed the Sun; (c) are much 
younger than the Sun; (d) are much older than the Sun.

 7. The inner planets formed (a) when the Sun’s heat destroyed 
all the smaller bodies in the inner solar system; (b) in the 
outer solar system and then were deflected inward by inter-
actions with Jupiter and Saturn; (c) by collisions and mergers 
of planetesimals; (d) when a larger planet broke into pieces.

 8. The solar system is differentiated because (a) all the heavy 
elements in the outer solar system have sunk to the center; 
(b) all the light elements in the inner solar system became 
part of the Sun; (c) all the light elements in the inner solar 
system were carried off in the form of comets; (d) only rocky 
and metallic particles could form close to the Sun.

 9. VIS According to Figure 6.14, the temperature in the solar 
nebula at the location now at the center of the asteroid belt 
was (a) 2000 K; (b) 900 K; (c) 400 K; (d) 100 K.

 10. VIS According to Figure 6.18 (“Solar System Formation”), 
the jovian planets formed (a) at the same time as the terres-
trial planets; (b) after the terrestrial planets; (c) within a few 
million years of the formation of the Sun; (d) at the same 
time as the Oort cloud.



Chapter review 159

Activities
Collaborative

 1.  As a group, decide which of the space missions described in 
Discovery 6-2 produced the most interesting results about 
the solar system. Explain your reasoning. Go online and  
research one of the other missions mentioned in that box, 
and present its major objectives and findings to the class.

 2.  What should be the U.S. government’s policy on the mining 
of minerals from asteroids? Justify the policy.

Individual
 1.  You can begin to visualize the ecliptic—the plane of 

the planets’ orbits—just by noticing the path of the Sun 
throughout the day and of the full Moon in the course of 
a single night. It helps if you watch from one spot, such as 

your backyard or a rooftop. It’s also good to have a general 
notion of direction. (West is where the Sun sets!) The move-
ments of the Sun, Moon, and planets are confined to a nar-
row pathway across our sky. This pathway reflects the plane 
of the solar system, the ecliptic.

 2.  The only way to tell an asteroid from a star is to watch it over 
several nights. The magazines Sky & Telescope and Astron-
omy often publish charts for especially prominent asteroids. 
Look for Ceres, Pallas, or Vesta, the brightest asteroids. Use 
the chart to locate the appropriate star field and aim bin-
oculars at that location in the sky. You may be able to pick 
out the asteroid from the chart. If you can’t, make a rough 
drawing of the entire field. Come back a night or two later 
and look again. The “star” that has moved is the asteroid.
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Left: Photographs like this, showing Earth hanging in space like a “blue marble,” 

help us appreciate life on our planet—and our place in the universe. Centered on the 

Americas, this image reveals the air, water, land, and life on our planet as a complex, 

ever-changing interactive system. The more we learn about Earth, the better we can 

compare and contrast our home world with other planets and moons. This image 

is a mosaic of many photographs taken in 2012 by the first of a new generation of 

weather satellites orbiting Earth. It is the finest picture of our home in space ever 

made. (NASA/NOAA)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Earth
Our HOME In SPACE

7
Earth is the best-studied terrestrial planet. From the matter of 
our world sprang life, intelligence, culture, and all the technology 
we now use to explore the cosmos. We ourselves are “Earthstuff” 
as much as are rocks, trees, and air. Now, as humanity begins to 
explore the solar system, we can draw on our knowledge of Earth 
to aid our understanding of the other planets.

By cataloging Earth’s properties and attempting to explain 
them, we set the stage for our comparative study of the solar 
system. Local and regional events such as volcanoes, earthquakes, 
and weather, as well as global trends such as climate change and 
continental drift, help us decipher both our own world and other 
nearby planets. Every piece of information we glean about the 
structure and history of our planet plays a vital role in helping us 
understand the planetary system in which we live.

Learning Outcomes

Studying this chapter will enable you to

1  Summarize the physical properties 
of planet Earth.

2  Explain how Earth’s atmosphere 
helps to heat us, as well as protect 
us.

3  Outline our current model of 
Earth’s interior, and describe some 
of the experimental techniques 
used to establish the model.

4  Summarize the evidence for the 
phenomenon of “continental 
drift,” and discuss the physical 
processes that drive it.

5  Describe the nature and origin of 
Earth’s magnetosphere.

6  Explain how both the Moon and 
the Sun influence Earth’s surface 
and affect our planet’s spin.

The Big Picture If we are to appreciate the full grandeur of 
the universe and its many varied contents, we must first come to 
know our own planet. Many textbooks on astronomy skip Earth, 
claiming it to be the purview of geology. Yet, Earth is the platform 
from which we observe the much bigger universe beyond; it is 
the only cosmic perspective we have to explore our place in the 
cosmic scheme of things, and it is a planetary body of importance 
in and of itself. Our study of astronomy begins at home.
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7.1  Overall Structure  
of Planet Earth

Earth’s physical and orbital properties are determined 
using techniques that are conceptually similar to those 
presented in Chapter 6: simple geometry to determine 
Earth’s radius, the orbit of the Moon to measure our plan-
et’s mass, and so on.  (Sec. 6.2) Throughout the body of 
this text, we will use rounded-off numbers whenever possi-
ble, taking our planet’s mass and radius to be 6.0 * 1024 kg  
and 6400 km, respectively.

Dividing mass by volume, we find that Earth’s aver-
age density is around 5500 kg/m3. This simple calculation  
allows us to make a very important deduction about the  
interior of our planet. From direct measurements, we know 
that the water that makes up much of Earth’s surface has 
a density of 1000 kg/m3, and the rock beneath us on the 
continents, as well as on the seafloor, has a density in the 
range from 2000 to 4000 kg/m3. We can immediately con-
clude that, because the surface layers have densities much 
less than the average, much denser material must lie deeper, 
under the surface. Hence, we should expect that much of 
Earth’s interior is made up of very dense matter, far more 
compact than the densest continental rocks on the surface.

On the basis of measurements made in many different 
ways—using aircraft in the atmosphere, satellites in orbit, 
gauges on the land, submarines in the ocean, and drill-
ing gear below the rocky crust—scientists have built up 

the following overall picture of our planet: As indicated 
in Figure 7.1, Earth may be divided into six main regions. 
In Earth’s interior, a thick mantle surrounds a smaller, 
two-part core. At the surface, we have (1) a relatively thin 
crust, comprising the solid continents and the seafloor, 
and (2) the hydrosphere, which contains the liquid oceans 
and accounts for some 70 percent of our planet’s total sur-
face area. An atmosphere of air lies just above the sur-
face. At much greater altitudes, a zone of charged particles 
trapped by Earth’s magnetic field forms the magneto-
sphere. Virtually all our planet’s mass is contained within 
the surface and the interior. The gaseous atmosphere and 
the magnetosphere contribute hardly anything—less than 
0.1 percent—to the total.

7.2 Earth’s Atmosphere
From a human perspective, probably the most important  
aspect of Earth’s atmosphere is that we can breathe it. Air is 
a mixture of gases, the most common of which are nitrogen 
(N2, 78 percent by volume), oxygen (O2, 21 percent), argon 
(Ar, 0.9 percent), and carbon dioxide (CO2, 0.03 percent). 
The amount of water vapor (H2O) varies from 0.1 to 3 per-
cent, depending on location and climate. The presence of a 
large amount of oxygen makes our atmosphere unique in 
the solar system, and the presence of even trace amounts of 
water and carbon dioxide play vital roles in the workings of 
our planet.

Atmosphere Hydrosphere

Crust
5 to 50 km

Magnetosphere

Mantle

Outer
core

Inner
core

1300
km

3500 km

6400 km

◀ figure 7.1 the Main regions of Planet earth  
Earth’s inner core of radius 1300 km is surrounded by 
a 2200-km thick liquid outer core. Most of the rest of 
Earth’s 13,000-km interior is taken up by the mantle, 
topped by a thin crust only a few tens of kilometers 
thick. The liquid portions of Earth’s surface make 
up the hydrosphere. Above the hydrosphere and 
solid crust lies the atmosphere, most of it within 50 
km of the surface. Earth’s outermost region is the 
magnetosphere, extending thousands of kilometers 
into space.



SECTIOn 7.2 Earth’s Atmosphere 163

◀ figure 7.2 earth’s Atmosphere Diagram 
of Earth’s atmosphere, showing the changes 
in temperature (blue curve, bottom axis) and 
pressure (right-hand axis) from the planet’s 
surface to the bottom of the ionosphere. Pressure 
decreases steadily with increasing altitude, but the 
temperature may fall or rise, depending on height 
above the ground.

Atmospheric Structure
Figure 7.2 shows a cross-section of our planet’s atmosphere. 
Compared with Earth’s overall dimensions, the extent of 
the atmosphere is not great. Half of it lies within 5 km of 
the surface, and all but 1 percent is found below 30 km. The 
portion of the atmosphere below about 12 km is called the 
troposphere. Above it, extending up to an altitude of 40 to 
50 km, lies the stratosphere. Between 50 and 80 km from 

the surface is the mesosphere. Above about 
80 km, in the ionosphere, the atmosphere is 
kept partly ionized by solar ultraviolet radia-
tion. Note how the temperature gradient (de-
creasing or increasing with altitude) changes 
from one atmospheric region to the next.

Atmospheric density decreases steadily 
with increasing altitude, and as the right-hand 
vertical axis in Figure 7.2 shows, so does pres-
sure. Climbing even a modest mountain— 
4 or 5 km high, say—clearly demonstrates 
the thinning of the air in the troposphere. 
Climbers must wear oxygen masks when 
scaling the tallest peaks on Earth.

The troposphere is the region of Earth’s (or any other 
planet’s) atmosphere where convection occurs, driven by the 
heat of Earth’s warm surface. Convection is the constant 
upwelling of warm air and the concurrent downward flow 
of cooler air to take its place, a process that physically 
transfers heat from a lower (hotter) to a higher (cooler) 
level. In Figure 7.3, part of Earth’s surface is heated by the 
Sun. The air immediately above the warmed surface is 
heated, expands a little, and becomes less dense. As a result, 
the hot air becomes buoyant and starts to rise. At higher 
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◀ figure 7.3 Convection Circulation 
currents resulting from convection are 
familiar to us as the winds in Earth’s 
atmosphere, caused by the solar-heated 
ground. Over and over, hot air rises, cools, 
and falls back to Earth. Eventually, steady 
circulation patterns are established and 
maintained, provided that the source  
of heat (the Sun, in the case of Earth)  
remains intact.
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altitudes, the opposite effect occurs: The air gradually cools, 
grows denser, and sinks back to the ground. Cool air at the 
surface rushes in to replace the hot buoyant air. In this way, 
a circulation pattern is established. These convection cells 
of rising and falling air not only contribute to atmospheric 
heating, but also are responsible for surface winds. The 
constant churning motion in convection cells is responsible 
for all the weather we experience.

Atmospheric convection can also create clear-air 
turbulence—the bumpiness we sometimes experience on 
aircraft f lights. Ascending and descending parcels of air, 
especially below fluffy clouds (themselves the result of 
convective processes, when water vapor condenses out at 
the cool tops of convection cells), can cause a choppy ride. 
For this reason, passenger aircraft tend to fly above most 
of the turbulence, at the top of the troposphere or in the 
lower stratosphere, where the atmosphere is stable and the 
air is calm.

Above about 100 km, in the ionosphere, the atmosphere 
is significantly ionized by the high-energy portion of the 
Sun’s radiation spectrum, which breaks down molecules 
into atoms and atoms into ions. The degree of ionization in-
creases with altitude. The presence of many free electrons 
makes this region of the upper atmosphere a good conductor 
of electricity, and the conductivity renders the ionosphere 
highly reflective to certain radio wavelengths.  (Sec. 3.3) 
The reason that AM radio stations can be heard well beyond 
the horizon is that their signals bounce off the ionosphere 
before reaching a receiver. FM signals cannot be received 
from stations over the horizon, however, because the iono-
sphere is transparent to the somewhat shorter wavelengths 
of radio waves in the FM band.

Atmospheric Ozone
Within the stratosphere is the ozone layer, where, at an  
altitude of around 25 km, incoming solar ultraviolet radia-
tion is absorbed by atmospheric ozone and nitrogen. (Ozone 
[O3] consists of three oxygen atoms combined into a single 
molecule. Ultraviolet radiation breaks ozone down, forming 
molecular oxygen [O2] again.)

The ozone layer is one of the insulating spheres that 
serve to shield life on Earth from the harsh realities of outer 
space. Not so long ago, scientists judged space to be hostile 
to advanced life-forms because of what is missing out there: 
breathable air and a warm environment. Now most scien-
tists regard outer space as harsh because of what is present 
out there: fierce radiation and energetic particles, both of 
which are injurious to human health. Without the protec-
tion of the ozone layer, advanced life (at least on Earth’s sur-
face) would be at best unlikely and at worst impossible.

Human technology has reached the point where it has 
begun to produce measurable—and possibly permanent—
changes to our planet. One particularly undesirable  
by-product of our ingenuity is a group of chemicals 

known as chlorofluorocarbons (CFCs), relatively simple 
compounds once widely used for a variety of purposes—
propellant in aerosol cans, solvents in dry-cleaning 
products, and coolant in air conditioners and refrigerators. 
In the 1970s, it was discovered that instead of quickly 
breaking down after use, as had previously been thought, 
CFCs accumulate in the atmosphere and are carried high 
into the stratosphere by convection. There they are broken 
down by sunlight, releasing chlorine, which quickly reacts 
with ozone, turning it into oxygen. In chemical terms, the 
chlorine is said to act as a catalyst—it is not consumed 
in the reaction, so it survives to react with many more 
ozone molecules. A single chlorine atom can destroy up to 
100,000 ozone molecules before being removed by other, 
less frequent chemical reactions.

Thus, even a small amount of CFCs is extraordinar-
ily efficient at destroying atmospheric ozone, and the net 
result of CFC emission is a substantial increase in ultraviolet 
radiation levels at Earth’s surface, with detrimental effects to 
most living organisms. Figure 7.4 shows a vast ozone “hole” 
over the Antarctic. The hole is a region where atmospheric 
circulation and low temperatures conspire each Antarctic 
spring to create a vast circumpolar cloud of ice crystals that 
act to promote the ozone-destroying reactions, resulting in 
ozone levels about 50 percent below normal for the region. 
Ozone depletion is not confined to the Antarctic, although 

Antarctica

Center of
ozone hole

South
America

▲ figure 7.4 Antarctic Ozone Hole This composite image 
constructed from satellite observations shows (in pink) a huge “hole” 
in the ozone layer over the Antarctic continent. The hole is a region 
where climatic conditions and human-made chemicals combine to rob 
our atmosphere of its protective ozone blanket. The depth and area 
of the hole have grown significantly since the hole was discovered in 
the 1980s. Its maximum size is now larger than north America.
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Why Is the Sky Blue?
Is the sky blue because it reflects the color of the ocean, or is the 
ocean blue because it reflects the color of the surrounding sky? 
The answer is the latter, and the reason has to do with the way 
that light is scattered by air molecules and minute dust particles. 
By scattering, we mean the process by which radiation is absorbed 
and then reradiated by the material through which it passes.

As sunlight passes through our atmosphere, it is scattered 
by gas molecules in the air. The British physicist Lord Rayleigh 
first investigated this phenomenon about a century ago, and 
today it bears his name—it is known as Rayleigh scattering. 
The process turns out to be highly sensitive to the wavelength 
of the light involved.

Rayleigh found that blue light is much more easily scattered 
than red light, basically because the wavelength of blue light  
(400 nm) is closer to the size of air molecules than the 
wavelength of red light (700 nm). He went on to prove 
mathematically, on the basis of the laws of electromagnetism, 
that the amount of scattering is inversely proportional to the 
fourth power of the wavelength:

scattering by molecules ∝
1

wavelength4 .

Rayleigh’s formula applies to scattering by particles (such as mol-
ecules) that are smaller than the wavelength of the light involved. 
Larger particles, such as dust, also preferentially scatter blue light, 
but by an amount that depends only inversely on the wavelength:

scattering by dust ∝
1

wavelength
 .

EXAMPLE Let’s compare the relative scattering of blue (400 nm) 
and red (700 nm) light by atmospheric molecules and dust. For 
Rayleigh scattering, blue light is scattered (700/400)4 « 9.4 times 
more efficiently than red light. That is, blue photons are almost 
10 times more likely to be scattered out of a beam of sunlight 
(taken out of the forward beam and redirected to the side) than 
are red photons. For scattering by dust, the corresponding factor 
is (700/400) = 1.75—not as big a differential, but still enough to 
have a large effect when the air happens to be particularly dirty.

When the Sun is high in the sky, the blue component 
of incoming sunlight is scattered much more than any other 
color component. Thus, some blue light is removed from the 
line of sight between us and the Sun and may scatter many 
times in the atmosphere before eventually entering our eyes, 
as shown in the first figure. Red or yellow light is scattered 
relatively little and arrives at our eyes predominantly along the 
line of sight to the Sun. The net effect is that the Sun is “red-
dened” slightly because of the removal of blue light, whereas 
the sky away from the Sun appears blue. In outer space, where 
there is no atmosphere, there is no Rayleigh scattering of sun-
light, and the sky is black (although, as we will see in Chapter 
18, light from distant stars is reddened in precisely the same 
way as it passes through clouds of interstellar gas and dust).

MOrE PrECISEly 7-1
At dawn or dusk, with the Sun near the horizon, sunlight 

must pass through much more atmosphere before reaching our 
eyes—so much so, in fact, that the blue component of the Sun’s 
light is almost entirely scattered out of the line of sight, and even 
the red component is diminished in intensity. Accordingly, the 
Sun itself appears orange—a combination of its normal yellow 
color and a reddishness caused by the subtraction of virtually 
all of the blue end of the spectrum—and dimmer than at noon.

At the end of a particularly dusty day (second figure), when 
weather conditions or human activities during the daytime hours 
have raised excess particles into the air, short-wavelength Ray-
leigh scattering can be so heavy that the Sun appears brilliantly 
red. Reddening is often especially evident when we look at the 
westerly “sinking” summer Sun over the ocean, where seawater 
molecules have evaporated into the air, or during the weeks and 
months after an active volcano has released huge quantities of gas 
and dust particles into the air—as was the case in North America 
when the Philippine volcano Mount Pinatubo exploded in 1991 
in the most violent volcanic eruption in the past 100 years.

Sunlight

Red light Blue light

Earth's
atmosphere

Scattering

Earth's
surface

Observer sees blue light
from all directions in
the sky but red light

from direction of Sun only

Air
molecules

(NCAR/Science Source)



166 CHAPTER 7 Earth

the effect is greatest there. Smaller holes have been observed 
in the Arctic, and occasional ozone depletions of up to  
20 percent have been reported at lower northern latitudes.

In the late 1980s, when the effects of CFCs on the 
atmosphere were realized, the world moved rapidly to 
curtail their production and use, with the goal of phasing 
them out entirely by 2030. Substantial cuts have already 
been made, and the agreement to do so has become a model 
of international cooperation. Still, scientists think that, 
even if all remaining CFC emissions were to stop today, it 
would nonetheless take several decades for CFCs to leave the 
atmosphere completely.

Surface Heating
Much of the Sun’s radiation manages to penetrate Earth’s 
atmosphere, eventually reaching the ground. (See More 
Precisely 7-1 for more on how the atmosphere affects incoming 
sunlight before it reaches the surface.) Most of this energy takes 
the form of visible and near-infrared radiation—ordinary 
sunlight.  (Sec. 3.3) Essentially all of the solar radiation 
that is not absorbed by or reflected from clouds in the upper 
atmosphere is absorbed by Earth’s surface. The result is that 
our planet’s surface and most objects on it heat up considerably 
during the day. Earth cannot absorb this solar energy 
indefinitely, however. If it did, the surface would soon become 
hot enough to melt, and life on our planet would not exist.

As it heats up, Earth’s surface reradiates much of the 
absorbed energy. This reemitted radiation follows the 
blackbody curve discussed in Chapter 3.  (Sec. 3.4) As 
the surface temperature rises, the amount of energy radiated 
increases rapidly, in accordance with Stefan’s law. Eventually, 
Earth radiates as much energy back into space as it receives 
from the Sun, and a stable balance is struck. In the absence 
of any complicating effects, this balance would be achieved 
at an average surface temperature of about 250 K (−23°C). 
Wien’s law tells us that, at that temperature, most of the 
reemitted energy is in the form of infrared (heat) radiation.

But there are complications. Infrared radiation is par-
tially blocked by Earth’s atmosphere, primarily because of 
the presence of molecules of water vapor and carbon diox-
ide, which absorb very efficiently in the infrared portion of 
the spectrum. Even though these two gases are only trace 
constituents of our atmosphere, they manage to absorb a 
large fraction of all the infrared radiation emitted from 
the surface. Consequently, only some of that radiation  
escapes back into space. The remainder is trapped within our  
atmosphere, causing the temperature to increase.

This partial trapping of solar radiation is known as 
the greenhouse effect. The name comes from the fact that 
a similar process operates in a greenhouse, where sunlight 
passes relatively unhindered through glass panes, but much 
of the infrared radiation reemitted by the plants is blocked 
by the glass and cannot get out. Consequently, the interior of 

the greenhouse heats up, and flowers, fruits, and vegetables 
can grow even on cold wintry days.* The radiative processes 
that determine the temperature of Earth’s atmosphere are 
illustrated in Figure 7.5. Earth’s greenhouse effect makes 
our planet almost 40 K (40°C) hotter than would otherwise 
be the case.

The magnitude of the greenhouse effect is highly sen-
sitive to the concentration of so-called greenhouse gases 
(that is, gases that absorb infrared radiation efficiently) 
in the atmosphere. Carbon dioxide and water vapor are 
the most important of these, although other atmospheric 
gases (such as methane) also contribute. The amount of 
carbon dioxide in Earth’s atmosphere is increasing, largely 
as a result of the burning of fossil fuels (principally oil and 
coal) in the industrialized and developing worlds. Carbon 
dioxide levels have increased by over 20 percent in the last 
century, and they are continuing to rise at a present rate of  
4 percent per decade. Discovery 7-1 discusses the causes and 

*Note that although this process does contribute to warming the interior 
of a greenhouse, it is not the most important effect. A greenhouse works 
mainly because its glass panes prevent convection from carrying heat up 
and away from the interior. Nevertheless, the name “greenhouse effect” 
due to Earth’s atmosphere has stuck.

Cloud
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molecules
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infrared
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surface

interactive figure 7.5 greenhouse effect Sunlight  
that is not reflected by clouds reaches Earth’s surface, warming 
it up. Infrared radiation reradiated from the surface is partially 
absorbed by carbon dioxide (and also water vapor, not shown 

here) in the atmosphere, causing the overall surface temperature  
to rise.
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the greenhouse effect  
and global Warming
We saw in the text how greenhouse gases in Earth’s atmosphere—
notably, water vapor and carbon dioxide (CO2)—tend to trap 
heat leaving the surface, raising our planet’s temperature by 
several tens of degrees Celsius. In and of itself, this greenhouse 
effect is not a bad thing—in fact, it is the reason that water exists 
in the liquid state on Earth’s surface, and thus it is crucial to the 
existence and survival of life on our planet (see Chapter 28). 
However, if atmospheric greenhouse gas levels rise unchecked, 
the consequences could be catastrophic.

Since the Industrial Revolution in the 18th century, 
and particularly over the past few decades, human activities 
on Earth have steadily raised the level of carbon dioxide 
in our atmosphere. Fossil fuels (coal, oil, and gas), still the 
dominant energy source of modern industry, all release CO2 
when burned. At the same time, the extensive forests that 
once covered much of our planet are being systematically 
destroyed to make room for human expansion. Forests play 
an important role in this situation because vegetation absorbs 
carbon dioxide, thus providing a natural control mechanism 
for atmospheric CO2. Deforestation therefore also tends to 
increase the amount of greenhouse gases in Earth’s atmosphere. 
The first figure shows atmospheric CO2 levels over the past 
thousand years. Note the dramatic increase during the past 
two centuries.

Global warming is the slow rise in Earth’s surface temperature 
caused by the increased greenhouse effect resulting from higher 
levels of atmospheric carbon dioxide. As shown in the second fig-
ure, average global temperatures have risen by about 0.5°C during 
the past century. This may not seem like much, but climate models 
predict that, if CO2 levels continue to rise, a further increase of 
as much as 5°C is possible by the end of the 21st century. Such a 
rise would be enough to cause serious climate change on a global 
scale. Among the possible (some would say likely) consequences 
of such a temperature increase are the following phenomena.

•	 Melting	 of	 glaciers	 and	 the	 polar	 ice	 caps,	 leading	 to	 a	
rise in sea level of up to a meter by the year 2100, with the  
potential for widespread coastal flooding.

•	 Longer	 and	 more	 extreme	 periods	 of	 severe	 weather—heat	
waves, droughts and wildfires—yet with more precipitation 
(rain and snow) between them.

•	 Crop	failures	as	Earth’s	temperate	zones	move	toward	the	
poles.

•	 Expansion	of	deserts	in	heavily	populated	equatorial	regions.
•	 Increased	numbers	of	mosquitoes	and	other	pests	spreading	

tropical diseases into unprotected populations.

The fossil record shows that major climatic changes have  
occurred many times before in Earth’s history, but never at 
the rate predicted by these dire warnings. The unprecedented 
speed of the forecasted events may well be too rapid for many 
species (and some human societies) to survive.

DISCOVEry 7-1

In Section 7.2, we described the danger to Earth’s ozone layer 
posed by CFCs—another product of modern technology with 
unexpected global consequences—and saw how, once their envi-
ronmental impact was identified, rapid steps were taken to curb 
their use. A concerted international response to global warming 
has been much slower in coming. Most scientists see the human-
enhanced greenhouse effect as a real threat to Earth’s climate, and 
they urge prompt and deep reductions in CO2 emissions, along 
with steps to slow and ultimately reverse deforestation.

Some, however—particularly those connected with the 
industries most responsible for the production of greenhouse 
gases—argue that Earth’s long-term response to increased green-
house emissions is too complex for simple conclusions to be 
drawn and that immediate action is unnecessary. They suggest 
that the current temperature trend may be part of some much 
longer cycle or that natural environmental factors may in time 
stabilize, or even reduce, the level of CO2 in the atmosphere 
without human intervention. In part because of these objections,  
international agreements to limit carbon emissions have failed to 
win approval in the United States (currently the largest producer 
of greenhouse gases) and thus have had only limited success.

Given the stakes, it is perhaps not surprising that these  
debates have become far more political than scientific in tone—not 
at all like the deliberative scientific method presented elsewhere in 
this text! The basic observations and much of the basic science are 
generally not seriously questioned, but the interpretation, long-
term consequences, and proper response are all hotly debated. 
Separating the two sometimes is not easy, but the outcome may be 
of vital importance to life on Earth.
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some possible consequences of rising carbon dioxide levels 
in Earth’s atmosphere.

In Chapter 9, we will see how a runaway increase in carbon 
dioxide levels in the atmosphere of the planet Venus radically 
altered conditions on its surface, causing its temperature to 
rise to over 700 K. Although no one is predicting that Earth’s 
temperature will ever reach that of Venus, many scientists 
now think that our planet’s increase in carbon dioxide levels, 
if left unchecked, may result in global temperature increases 
of several kelvins over the next half century—enough to 
cause dramatic, and possibly catastrophic, changes in Earth’s 
climate, ranging from rising sea levels to the accelerated 
spread of disease.

Origin of Earth’s Atmosphere
Why is our atmosphere made up of its present constituents? 
Why is it not composed entirely of nitrogen, say, or of car-
bon dioxide, like the atmospheres of Venus and Mars? The 
origin and development of Earth’s atmosphere was a fairly 
complex and lengthy process.

When Earth first formed, any primary atmosphere it 
might have had would have consisted of the gases most com-
mon in the early solar system: hydrogen, helium, methane, 
ammonia, and water vapor—a far cry from the atmosphere 
we enjoy today. Almost all this low-density material, and  
especially any hydrogen or helium, escaped into space 
during the first half-billion or so years after Earth was 
formed. (For more information on how planets retain or lose 
their atmospheres, see More Precisely 8-1.)

Subsequently, Earth developed a secondary atmosphere, 
which was outgassed (expelled) from the planet’s interior 
as a result of volcanic activity. Volcanic gases are rich in 
water vapor, methane, carbon dioxide, sulfur dioxide, and 
compounds containing nitrogen (such as nitrogen gas, 
ammonia, and nitric oxide). Solar ultraviolet radiation split 
the lighter, hydrogen-rich gases into their component atoms, 
allowing the hydrogen to escape and liberating much of 
the nitrogen from its bonds with other elements. As Earth’s 
surface temperature fell, the water vapor condensed and 
oceans formed. Much of the carbon dioxide and sulfur dioxide 
became dissolved in the oceans or combined with surface 
rocks. Oxygen is such a reactive gas that any free oxygen that 
appeared at early times was removed as quickly as it formed. 
An atmosphere consisting largely of nitrogen slowly appeared.

The final major development in the story of our planet’s 
atmosphere is known so far to have occurred only on Earth. 
Life appeared in the oceans more than 3.5 billion years ago, 
and organisms eventually began to produce atmospheric 
oxygen. The ozone layer formed, shielding the surface from 
the Sun’s harmful radiation. Eventually, life spread to the 
land and flourished. The fact that oxygen is a major constit-
uent of the present-day atmosphere is a direct consequence 
of the evolution of life on Earth.

COnCePt Check

4 Why is the greenhouse effect important for life on 
Earth?

7.3 Earth’s Interior
Although we reside on Earth, we cannot easily probe our 
planet’s interior. Drilling gear can penetrate rock only so 
far before breaking. No substance used for drilling—even 
diamond, the hardest known material—can withstand the 
pressure below a depth of about 10 km. That’s rather shallow 
compared with Earth’s 6400-km radius. Fortunately, geolo-
gists have developed other techniques that indirectly probe 
the deep recesses of our planet.

Seismic Waves
A sudden dislocation of rocky material near Earth’s surface—
an earthquake—causes the entire planet to vibrate a little. 
Earth rings like a giant bell. These vibrations are not random, 
however. They are systematic waves, called seismic waves 
(after the Greek word for “earthquake”), that move outward 
from the site of the quake. Like all waves, they carry infor-
mation. This information can be detected and recorded with 
sensitive equipment—a seismograph—designed to monitor 
Earth tremors.

Decades of earthquake research have demonstrated 
the existence of many kinds of seismic waves. Two are 
of particular importance to the study of Earth’s internal 
structure. First to arrive at a monitoring site after a distant 
earthquake are the primary waves, or P-waves. These are 
pressure waves, a little like ordinary sound waves in air, that 
alternately expand and compress the medium (the core or 
mantle) through which they move. Seismic P-waves usually 
travel at speeds ranging from 5 to 6 km/s and can travel 
through both liquids and solids. Some time later (the actual 
delay depends on the distance from the earthquake site), 
secondary waves, or S-waves, arrive. These are shear waves. 
Unlike P-waves, which vibrate the material through which 
they pass back and forth along the direction of travel of the 
wave, S-waves cause side-to-side motion, more like waves 
in a guitar string. The two types of waves are illustrated in 
Figure 7.6. S-waves normally travel through Earth’s interior 
at 3 to 4 km/s; however, they cannot travel through liquid, 
which absorbs them.

The speeds of both P- and S-waves depend on the den-
sity of the matter through which the waves are traveling. 
Consequently, if we can measure the time taken for the 
waves to move from the site of an earthquake to one or more 
monitoring stations on Earth’s surface, we can determine 
the density of matter in the interior. Figure 7.7 illustrates 
some P- and S-wave paths away from the site of an earth-
quake. Seismographs located around the world measure the 
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times of arrival, as well as the strengths, of the seismic waves. 
Both observations contain much useful information— 
about the earthquake itself and about Earth’s interior 
through which the waves pass. Notice that the waves do not 
travel in straight lines through the planet. Because the wave 
velocity increases with depth, waves that travel deeper tend 
to overtake those on slightly shallower paths, and the waves 
bend as they move through the interior.

A particularly important result emerged after numerous 
quakes were monitored several decades ago: Seismic stations 
on the side of Earth opposite a quake never detect S-waves—
these waves are blocked by material within Earth’s interior. 
Furthermore, although P-waves always arrive at stations 
diametrically opposite the quake, parts of Earth’s surface 
receive almost none (see Figure 7.7). Most geologists think 
that S-waves are absorbed by a liquid core at Earth’s center 
and that P-waves are refracted at the core boundary, much 
as light is refracted by a lens. The result is the S- and P-wave 
“shadow zones” we observe. The fact that every earthquake 
exhibits these shadow zones is the best evidence that the 
core of our planet is hot enough to be liquid.

The sizes of the shadow zones depend on the radius 
of the core, and careful analysis of the seismic data yield a 

core radius of about 3500 km. In fact, very faint P-waves are  
observed in the P-wave shadow zone indicated in Figure 7.7. 
These are thought to be reflected off the surface of a solid 
inner core, of radius 1300 km, lying at the center of the liq-
uid outer core.

Modeling Earth’s Interior
Because earthquakes occur often and at widespread places 
across the globe, geologists have accumulated a large amount 
of data about shadow zones and seismic-wave properties. 
They have used these data, along with direct knowledge of 
surface rocks, to build mathematical models of Earth’s inte-
rior. Our knowledge of the deepest recesses of our planet is 
based almost entirely on modeling and indirect observation. 
We will find many more examples of this powerful combi-
nation throughout the text.

Figure 7.8 presents a model that most scientists accept. 
According to this model, Earth’s outer core is surrounded 
by a thick mantle and topped with a thin crust. The man-
tle is about 3000 km thick and accounts for the bulk (80 
percent) of our planet’s volume. The crust has an average 
thickness of only 15 km—a little less (around 8 km) under 
the oceans and somewhat more (20–50 km) under the 

▲ figure 7.6 P and S Waves (a) Pressure (P) waves traveling 
through Earth’s interior cause material to vibrate in a direction 
parallel to the direction of motion of the wave. Material is alternately 
compressed and expanded. (b) Shear (S) waves produce motion 
perpendicular to the direction in which the wave travels, pushing 
material from side to side.

Here material is alternately compressed and expanded,
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▲ figure 7.7 Seismic Waves Earthquakes generate pressure  
(P, or primary) and shear (S, or secondary) waves that can be detected 
at seismographic stations around the world. The waves bend while 
moving through Earth’s interior because of the variation in density 
and temperature within our planet. S-waves (colored red) are not 
observed by stations “shadowed” by the liquid core of Earth. P-waves 
(colored green) do reach the side of Earth opposite the earthquake, 
but their interaction with Earth’s core produces another shadow 
zone, where almost no P-waves are detected.
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continents. The average density of crust material is around 
3000 kg/m3. Density and temperature both increase with 
depth. Specifically, from Earth’s surface to its very center, 
the density increases from roughly 3000 kg/m3 to a little 
more than 12,000 kg/m3, and the temperature rises from 
just under 300 K to well over 5000 K. Much of the mantle 
has a density midway between the densities of the core and 
crust: about 5000 kg/m3.

The high central density tells geologists that the inner 
parts of Earth must be rich in nickel and iron. Under the 
heavy pressure of the overlying layers, these metals (whose 
densities under surface conditions are around 8000 kg/
m3) can be compressed to the high densities predicted by 
the model. The sharp increase in density at the mantle–
core boundary results from the difference in composition  
between the two regions. The mantle is composed of dense, 
but rocky, material—compounds of silicon and oxygen. The 

core consists primarily of even denser metallic elements. 
There is no similar jump in density or temperature at the 
inner core boundary—the material there simply changes 
from the liquid to the solid state.

The model suggests that the core must be a mixture of 
nickel, iron, and some other lighter element, possibly sulfur. 
Without direct observations, it is difficult to be absolutely 
certain of the light component’s identity. All geologists 
agree that much of the core must be liquid. The existence 
of the shadow zone demands this (and, as we will see, our 
current explanation of Earth’s magnetic field relies on it). 
However, despite the high temperature, the pressure near 
the center—about 4 million times the atmospheric pres-
sure at Earth’s surface—is high enough to force the material 
there into the solid state.

Because geologists have been unable to drill deeper 
than about 10 km, no experiment has yet recovered a sample 
of Earth’s mantle. However, we are not entirely ignorant of 
the mantle’s properties. In a volcano, hot lava upwells from 
below the crust, bringing a little of the mantle to us and pro-
viding some inkling of Earth’s interior. Observations of the 
chemical and physical properties of newly emerged lava are 
generally consistent with the model sketched in Figure 7.8.

The composition of the upper mantle is probably quite 
similar to the iron–magnesium–silicate mixtures known as 
basalt. You may have seen some dark gray basaltic rocks scat-
tered across Earth’s surface, especially near volcanoes. Basalt 
is formed as material from the mantle upwells from Earth’s 
interior as lava, cools, and then solidifies. With a density  
between 3000 kg/m3 and 3300 kg/m3, basalt contrasts with 
the lighter granite (density 2700–3000 kg/m3) that consti-
tutes much of the rest of Earth’s crust. Granite is richer than 
basalt in the light elements silicon and aluminum, which  
explains why the surface continents do not sink into the 
interior. Their low-density composition lets the crust “float” 
atop the denser matter of the mantle and core below.

Differentiation
Earth, then, is not a homogeneous ball of rock. Instead, it 
has a layered structure, with a low-density crust at the sur-
face, an intermediate-density material in the mantle, and a 
high-density core. Such variation in density and composi-
tion is known as differentiation.

Why isn’t our planet just one big, rocky ball of uniform 
density? The answer appears to be that much of Earth was 
molten at some time in the past. As a result, the higher den-
sity matter sank to the core and the lower density material 
was displaced toward the surface. A remnant of this ancient 
heating exists today: Earth’s central temperature is nearly 
equal to the surface temperature of the Sun. What processes 
were responsible for heating the entire planet to that extent? 
To answer this question, we must try to visualize the past, as 
sketched in Figure 7.9.

▲ figure 7.8 earth’s interior Computer models of Earth’s 
interior imply that the density and temperature vary considerably 
through the mantle and the core. Seismic modeling is key to 
understanding the Earth in bulk.
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◀ figure 7.9 earth’s Differentiation Earth’s interior changed 
greatly throughout its early history. (a) At its origin, 4.6 billion years 
ago, the Earth was probably already partly molten owing to debris 
bombardment and continued gravitational infall in its formative 
stage. (b) A second period of heavy bombardment, at about 3.8 billion 
years ago, likely caused its cooling surface layers to again become 
completely molten to a depth of tens of kilometers. (c) Early on 
especially, yet continuing to lesser extent to the present, radioactive 
heating from within has caused much of Earth’s interior to liquefy, 
allowing its heavy metals to sink to the core while its lighter-weight 
rocks floated to the surface.

According to current models of solar system formation, 
when Earth formed 4.6 billion years ago, it did so by 
capturing material from its surroundings, growing in mass 
as it swept up “preplanetary” chunks of matter in its vicinity 

 (Sec. 6.6). As the young planet grew, its gravitational 
field strengthened and the speed with which newly 
captured matter struck its surface increased. This process 
generated a lot of heat—so much, in fact, that Earth may 
already have been partially or wholly molten by the time it 
reached its present size. As Earth began to differentiate and 
heavy material sank to the center, even more gravitational 
energy was released, and the interior temperature must 
have increased still further.

Later, Earth continued to be bombarded with debris left 
over from the formation process. At its peak about 3.8 bil-
lion years ago, this secondary bombardment was probably 
intense enough to keep the surface molten, but only down 
to a depth of a few tens of kilometers. Erosion by wind and 
water has long since removed all trace of this early period 
from the surface of Earth, but the Moon still bears visible 
scars of the onslaught.

A second important process for heating Earth soon 
after its formation was radioactivity—the release of energy 
by certain rare heavy elements, such as uranium, thorium, 
and plutonium (see More Precisely 7-2). These elements 
release energy and heat their surroundings as their complex 
heavy nuclei decay (break up) into simpler lighter ones. 
Although the energy produced by the decay of a single 
radioactive atom is tiny, Earth contained a lot of radioactive 
atoms, and a lot of time was available. Rock is such a poor 
conductor of heat that the energy would have taken a very 
long time to reach the surface and leak away into space, so 
the heat built up in the interior, adding to the energy left 
there by Earth’s formation.

Provided that enough radioactive elements were 
originally spread throughout the primitive Earth, rather 
like raisins in a cake, the entire planet—from crust to core—
could have melted and remained molten for about a billion 
years. That’s a long time by human standards, but not so long 
in the cosmic scheme of things. Measurements of the ages of 
some surface rocks indicate that Earth’s crust finally began to 
solidify roughly 700 million years after it originally formed. 
Radioactive heating did not stop at that point, of course; it 

(b) 3.8 billion years ago

(a) 4.6 billion years ago

(c) ~3 billion years ago
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radioactive Dating
In Chapter 4, we saw that atoms are made up of electrons and 
nuclei and that nuclei are composed of protons and neutrons. 

 (Sec. 4.2) The number of protons in a nucleus determines 
which element it represents. However, the number of neutrons 
can vary. In fact, most elements can exist in several isotopic 
forms, all containing the same number of protons, but different 
numbers of neutrons in their nuclei. The particular nuclei we 
have encountered so far—the most common forms of hydrogen, 
helium, carbon, and iron—are all stable. For example, left alone, 
a carbon-12 nucleus, consisting of six protons and six neutrons, 
will remain unchanged forever. It will not break up into smaller 
pieces, nor will it turn into anything else.

Not all nuclei are stable, however. Many nuclei—such as 
carbon-14 (containing 6 protons and 8 neutrons), thorium-232  
(90 protons, 142 neutrons), uranium-235 (92 protons, 143 
neutrons), uranium-238 (92 protons, 146 neutrons), and  
plutonium-241 (94 protons, 147 neutrons)—are inherently 
unstable. Left alone, they will eventually break up into lighter 
“daughter” nuclei, emitting some elementary particles and 
releasing some energy in the process. The change happens 
spontaneously, without any external influence. This instabil-
ity is known as radioactivity. The energy released by the dis-
integration of the radioactive elements just listed is the basis 
for nuclear fission reactors (and atomic bombs).

Unstable heavy nuclei achieve greater stability by disinte-
grating into lighter nuclei, but they do not do so immediately. 
Each type of “parent” nucleus takes a characteristic amount 
of time to decay. The half-life is the name given to the time  
required for half of a sample of parent nuclei to disintegrate. 
Notice that this is really a statement of probability. We can-
not say which nuclei of a given element will decay in any 
given half-life interval; we can say only that half of them are  
expected to do so. If a given sample of material has half-life T, 
then we can write down a simple expression for the amount of 
material remaining after time t:

fraction of material remaining  =  (1/2)t/T.

Thus, if we start with a billion radioactive nuclei embedded 
in a sample of rock, a half-billion nuclei will remain after one 
half-life, a quarter-billion after two half-lives, and so on. The 
first figure illustrates the decline in the number of parent  
nuclei as a function of time.

MOrE PrECISEly 7-2

Every radioactive isotope has its own half-life, and most 
of their half-lives are now well known from studies conducted 
since the 1950s. For example, the half-life of uranium-235 is  
713 million years, and that of uranium-238 is 4.5 billion years. 
Some radioactive elements decay much more rapidly, others 
much more slowly, but these two types of uranium are particu-
larly important to geologists because their half-lives are compa-
rable to the age of the solar system. The second figure illustrates 
the half-lives and decay reactions for four unstable heavy nuclei.

The decay of unstable radioactive nuclei into more stable 
daughter nuclei provides us with a useful tool for measuring 
the ages of any rocks we can get our hands on. The first step is 
to measure the amount of stable nuclei of a given kind (e.g., lead-
206, which results from the decay of uranium-238). This amount 
is then compared with the amount of remaining unstable parent 
nuclei (in this case, uranium-238) from which the daughter nuclei 
descended. Knowing the rate (or half-life) at which the disinte-
gration occurs, the age of the rock then follows directly. If half of 
the parent nuclei of some element have decayed, so that the num-
ber of daughter nuclei equals the number of parents, the age of 
the rock must be equal to the half-life of the radioactive nucleus 
studied. Similarly, if only a quarter of the parent nuclei remain 
(three times as many daughters as parents), the rock’s age is twice 
the half-life of that element, and so on.

In practice, ages can be determined by these means to 
within an accuracy of a few percent. The most ancient rocks on 
Earth are dated at 3.9 billion years old. These rare specimens 
have been found in Greenland and Labrador.
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continued even after Earth’s surface cooled and solidified. 
But radioactive decay works in only one direction, always 
producing lighter elements from heavier ones. Once gone, the 
heavy and rare radioactive elements cannot be replenished.

So the early source of heat diminished with time, 
allowing the planet to cool over the past 4 billion years. In 
this process, Earth has cooled from the outside in, much 
like a hot potato, since regions closest to the surface can 
most easily unload their excess heat into space. In that way, 

the surface developed a solid crust, and the differentiated 
interior attained the layered structure now implied by 
seismic studies.

PrOCeSS Of SCienCe Check

4 Would scientists be able to model Earth’s interior  
if our planet were geologically inactive, with no  
volcanos or earthquakes?
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eXAMPLe Suppose that careful chemical analysis of a sample 
of rock reveals that, for every nucleus of uranium-238 remain-
ing in the sample, there is 0.41 of a lead-206 nucleus. If we 
assume that there was no lead-206 initially present, and hence 
that every lead-206 nucleus is the decay product of a nucleus 
of uranium-238, we can easily calculate the fraction of ura-
nium-238 nuclei remaining. The answer is

 fraction of uranium@238 =
1

1 + 0.41

 = 0.71 ≈  A1
2

= a1
2
b

0.5
.

From this equation, it follows that the elapsed time must be 
0.5 times the half-life of uranium-238, or 2.25 billion years. If 
we were to repeat the analysis with uranium-235 and lead-207, 

we would expect to find consistent results within the measure-
ment errors: 2.25 billion years is 2250/713 = 3.2 uranium-235 
half-lives, so only (1/2)3.2 « 11 percent of any uranium-235 
should remain—daughter lead-207 nuclei should outnumber 
parent uranium-235 nuclei by more than eight to one.

The radioactive-dating technique rests on the assump-
tion that the rock has remained solid while the radioactive 
decays have been going on. If the rock melts, there is no par-
ticular reason to expect the daughter nuclei to remain in the 
same locations their parents had occupied, and the whole 
method fails. Thus, radioactive dating indicates the time that 
has elapsed since the last time the rock in question solidified. 
Hence, the 3.9-billion-year value represents only a portion—a 
lower limit—of the true age of our planet. It does not measure 
the duration of Earth’s molten existence.
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7.4 Surface Activity
Earth is geologically alive today. Its interior seethes and its 
surface constantly changes. Figure 7.10 shows some examples 
of two kinds of surface geological activity: a volcano, where 
molten rock and hot ash upwell through fissures or cracks 
in the surface, and (the aftermath of) an earthquake, which 
occurs when the crust suddenly dislodges under great pressure. 
Catastrophic volcanoes and earthquakes are relatively rare 

events these days, but geological studies imply that surface 
activity must have been more frequent, and probably more 
violent, long ago.

Continental Drift
Many traces of past geological events are scattered across 
our globe. Erosion by wind and water has wiped away 
much of the evidence for ancient activity, but modern 



174 CHAPTER 7 Earth

▲ Figure 7.10 geological Activity (a) An active volcano on Kilauea in Hawaii. Kilauea seems to be a virtually 
continuous eruption. (b) Other, more sudden eruptions, such as that of Mount St. Helens in Washington State on May 18,  
1980, are rare catastrophic events that can release more energy than the detonation of a thousand nuclear bombs.  
(c) The aftermath of an earthquake that claimed more than 5000 lives and caused billions of dollars’ worth of damage in 
Kobe, Japan, in January 1995. (D.Peebles/Alamy; AP Photo/J. Smith; H. Yamaguchi/Sygma)

exploration has documented most of the recent sites. 
Figure 7.11 is a map of the currently active areas of our 
planet. The red dots represent volcanoes and earthquakes. 
Nearly all these sites have experienced surface activity 
within the last century, often resulting in much damage 
and loss of life.

The intriguing aspect of Figure 7.11 is that the active 
sites are not spread evenly across our planet. Instead, they 
trace well-defined lines of activity, where crustal rocks dis-
lodge (as in earthquakes) or mantle material upwells (as in 
volcanoes). In the mid-1960s, scientists realized that these 
lines are really the outlines of gigantic “plates,” or slabs of 
Earth’s surface.* Most startling of all, the plates are slowly 
moving—literally drifting around the surface of our planet. 
These plate motions have created the surface mountains, 
oceanic trenches, and other large-scale features across the 
face of planet Earth and have shaped the continents them-
selves. The process is popularly known as “continental drift” 
or, more technically, as plate tectonics. The major plates of 
the world are marked on Figure 7.11.

Taken together, the plates make up Earth’s lithosphere, 
which contains both the crust and a small part of the upper 
mantle. The lithosphere is the portion of Earth that under-
goes tectonic activity. The semisolid part of the mantle over 

which the lithosphere slides is known as the asthenosphere. 
The relationships between these regions of Earth are shown 
in Figure 7.12.

The idea of continental drift was first suggested in 1912 
by a German meteorologist named Alfred Wegener, who 
pointed out the remarkable geographic fit between the conti-
nents on either side of the Atlantic ocean. Note in Figure 7.11 
how the Brazilian coast (on the easternmost part of South 
America) meshes nicely with the indented Ivory Coast along 
west Africa. In fact, most of the continental landmasses in 
the Southern Hemisphere fit together remarkably well. Fol-
lowing the arrows in the figure backwards, we can see that 
the fits are roughly consistent with the present locations of 
the plates involved. The fit appears not to be as good in the 
Northern Hemisphere, but it improves markedly if we con-
sider the continental shelves (the continental borders, which 
are under water) instead of just the portions that happen to 
stick up above sea level.

Few took Wegener’s ideas seriously at the time, in part 
because there was no known mechanism that could drive the 
plates’ motions. Nearly all scientists thought it preposterous 
that large segments of rocky crust could be drifting across 
the surface of our planet. Those skeptical views persisted 
for more than half a century, when the accumulation of 
data in support of continental drift became overwhelming. 
Similar-looking fossils are found on opposite sides of the 
Atlantic Ocean at just the locations where the continents 
“fit together,” and studies of the seafloor near the center of 
the Atlantic (discussed in more detail below) indicate the 

(a) (b) (c)

*Not all volcanoes are found near plate boundaries. The Hawaiian Islands, 
near the center of the Pacific plate, are associated with a “hot spot” in 
Earth’s upper mantle that melts the crust above it. Over millions of years, 
the motion of the Pacific plate across the hot spot has created a chain of 
volcanic islands.
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▲ figure 7.11 global Plates red dots represent active sites where major volcanoes or earthquakes have  
occurred in the 20th century. Taken together, the sites outline vast “plates,” indicated in dark blue, that drift around  
on the surface of our planet. The white arrows show the general directions and speeds of the plate motions.

formation of new crust as plates separate. Today, backed by 
evidence, Wegener’s “crazy” theory forms the foundation for 
all geological studies of our planet’s outer layers.  (Sec. 1.2)

The plates are not simply slowing to a stop after some 
ancient initial movements. Rather, they are still drifting 
today, although at an extremely slow rate. Typically, the 
speeds of the plates amount to only a few centimeters 
per year—about the same rate as your fingernails grow. 
Still, this is well within the measuring capabilities of 
modern equipment. Curiously, one of the best ways of 
monitoring plate motion on a global scale is by making 
accurate observations of very distant astronomical 
objects. Quasars (see Chapter 25), lying many hundreds 
of millions of light-years from Earth, never show any 
measurable apparent motion on the sky stemming from 
their own motion in space. Thus, any apparent change 
in their position (after correction for Earth’s motion) 
can be interpreted as arising from the motion of the 
telescope—that is, of the continental plate on which it  
is located!

On smaller scales, laser-ranging and other techniques 
now routinely track the relative motion of plates in many 
areas, such as California, where advance warning of earth-
quake activity is at a premium. During the course of Earth’s 
history, each plate has had plenty of time to move large dis-
tances, even at its sluggish pace. For example, a drift rate of 

only 2 cm per year can cause two continents (e.g., Europe 
and North America) to separate by some 4000 km over the 
course of 200 million years. That may be a long time by 
human standards, but it represents only about 5 percent of 
the age of Earth.

A common misconception is that the plates are the con-
tinents themselves. Some plates are indeed made mostly of 
continental landmasses, but other plates are made of a con-
tinent plus a large part of an ocean. For example, the Indian 
plate includes all of India, much of the Indian Ocean, and all 
of Australia and its surrounding south seas (see Figure 7.11). 
Still other plates are mostly ocean. The seafloor itself is a 
slowly drifting plate, and the oceanic water merely fills in 
the depressions between continents. The southeastern por-
tion of the Pacific Ocean, called the Nazca plate, contains 
no landmass at all. For the most part, the continents are just 
passengers riding on much larger plates.

Effects of Plate Motion
As the plates drift around, we might expect collisions to be 
routine. Indeed, plates do collide, but unlike two automo-
biles that collide and then stop, the surface plates are driven 
by enormous forces. They do not stop easily. Instead, they 
just keep crunching into one another, reshaping the land-
scape and causing violent seismic activity.
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Figure 7.13(a) shows a collision currently occurring 
between two continental landmasses: The subcontinent of 
India, on the prow of the northward-moving Indian plate, is 
crashing into the landmass of Asia, located on the Eurasian 
plate (see Figure 7.11). The resulting folds of rocky crust 
create mountains—in this case, the snow-covered Himalayan 
mountain range at the upper right. A peak like Mount 
Everest (Figure 7.13b) represents a portion of Earth’s crust 
that has been lifted over 8800 m by the slow, but inexorable, 
force produced when one plate plows into another.

Not all colliding plates produce mountain ranges. At 
other locations, called subduction zones, one plate slides 
under the other, ultimately to be destroyed as it sinks into 
the mantle. Subduction zones are responsible for most of the 
deep trenches in the world’s oceans.

Nor do all plates experience head-on collisions. As 
noted by the arrows of Figure 7.11, many plates slide or shear 
past one another. A good example is the most famous active 
region in North America: the San Andreas Fault in Cali-
fornia (Figure 7.14). The site of much earthquake activity, 
this fault marks the boundary where the Pacific and North 
American plates are rubbing past each other. The motion of 
these two plates, like that of moving parts in a poorly oiled 
machine, is neither steady nor smooth. The sudden jerks 
that occur when they do move against each other are often 
strong enough to cause major earthquakes.

At still other locations, the plates are moving apart. 
As they recede, new material from the mantle wells up 

between them, forming midocean ridges. Notice in Figure 
7.11 the major boundary separating the North and South 
American plates from the Eurasian and African plates, 
marked by the thin strip down the middle of the Atlantic 
Ocean. Discovered after World War II by oceanographic 
ships studying the geography of the seafloor, this giant fault 
is called the Mid-Atlantic Ridge. It extends, like a seam on 
a giant baseball, all the way from Scandinavia in the North 
Atlantic to the latitude of Cape Horn at the southern tip of 
South America. The entire ridge is a region of seismic and 
volcanic activity, but the only major part of it that rises 
above sea level is the island of Iceland.

Robot submarines have retrieved samples of the 
ocean floor at a variety of locations on either side of the 
Mid-Atlantic Ridge, and the ages of the samples have been 
measured by means of radioactive dating techniques. 
As depicted in Figure 7.15, the ocean floor closest to the 
ridge is relatively young, whereas material farther away, 
on either side, is older—exactly as we would expect if hot 
molten matter is upwelling and solidifying as the plates on 
either side drift apart. The Atlantic Ocean has apparently 
been growing in this way for the past 200 million years, 
the age of the oldest rocks found on any part of the 
Atlantic seafloor.

Other studies of the Mid-Atlantic Ridge yield 
important information about Earth’s magnetic field. As 
hot material (carrying traces of iron) from the mantle 
emerges from cracks in the oceanic ridges and solidifies, 
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▶ figure 7.12 earth’s upper Mantle  
The outer layers of Earth’s interior include 
the rocky lithosphere, which comprises all 
of the crust and part of the upper mantle. 
It is typically between 50 and 100 km thick. 
Below it lies the asthenosphere, a relatively 
soft part of the mantle over which the 
lithosphere slips.
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◀ Figure 7.13 Himalayas (a) The subcontinent of India, imaged 
here by sensing infrared radiation from orbit, lies at the northernmost 
tip of the Indian plate. As this plate drifts northward, the Indian 
landmass collides with Asia, on the Eurasian plate. The impact causes 
Earth’s crust to buckle and fold, thrusting up the Himalayan mountain 
range (covered with snow at the upper right). (b) The results of the 
ongoing process depicted in (a) can be seen in this view of the area 
near Mount Everest. (© Michael Klesius/National Geographic Image 
Collection)

◀ Figure 7.14 Californian Fault The San Andreas Fault is the 
result of two plates sliding past one another. The Pacific plate, which 
includes a large slice of the California coast, is drifting to the northwest 
relative to the North American plate. (D. Parker/Science Source)

it becomes slightly magnetized, retaining an imprint 
of Earth’s magnetic field at the time it cooled. Thus, the 
ocean floor has preserved within it a record of Earth’s 
magnetism during past times, rather like a tape recording. 
Samples of ocean f loor close to the ridge are magnetized 
in the same sense as Earth’s field today. This material is 
“young” basalt that upwelled and cooled fairly recently. 
However, samples retrieved farther from the ridge, 
corresponding to older material that upwelled long ago, 
are often magnetized with the opposite orientation. As 
we move away from the ridge, the imprinted magnetic 
field f lips back and forth, more or less regularly and 
symmetrically on either side of the ridge.

The leading explanation of these different mag-
netic orientations is that they were caused by reversals in 
Earth’s magnetic field that occurred as the plates drifted 
away from the central ridge. Taken in conjunction with 
the data on the age of the seafloor, these measurements 
allow us to time our planet’s magnetic reversals. On  
average, Earth’s magnetic field reverses itself roughly 
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every half-million years. Current theory suggests that such  
reversals are part of the way in which all planetary mag-
netic fields are generated. As we will see in Chapter 16, sim-
ilar phenomenon (with a reversal time of approximately  
11 years) is also observed on the Sun.

What Drives the Plates?
What process is responsible for the enormous forces that 
drag plates apart in some locations and ram them together in 
others? The answer is probably convection—the same physical 
process we encountered earlier in our study of the atmosphere. 
Figure 7.16 is a cross-sectional diagram of the top few hundred 
kilometers of our planet’s interior. It depicts roughly the region 
in and around a midocean ridge. There, the ocean floor is 
covered with a layer of sediment—dirt, sand, and dead sea 
organisms that have fallen through the seawater for millions 
of years. Below the sediment lies about 10 km of granite, the 
low-density rock that makes up the crust. Deeper still lies the 
upper mantle, whose temperature increases with depth. Below 

the base of the lithosphere, at a depth of perhaps 50 km, the 
temperature is sufficiently high that the mantle is soft enough 
to flow very slowly, although it is not molten. This region is the 
asthenosphere.

The setting is a perfect one for convection—warm mat-
ter underlying cool matter. The warm mantle rock rises, 
just as hot air rises in our atmosphere. Sometimes, the rock 
squeezes up through cracks in the granite crust. Every so 
often, such a fissure may open in the midst of a continen-
tal landmass, producing a volcano such as Mount St. Helens 
(see Figure 7.10b) or possibly a geyser like those at Yellow-
stone National Park. However, most such cracks are on the 
ocean floor. The Mid-Atlantic Ridge is a prime example.

Not all the rising warm rock in the upper mantle can 
squeeze through cracks and fissures. Some warm rock cools 
and falls back down to lower levels. In this way, large circu-
lation patterns become established within the upper mantle, 
as depicted in Figure 7.16. Riding atop these convection pat-
terns are the plates. The circulation is extraordinarily slug-
gish. Semisolid rock takes millions of years to complete one 

◀ figure 7.15 Seafloor Spreading  
Samples of ocean floor retrieved by 
oceanographic vessels are youngest 
close to the Mid-Atlantic ridge and 
progressively older farther away.
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interactive figure 7.16 Plate Drift The motion of Earth’s tectonic plates is caused  
by convection—giant circulation patterns in the upper mantle that drag the plates across  
the surface.
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convection cycle. Although the details are far from certain 
and remain controversial, many researchers suspect that the 
large-scale circulation patterns near plate boundaries drive 
the motions of the plates.

This constant recycling of plate material provides a 
natural explanation for the rock cycle—the process by which 
surface rock on our planet is continuously redistributed and 
transformed from one type into another. Deep below the 
surface, in the asthenosphere, temperatures are high enough 
that mantle rock exists in the form of molten magma. When 
this material cools and hardens, it forms igneous rocks. 
(Granite and basalt are familiar examples.) Igneous rocks 
are associated with volcanic activity (in which the magma is 
called lava) and spreading regions such as the Mid-Atlantic 
Ridge, where magma emerges as two plates separate. The 
weathering and erosion of surface rocks produce sandy 
grains that are deposited as sediments and may eventually 
become compacted into sedimentary rocks such as sandstone 
and shale. Subsequently, at high temperatures or pressures, 
igneous or sedimentary rocks may be physically or chemically 
transformed into metamorphic rocks (e.g., marble and slate). 
Such conditions occur as plates collide and form mountain 
ranges or as a plate dives deep into a subduction zone.

Past Continental Drift
Figure 7.17 illustrates how all the continents nearly fit together 
like pieces of a puzzle. Geologists think that sometime in the 
past a single gargantuan landmass dominated our planet. 
This ancestral supercontinent, known as Pangaea (meaning 
“all lands”), is shown in Figure 7.17(a). The rest of the planet 
was presumably covered with water. The present locations 
of the continents, along with measurements of their current 
drift rates, suggest that Pangaea was the major land feature on 
Earth approximately 200 million years ago. Dinosaurs, which 
were then the dominant form of life, could have sauntered 
from Russia to Texas via Boston without getting their feet wet. 
Pangaea explains the geographical and fossil evidence (cited 
earlier) that first led scientists to the idea of continental drift. 
The other frames in Figure 7.17 show how Pangaea split apart, 
its separate pieces drifting across Earth’s surface, eventually 
becoming the familiar continents we know today.

There is nothing particularly special about a time  
200 million years in the past. We don’t suppose that Pangaea 
remained intact for 4 billion years after the crust first formed, 
only to break up so suddenly and so recently. It is much more 
plausible that Pangaea formed after an earlier period during 
which other plates, carrying widely separated continental 
masses, were driven together by tectonic forces, merging their 
landmasses into a single supercontinent. There has probably 
been a long series of “Pangaeas” stretching back in time over 
much of Earth’s history, as tectonic forces have continually 
formed, destroyed, and re-formed our planet’s landmasses. 
There will likely be many more.
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▲ figure 7.17 Pangaea Given their current estimated drift 
rates and directions, the plate movements can be traced back into 
the past. About 200 million years ago, they would have been at the 
approximate positions shown in (a). The continents’ current positions 
are shown in (d).
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COnCePt Check

4 Describe the causes, and some consequences, of plate 
tectonics on Earth.

7.5 Earth’s Magnetosphere
Simply put, the magnetosphere is the region around a planet 
that is influenced by that planet’s magnetic field. Discovered 
by artificial satellites launched in the late 1950s and sketched 
in Figure 7.18, Earth’s magnetosphere extends far above the 
atmosphere, completely surrounding our planet. Close to 
Earth, the magnetic field is similar in overall structure to 
the field of a gigantic bar magnet (Figure 7.19). The magnetic 
field lines, which indicate the strength and direction of the 
field at any point in space, run from south to north, as indi-
cated by the blue arrowheads in these figures.

The north and south magnetic poles, where the magnetic 
field lines intersect Earth’s surface vertically, are roughly 
aligned with Earth’s spin axis. Neither pole is fixed relative to 
our planet, however—both drift at a rate of some 10 km per 
year—nor are the poles symmetrically placed. At present, 
Earth’s magnetic north pole lies in northern Canada, at a 
latitude of about 80° N, almost due north of the center of North 
America; the magnetic south pole lies at a latitude of about 60° S,  
just off the coast of Antarctica south of Adelaide, Australia.

Earth’s magnetosphere contains two doughnut-shaped 
zones of high-energy charged particles, one located about 
3000 km, and the other 20,000 km, above Earth’s sur-
face. These zones are named the Van Allen belts, after 
the American physicist whose instruments on board one 
of the first artificial satellites initially detected them. We 
call them “belts” because they are most pronounced near 

Earth’s equator and because they completely surround 
the planet. Figure 7.19 shows how these invisible regions  
envelop Earth, except near the North and South Poles.

The particles that make up the Van Allen belts origi-
nate in the solar wind—the steady stream of charged parti-
cles flowing from the Sun.  (Sec. 6.5) Traveling through 
space, neutral particles and electromagnetic radiation are 
unaffected by Earth’s magnetism, but electrically charged 
particles are strongly influenced. As illustrated in the inset 
to Figure 7.19, a magnetic field exerts a force on a moving 
charged particle, causing the particle to spiral around the 
magnetic field lines. In this way, charged particles—mainly 
electrons and protons—from the solar wind can become 
trapped by Earth’s magnetism, and herded into the Van 
Allen belts. The outer belt contains mostly electrons; the 
much heavier protons accumulate in the inner belt.

We could never survive unprotected in the Van Allen 
belts. Unlike the lower atmosphere, on which humans and 
other life-forms rely for warmth and protection, much of the 
magnetosphere is subject to intense bombardment by large 
numbers of high-velocity, and potentially very harmful, 
charged particles. Colliding violently with an unprotected 
human body, these particles would deposit large amounts of 
energy wherever they made contact, causing severe damage 
to living organisms. Without sufficient shielding on the 
Apollo spacecraft, for example, the astronauts might not have 
survived the passage through the magnetosphere on their 
journey to the Moon.

Particles from the Van Allen belts often escape from the 
magnetosphere near Earth’s north and south magnetic poles, 
where the field lines intersect the atmosphere. Their collisions 
with air molecules create a spectacular light show called an 
aurora (plural aurorae; Figure 7.20). This colorful display 

◀ figure 7.18 earth’s 
Magnetosphere The 
magnetosphere is the region 
surrounding a planet wherein 
particles from the solar wind 
are trapped by the planet’s 
magnetic field. Far from 
Earth, the magnetosphere 
is greatly distorted by the 
solar wind, with a long 
“tail” extending from the 
nighttime side of Earth (here, 
at right) far into space. The 
magnetopause is the boundary 
of the magnetosphere in the 
sunward direction.
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directions in which a
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results when atmospheric molecules, excited upon collision 
with the charged particles, fall back to their ground states 
and emit visible light. Many different colors are produced 
because each type of atom or molecule can take one of several 
possible paths as it returns to its ground state.  (Sec. 4.3) 
Aurorae are most brilliant at high latitudes, especially inside 
the Arctic and Antarctic circles. In the north, the spectacle is 
called the aurora borealis, or northern lights. In the south, it 
is called the aurora australis, or southern lights.

Occasionally, particularly after a storm on the Sun (see 
Chapter 16), the Van Allen belts can become distorted by 
the solar wind and overloaded with many more particles 
than normal, allowing some particles to escape prematurely 
and at lower latitudes. For example, in North America, the  
aurora borealis is normally seen with any regularity only in 

northern Canada and Alaska. However, at times of greatest 
solar activity, the display has occasionally been seen as far 
south as the southern United States.

As is evident from Figure 7.18, Earth’s magnetosphere 
is not symmetrical. Satellite mapping reveals that it is quite 
distorted, forming a teardrop-shaped cavity. On the sunlit 
(daytime) side of Earth, the magnetosphere is compressed 
by the flow of high-energy particles in the solar wind. The 
boundary between the magnetosphere and this flow, known 
as the magnetopause, is found at about 10 Earth radii from 
our planet. On the side opposite the Sun, the field lines are 
extended away from Earth, with a long tail often reaching 
beyond the orbit of the Moon.

What is the origin of the magnetosphere and the  
Van Allen belts within it? Despite the artistic license in 
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▲ figure 7.19 Van Allen Belts Earth’s magnetic field resembles the field of an enormous bar magnet buried deep 
inside our planet (but offset slightly from Earth’s axis of rotation). High above Earth’s atmosphere, the magnetosphere 
(light blue-green area) contains two doughnut-shaped regions (grayish areas) of magnetically trapped charged particles. 
These are the Van Allen belts. The convergence of the field lines near Earth’s magnetic poles causes the particles to be 
reflected back toward the other pole.
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Figure 7.19, Earth’s magnetism is not really the result 
of a huge bar magnet lying within our planet. In fact, 
geophysicists think that Earth’s magnetic field is not a 
“permanent” part of our planet at all. Instead, it is thought 
to be continuously generated within the outer core and to 
exist only because Earth is rotating. As in the dynamos that 
run industrial machines, Earth’s magnetism is produced 
by the spinning, electrically conducting, liquid metal core 
deep within our planet. The theory that explains planetary 
(and other) magnetic fields in terms of rotating, conducting 
material f lowing in the planet’s interior is known as 
dynamo theory. Both rapid rotation and a conducting 
liquid core are needed for such a mechanism to work. This 
connection between internal structure and magnetism is 
very important for studies of the other planets in the solar 
system: We can tell a lot about a planet’s interior simply by 
measuring its magnetic field.

Earth’s magnetic field plays an important role in con-
trolling many of the potentially destructive charged particles 
that venture near our planet. Without the magnetosphere, 
Earth’s atmosphere—and perhaps the surface, too—would 
be bombarded by harmful particles, possibly damaging 
many forms of life on our planet. Some researchers have even 
suggested that, had the magnetosphere not existed, life might 
never have arisen on our planet.

PrOCeSS Of SCienCe Check

4 What does the existence of a planetary magnetic field 
tell us about a planet’s interior?

7.6 The Tides
Earth is unique among the planets in that it has large quan-
tities of liquid water on its surface. Approximately three-
quarters of Earth’s surface is covered by water, to an average 
depth of about 3.6 km. Only 2 percent of the water is con-
tained within lakes, rivers, clouds, and glaciers. The remain-
ing 98 percent is in the oceans, forming the hydrosphere.

Most people are familiar with the daily fluctuation in 
ocean level known as the tides. At most coastal locations on 
Earth, there are two low tides and two high tides each day. 
The “height” of the tides—the magnitude of the variation in 
sea level—can range from a few centimeters to many meters, 
depending on the location on Earth and the time of year. The 
height of a typical tide on the open ocean is about a meter, but 
if this tide is funneled into a narrow opening such as the mouth 
of a river, it can become much higher. For example, at the Bay 
of Fundy, on the U.S.–Canada border between Maine and New 
Brunswick, the high tide can reach nearly 20 m (approximately 
60 feet, or the height of a six-story building) above the low-tide 
level. An enormous amount of energy is contained in the daily 
motion of the oceans. This energy is constantly eroding and 
reshaping our planet’s coastlines. In some locations, it has been 
harnessed as a source of electrical power for human activities.

Gravitational Deformation
What causes the tides? A clue comes from the observation that 
they exhibit daily, monthly, and yearly cycles. In fact, the tides 
are a direct result of the gravitational influence of the Moon 

▲ figure 7.20 Aurorae (a) A colorful aurora flashes rapidly across the sky, resembling huge windblown curtains 
glowing in the dark. Aurorae result from the emission of light radiation after magnetospheric particles collide with 
atmospheric molecules. The colors are produced as excited ions, atoms, and molecules recombine and cascade  
back to their ground states. (b) An aurora high above Earth, as photographed from a space shuttle (visible at left). 
(NCAR; NASA)
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and the Sun on Earth. We have already seen how gravity keeps 
Earth and the Moon in orbit about each other, and both in 
orbit around the Sun.  (Sec. 2.7) For simplicity, let’s first 
consider just the interaction between Earth and the Moon.

Recall that the strength of the gravitational force 
depends on the distance separating any two objects. Thus, 
the Moon’s gravitational attraction is greater on the side of 
Earth that faces the Moon than on the opposite side, some 
12,800 km (Earth’s diameter) farther away. This difference 
in the gravitational force is small—only about 3 percent—but 
it produces a noticeable effect—a tidal bulge. As illustrated 
in Figure 7.21, Earth becomes slightly elongated, with the 
long axis of the distortion pointing toward the Moon.

Earth’s oceans undergo the greatest deformation,  
because liquid can most easily move around on our planet’s 
surface. (A bulge is actually raised in the solid material of 
Earth, but it is about a hundred times smaller than the oce-
anic bulge.) Thus, the ocean becomes a little deeper in some 
places (along the line joining Earth to the Moon) and shal-
lower in others (perpendicular to this line). The daily tides we 
experience result as Earth rotates beneath this deformation.

The variation in the Moon’s gravity across Earth is an 
example of a differential force, or tidal force. The average 
gravitational force between two bodies determines their orbit 
around one another. However, the tidal force, superimposed on 
that average, tends to deform the bodies. The tidal influence of 
one body on another diminishes very rapidly with increasing 
distance—in fact, as the inverse cube of the separation. For 
example, if the distance from Earth to the Moon were to 
double, the tides resulting from the Moon’s gravity would 
decrease by a factor of eight. This rapid decline with increasing 
distance means that one object has to be very close or very 
massive in order to have a significant tidal effect on another.

We will see many situations in this book where tidal 
forces are critically important in understanding astronomi-
cal phenomena. We still use the word tidal in these other 
contexts, even though we are not discussing oceanic tides 
and, possibly, not even planets at all. In general astronomi-
cal use, the term refers to the deforming effect that the grav-
ity of one body has on another.

Notice in Figure 7.21 that the side of Earth opposite the 
Moon also exhibits a tidal bulge. The different gravitational 
pulls—greatest on that part of Earth closest to the Moon, 
weaker at Earth’s center, and weakest of all on Earth’s oppo-
site side—cause average tides on opposite sides of our planet 
to be approximately equal in height. On the side nearer the 
Moon, the ocean water is pulled slightly toward the Moon. 
On the opposite side, the ocean water is left behind as Earth 
is pulled closer to the Moon. Thus, high tide occurs twice, 
not once, each day at any given location.

Both the Moon and the Sun exert tidal forces on our 
planet. Thus, instead of one tidal bulge, there are actually 
two—one pointing toward the Moon, the other toward the 
Sun. Even though the Sun is 375 times farther away from 

Earth than is the Moon, the Sun’s mass is so much greater 
(by a factor of 27 million) that its tidal influence is still 
significant—about half that of the Moon. The interaction 
between them accounts for the changes in the height of the 
tides over the course of a month or a year. When Earth, the  
Moon, and the Sun are roughly lined up (Figure 7.22a),  
the gravitational effects reinforce one another, so the highest 
tides are generally found at times of new and full moons. 
These tides are known as spring tides. When the Earth–
Moon line is perpendicular to the Earth–Sun line (at the 
first and third quarters; Figure 7.22b), the daily tides are 
smallest. These are termed neap tides.

Earth’s Slowing Rotation
Earth rotates once on its axis (relative to the stars) in 23h 56m—
one sidereal day. However, we know from fossil measurements 
that Earth’s rotation is gradually slowing down, causing the 
length of the day to increase by about 1.5 milliseconds (ms) 
every century—not much on the scale of a human lifetime, but 
over millions of years, this steady slowing of Earth’s spin adds 
up. At this rate, half a billion years ago, the day was just over  
22 hours long and the year contained 397 days.

Arrow lengths indicate relative strengths of Moon’s
gravitational pull on parts of Earth.

Ocean

OceanLow tide

High tide

Moon

Moon

(a)

(b)

Earth

Earth

On Earth’s 
opposite side, 
the Moon’s pull at 
the surface is weaker 
than at the center.

Here the Moon’s 
pull is stronger at 

the surface than at the 
center.

▲ figure 7.21 Lunar tides This illustration, which is not to scale, 
shows how the Moon induces tides on both the near and far sides of 
Earth. (a) The lunar gravitational force is greatest on the side nearest 
the Moon and smallest on the opposite side. (b) The differences 
between the lunar forces experienced at the locations shown in  
part (a) and the force exerted by the Moon on Earth’s center indeed 
make a difference. Closest to the Moon, the oceans tend to be pulled 
away from Earth; on the far side, Earth tends to be pulled away from 
the oceans. The result is tidal bulges that we on Earth experience 
each and every day.
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A number of natural biological clocks lead us to the 
conclusion that Earth’s spin rate is decreasing. For example, 
each day a growth mark is deposited on a certain type of 
coral in the reefs off the Bahamas. These growth marks are 
similar to the annual rings found in tree trunks, except that 
in the case of coral, the marks are made daily, in response 
to the day–night cycle of solar illumination. However, they 
also show yearly variations as the coral’s growth responds 
to Earth’s seasonal changes, allowing us to perceive annual 
cycles. Coral growing today shows 365 marks per year, but 
ancient coral shows many more growth deposits per year. 
Fossilized reefs that are five hundred million years old con-
tain coral with nearly 400 deposits per year of growth.

Why is Earth’s spin slowing? The main reason is the tidal 
effect of the Moon. In reality, the tidal bulge raised in Earth 
by the Moon does not point directly at the Moon, as was 

shown in Figure 7.21. Instead, be-
cause of the effects of friction, both  
between the crust and the oceans 
and within Earth itself, Earth’s 
rotation tends to drag the tidal 
bulge around with it, causing the 
bulge to be displaced by a small 
angle from the Earth–Moon line, 
in the same direction as Earth’s 
spin (Figure 7.23). The net effect 
of the Moon’s gravitational pull 
on this slightly offset bulge is to 
reduce our planet’s rotation rate. 
At the same time, the Moon is spi-
raling slowly away from Earth,  
increasing its average distance from 
our planet by about 4 cm per year.

This process will continue until Earth rotates on its 
axis at exactly the same rate as the Moon orbits Earth. 
At that time, the Moon will always be above the same 
point on Earth and will no longer lag behind the bulge 
it raises. Earth’s rotation period will be 47 of our present 
days, and the distance to the Moon will be 550,000 km 
(about 43 percent greater than at present). However, this 
will take a very long time—many billions of years—to 
occur.

COnCePt Check

4 In what ways do tidal forces differ from the familiar 
inverse-square force of gravity?

Sun

Sun

(a) Spring tides

(b) Neap tides

Moon (�rst quarter)

Moon (third quarter)

Moon (full)Moon (new)

High tide

Low tide

Low tide

High tide

Earth

Earth

The net bulge always 
points toward the 
Moon since lunar tides 
always exceed those 
of the more distant 
Sun.

Ocean

Moon

Direction of motion

Earth’s
rotation

Tidal

bulge offset

▶ figure 7.23 tidal Bulge The tidal bulge raised in Earth by 
the Moon does not point directly at the Moon. Instead, because 
of the effects of friction, the bulge points slightly ahead of the 
Moon, in the direction of Earth’s rotation. (The magnitude of 
the effect is greatly exaggerated in this diagram, which is not to 
scale.) Because the Moon’s gravitational pull on the near-side part 
of the bulge is greater than the pull on the far side, the overall 
effect is to decrease Earth’s rotation rate.

interactive figure 7.22 Solar 
and Lunar tides The combined 
effects of the Sun and the Moon 
produce variations in high and 
low tides. (a) When the Moon is 

either full or new, Earth, Moon, and Sun 
are approximately aligned, and the tidal 
bulges raised in Earth’s oceans by the 
Moon and the Sun reinforce one another. 
(b) When the Moon is in its first or third 
quarter, the tidal effects of the Moon 
and the Sun partially cancel each other, 
and the tides are smallest.
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The Big Question Not long after Earth formed, debris bombardment from outside and  
radioactive heating from inside caused the whole planet to melt. Any water present early on would have 
evaporated and escaped. So, where did all the water now on Earth come from? Nearly three-quarters of 
Earth’s surface is abundant in water, and to great ocean depths. In fact, Earth has so much water—just 
look at the chapter opening photo on page 160—that it might have been more properly called Aqua. One 
possibility is that comets, which are hardly more than dirty ice balls, delivered the water. Another is that 
water upwelled from inside our planet during early volcanism. No one knows for sure.

1  The six main regions of Earth  
are (from inside to outside) a central metal-
lic core (p. 162), which is surrounded by 
a thick rocky mantle (p. 162), topped 
with a thin crust (p. 162). The liquid 
oceans on our planet’s surface make up the  
hydrosphere (p. 162). Above the surface 
is the atmosphere (p. 174), which is composed primarily of 
nitrogen and oxygen and thins rapidly with altitude. Surface 
winds and weather in the troposphere (p. 163), the low-
est region of Earth’s atmosphere, are caused by convection  
(p. 163), the process by which heat is moved from one place 
to another by the upwelling or downflow of a f luid, such as air 
or water. Higher above the atmosphere lies the magnetosphere 
(p. 162), where charged particles from the Sun are trapped by 
Earth’s magnetic field.

2  At high altitudes, in the ionosphere (p. 163), the atmosphere 
is kept ionized by the absorption of high-energy radiation and 
particles from the Sun. In the stratosphere  
(p. 163), just above the troposphere, 
lies the ozone layer (p. 164), where 
incoming solar ultraviolet radiation is 
absorbed. Both the ionosphere and the 
ozone layer help protect us from dan-
gerous radiation from space. The green-
house effect (p. 166) is the absorption 
and trapping of infrared radiation emitted 
by Earth’s surface by atmospheric gases (primarily carbon dioxide 
and water vapor). It makes our planet’s surface some 40 K warmer 
than would otherwise be the case. Earth’s atmosphere was out-
gassed from our planet’s interior by volcanoes and was then altered 
by solar radiation and, finally, by the emergence of life.
3  We study Earth’s interior by observing how seismic waves 

(p. 168), produced by earthquakes just below Earth’s sur-
face, travel through the mantle. We can also study the upper 
mantle by analyzing the material brought to the surface when 
a volcano erupts. Earth’s center is dense and extremely hot. 
The planet’s iron core consists of a solid inner core (p. 169) 
surrounded by a liquid outer core (p. 169). The process by 

which heavy material sinks to the center 
of a planet and lighter material rises 
to the surface is called differentiation  
(p. 170). Earth’s differentiation implies 
that our planet must have been at least par-
tially molten in the past. One way in which 
this could have occurred is by the heat  
released during Earth’s formation and sub-
sequent bombardment by material from  
interplanetary space. Another possibil-
ity is the energy released by the decay of  
radioactive (p. 171) elements present in 
the material from which Earth formed.
4  Earth’s surface is made up of about a dozen enormous 

slabs, or plates. The slow movement of these plates across 
the surface is called continental drift or plate tectonics (p. 
174). Earthquakes, volcanism, and mountain building are 
associated with plate boundaries, where plates may collide, 
move apart, or rub against one another. The motion of the 
plates is thought to be driven by convection in Earth’s man-
tle. The rocky upper layer of Earth that 
makes up the plates is the lithosphere  
(p. 174). The semisolid region in the 
upper mantle over which the plates 
slide is called the asthenosphere  
(p. 174). The constant recycling and 
transformation of crust material as 
plates separate, collide, and sink into 
the mantle is called the rock cycle (p. 179). Evidence for past 
plate motion can be found in the geographical fit of continents, 
in the fossil record, and in the ages and magnetism of surface 
rocks.
5  Earth’s magnetic field extends 

far beyond the surface of our 
planet. Charged particles from the 
solar wind are trapped by Earth’s 
magnetic field lines to form the 
Van Allen belts (p. 180) that sur-
round our planet. When particles 
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from the Van Allen belts hit Earth’s atmosphere, they heat and ion-
ize the atoms there, causing them to glow in an aurora (p. 180). 
According to dynamo theory (p. 182), planetary magnetic fields 
are produced by the motion of rapidly rotating, electrically con-
ducting fluid (such as molten iron) in the planet’s core.
6  The daily tides (p. 182) in Earth’s oceans are caused 

by the gravitational effect of the Moon and the Sun, which 

raise tidal bulges (p. 183) in the 
hydrosphere. The tidal effect of the 
Moon is almost twice that of the Sun. 
The size of the tides depends on the 
orientations of the Sun and the Moon relative to Earth. The 
tidal interaction between Earth and the Moon is causing 
Earth’s spin to slow.

Ocean

Moon

Direction of motion

Earth’s
rotation

Tidal

bulge offset

Review and Discussion

 9. What conditions are needed to create a dynamo in Earth’s 
interior? What effect does this dynamo have?

 10. LO5 Give a brief description of Earth’s magnetosphere, 
and tell how it was discovered. How does the magnetosphere 
protect us from the harsh realities of interplanetary space?

 11. POS How do we know that Earth’s magnetic field has  
undergone reversals in the past? How do you think Earth’s 
magnetic field reversals might have affected the evolution of 
life on our planet?

 12. LO6 Explain how the Moon produces tides in Earth’s oceans.
 13. If the Moon had oceans like Earth’s, what would the tidal 

effect be like there? How many high and low tides would 
there be during a “day”? How would the variations in height 
compare with those on Earth?

 14. POS If Earth had no moon, do you think we would know 
anything about tidal forces?

 15. Is the greenhouse effect operating in Earth’s atmosphere 
helpful or harmful? Give examples. What are the conse-
quences of an enhanced greenhouse effect?

 1. LO1 By comparison with Earth’s average density, what do 
the densities of the water and rocks in Earth’s crust tell us 
about Earth’s interior?

 2. POS How do geologists use earthquakes to obtain infor-
mation about Earth’s interior?

 3. LO2 What is the greenhouse effect, and what effect does it 
have on Earth’s surface temperature?

 4. LO3 POS Give two reasons geologists think that part of 
Earth’s core is liquid.

 5. What clue to our planet’s history does Earth’s differentia-
tion provide?

 6. What is convection? What effect does it have on (a) Earth’s 
atmosphere? (b) Earth’s interior?

 7. How did radioactive decay heat Earth early in its history? 
When did this heating end?

 8. LO4 What process is responsible for surface mountains, 
oceanic trenches, and other large-scale features on Earth’s 
surface?

For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning Outcomes.

Conceptual Self-Test: Multiple Choice
 1. If you were making a scale model of Earth representing 

our planet by a 12-inch basketball, the inner core would 
be about the size of (a) a 1

2-inch ball bearing; (b) a 2-inch 
golf ball; (c) a 4-inch tangerine; (d) a 7-inch grapefruit.

 2. Earth’s average density is about the same as that of  
(a) a glass of water; (b) a heavy iron meteorite; (c) an ice cube;  
(d) a chunk of black volcanic rock.

 3. VIS According to Figure 7.2 (“Earth’s Atmosphere”), com-
mercial jet airplanes flying at 10 km are in (a) the troposphere; 
(b) the stratosphere; (c) the ozone; (d) the mesosphere.

 4. If there were significantly more greenhouse gases, such as 
CO2, in Earth’s atmosphere, then (a) the ozone hole would 
close; (b) the ozone hole would get larger; (c) Earth’s average  

temperature would change; (d) plants would grow faster 
than animals could eat them. 

 5. If seismometers registered P- and S-waves everywhere on 
the Moon, they would suggest that the Moon had (a) the 
same layered structure as Earth; (b) no molten core; (c) no 
moonquakes; (d) the same density throughout.

 6. The deepest that geologists have drilled into Earth is about 
the same as (a) the height of the Statue of Liberty; (b) the  
altitude most commercial jet airplanes fly; (c) the dis-
tance between New York and Los Angeles; (d) the distance  
between the United States and China.

 7. Due to plate tectonics, the width of the Atlantic Ocean 
is separating at a rate about the same as the growth of  
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Activities
Collaborative

 1. Go online and read about global warming. How much car-
bon dioxide is produced each year by human activities? How 
does this compare with the total amount of carbon dioxide 
in Earth’s atmosphere? Do all—or most—scientists agree 
that global warming is an inevitable consequence of carbon 
dioxide production? What political initiatives are currently 
under way to address the problem? As a group, which, if any, 
do you think are likely to succeed?

 2. Using a ruler and self-stick or taped-on labels, create 
a scale model of Earth on the shortest member of your 
group. Use the group member’s height in inches divided by 
Earth’s diameter (12,800 km) as the scale factor along with 

Figure 7.1. For example, if the selected group member is 
65 inches tall then the 50 km maximum depth of Earth’s 
crust is (65 inches/12,800 km) * (50 km) = 0.25 inches 
from the top of the head and 0.25 inches from the bottom 
of the feet.

Individual
 1. Go to a sporting goods store and get a tide table; many stores 

near the ocean provide them free. Choose a month, and plot 
the height of one high and one low tide versus the day of the 
month. Now mark the dates when the primary phases of the 
Moon occur. How well does the phase of the Moon predict 
the tides?

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • Approximating Earth’s atmosphere as a layer of gas  
7.5 km thick, with uniform density 1.3 kg/m3, calculate the total 
mass of the atmosphere. Compare your result with Earth’s mass.

 2. •• Most of Earth’s ice is found in Antarctica, where perma-
nent ice caps cover approximately 0.5 percent of Earth’s total 
surface area and are 3 km thick, on average. Earth’s oceans 
cover roughly 71 percent of our planet, to an average depth 
of 3.6 km. Assuming that water and ice have roughly the 
same density, estimate by how much sea level would rise if 
global warming were to cause the Antarctic ice caps to melt.

 3. • On the basis of the data presented in the text, estimate the 
fractions of Earth’s volume represented by (a) the inner core, 
(b) the outer core, (c) the mantle, and (d) the crust.

 4. • Following an earthquake, how long would it take a P-wave,  
moving in a straight line with a speed of 5 km/s, to reach 
Earth’s opposite side?

 5. • At 3 cm/yr, how long would it take a typical plate to  
traverse the present width of the Atlantic Ocean, about  
6000 km?

 6. •• A certain sample of rock is found to contain three 
times as many lead-207 nuclei as uranium-235 nuclei. 
On the basis of the data given in More Precisely 7-2,  
what ratio of uranium-238 to lead-206 nuclei would  
you expect?

 7. • In a second sample of rock, it is found that 25 percent 
of uranium-238 nuclei have decayed into lead-206. On the 
basis of the data given in More Precisely 7-2, estimate the age 
of the rock sample.

 8. •• You are standing on Earth’s surface, and the full Moon is 
directly overhead. By what fraction is your weight decreased 
due to the combination of the Sun’s and the Moon’s tidal 
gravitational forces?

(a) grass; (b) human hair; (c) human fingernails; (d) dust 
in a typical home.

 8. At Earth’s geographic North Pole, a magnetic compass  
needle would point (approximately) (a) toward Alaska;  
(b) toward Kansas City; (c) toward Paris; (d) straight down.

 9. If Earth had no Moon, then tides would (a) not occur;  
(b) occur more often and with more intensity; (c) still 

occur, but not really be measurable; (d) occur with the same 
frequency, but would not be as strong.

 10. Which of the following statements is true? Because of 
the tides, (a) Earth’s rotation rate is increasing; (b) the 
Moon is spiraling away from Earth; (c) Earth will eventu-
ally drift away from the Sun; (d) earthquake activity is 
increasing.





189

Left: America’s manned exploration of the Moon was arguably the greatest engineering 

feat of the 20th century, perhaps one of the greatest of all time. Nine crewed missions 

were launched to the Moon, a dozen astronauts were landed, and all returned safely to 

Earth. Here, an Apollo 16 astronaut is prospecting near the rim of Plum Crater for rock 

samples that might help reveal the origin of the Moon. The “rover” that carried him several 

kilometers from his landing craft can be seen in the left background. Given the lack of wind 

and water on the Moon, the bootprints in the foreground are destined to survive for more 

than a million years. (NASA)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

The Moon and Mercury
SCorCHEd ANd BATTErEd WorldS

8
The Moon is Earth’s only natural satellite. Mercury, the smallest 
terrestrial world, is the planet closest to the Sun. These two small 
bodies have much in common—indeed, at first glance, you might even 
mistake one for the other. Both have heavily cratered, ancient surfaces, 
littered with boulders and pulverized dust. Both lack atmospheres to 
moderate day-to-night variations in solar heating and experience wild 
temperature swings as a result. Both are geologically dead.

Yet despite their superficial similarity, the Moon and Mercury 
differ significantly from each other in many important ways. And 
it is precisely those differences that make these desolate worlds so 
interesting to planetary scientists. Why is the Moon so unlike our own 
planet, despite its nearness to us, and why did Mercury turn out so 
different from both Earth and the Moon? In this chapter, we explore 
the properties of these two worlds as we begin our comparative study 
of the planets and moons that make up our solar system.

Learning Outcomes

Studying this chapter will enable you to

1  Specify the general characteristics 
of the Moon and Mercury, and 
compare them with those of Earth.

2  describe the surface features of 
the Moon and Mercury, and recount 
how those two bodies were formed 
by events early in their history.

3  Explain how the Moon’s rotation 
is influenced by its orbit around 
Earth and Mercury’s by its orbit 
around the Sun.

4  Explain how observations of cra-
tering can be used to estimate the 
age of a body’s surface.

5  describe the evidence for ancient 
volcanism on the Moon and Mercury.

6  Compare the Moon’s interior struc-
ture with that of Mercury.

7  Summarize the leading theory of 
the formation of the Moon.

8  outline how astronomers have 
pieced together the story of the 
Moon’s evolution, and compare its 
evolutionary history with that of 
Mercury.

The Big Picture The Moon, Mercury, and Earth are all 
quite different places. Smaller, colder, hotter, drier, among other 
detrimental qualities, crater-scarred Moon and Mercury resemble 
nothing like the warm, lush, comfortable planet on which we live. 
Although there’s no life on these alien worlds, it doesn’t necessarily 
mean there never will be, especially on our neighboring Moon. 
Despite its magnificent desolation, the Moon might one day harbor 
a colony of human settlers, or be a way station (or rest area) in 
humankind’s future voyages to more hospitable planets and moons.
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8.1 Orbital Properties
We begin our study of the Moon and Mercury by exam-
ining their orbits. This knowledge will, in turn, aid us in 
determining and explaining the other properties of these 
worlds.

The Moon
Parallax methods, described in Chapter 1, can provide 
us with quite accurate measurements of the distance  
to the Moon, using Earth’s diameter as a baseline.  

 (Sec. 1.6) Radar ranging yields more accurate dis-
tances. The Moon is much closer than any of the plan-
ets, and the radar echo bounced off the Moon’s surface is 
strong. A radio telescope receives the echo after a round 
trip of 2.56 seconds. Dividing this time by 2 and mul-
tiplying it by the speed of light (300,000 km/s) gives us 
a distance of 384,000 km. (The actual distance at any 
particular time depends on the Moon’s location in its 
slightly elliptical orbit around Earth.)

Current laser-ranging technology, using reflectors 
placed on the lunar surface by Apollo astronauts to reflect 
laser beams fired from Earth, allows astronomers to 
measure the round-trip time with submicrosecond accu-
racy. Repeated measurements have allowed astronomers to 
determine the Moon’s orbit to within a few centimeters. This  
precision is necessary for programming unmanned space-
craft to land successfully on the lunar surface.

Mercury
Viewed from Earth, Mercury never strays far from the 
Sun. As illustrated in Figure 8.1(a), the planet’s 0.4-AU 
orbital semimajor axis means that its angular distance 
from the Sun never exceeds 28°. Consequently, the planet 
is visible to the naked eye only when the Sun’s light is blot-
ted out—just before dawn or just after sunset (or, much 
less frequently, during a total solar eclipse)—and it is not 
possible to follow Mercury through a full cycle of phases. 
In fact, although Mercury was well known to ancient 
astronomers, they originally believed that this compan-
ion to the Sun was two different objects, and the connec-
tion between the planet’s morning and evening appear-
ances took some time to establish. However, later Greek 
astronomers were certainly aware that the “two planets” 
were really different alignments of a single body. Figure 
8.1(b), a photograph taken just after sunset, shows Mer-
cury above the western horizon, along with three other 
planets and the Moon.

Because Earth rotates at a rate of 15° per hour, Mercury 
is visible for at most 2 hours on any given night, even under 
the most favorable circumstances. For most observers at most 
times of the year, Mercury is generally visible for a much 

shorter period. Nowadays, large telescopes can filter out the 
Sun’s glare and observe Mercury even during the daytime, 
when the planet is higher in the sky and atmospheric effects 
are reduced. (The amount of air that the light from the planet 
has to traverse before reaching our telescope decreases as 

▲ Figure 8.1 evening Sky (a) Mercury’s orbit has a semimajor 
axis of just 0.4 AU, so the planet can never be farther than 28° from 
the Sun, as seen from Earth. Mercury’s eccentric orbit means that this 
maximum separation is achieved only for the special configuration 
shown here, in which the Earth–Sun line is perpendicular to the long 
axis of Mercury’s orbit and Mercury is near aphelion (its greatest 
distance from the Sun). (b) Four planets, together with the Moon, 
are visible in this photograph taken shortly after sunset. (J. Sanford/
Science Source)
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the height of the planet above the horizon increases.) In fact, 
some of the best views of Mercury have been obtained in this 
way. The naked-eye or amateur astronomer is generally lim-
ited to nighttime observations, however.

In all cases, it becomes progressively more difficult to 
view Mercury the closer (in the sky) its orbit takes it to the 
Sun. The best images of the planet therefore show a “half 
Mercury,” close to its maximum angular separation from 
the Sun, or maximum elongation, as illustrated in Figure 8.2. 
(A planet’s elongation is just its angular distance from the 
Sun, as seen from Earth.)

8.2 Physical Properties
From Earth, the Moon’s angular diameter is about 0.5°. 
Knowing that and the distance to the Moon, we can easily 
calculate our satellite’s true size, as discussed in Chapter 1.  

 (More Precisely 1-2) The Moon’s radius is about 1700 
km, roughly one-fourth that of Earth. More precise mea-
surements yield a lunar radius of 1738 km. We can deter-
mine Mercury’s radius by similar reasoning. At its closest 
approach to Earth, at a distance of about 0.52 AU, Mercu-
ry’s angular diameter is measured to be 13– (arc seconds), 
implying a radius of about 2450 km, or 0.38 of Earth’s 
radius. More accurate measurements by unmanned space 
probes yield a result of 2440 km.

Even before the Space Age, the masses of both the Moon 
and Mercury were already quite well known from studies of 
their effects on Earth’s orbit.  (Sec. 6.2) The mass of the 
Moon is 7.3 * 1022 kg, approximately one-eightieth (0.012) 
the mass of Earth. The mass of Mercury is 3.3 * 1023 kg—
about 0.055 Earth mass.

The Moon’s average density of 3300 kg/m3 con-
trasts with the average Earth value of about 5500 kg/m3, 

suggesting that the Moon contains fewer heavy elements 
(such as iron) than Earth does. In contrast, despite its 
many other similarities to the Moon, Mercury’s mean 
density is 5400 kg/m3, only slightly less than that of 
Earth. Assuming that surface rocks on Mercury are of 
similar density to surface rocks on Earth and the Moon, 
we are led to the conclusion that the interior of Mercury 
must contain a lot of high-density material, most prob-
ably iron. In fact, since Mercury is considerably less mas-
sive than Earth, its interior is squeezed less by the weight 
of overlying material, so Mercury’s iron core must actu-
ally contain a much larger fraction of the planet’s mass 
than does our own planet’s core.  (Sec. 6.2)

Because the Moon and Mercury are so much less mas-
sive than Earth, their gravitational fields are also weaker. 
The force of gravity on the lunar surface is only about 
one-sixth that on Earth; Mercury’s surface gravity is a lit-
tle stronger—about 0.4 times Earth’s. Thus, an astronaut 
weighing 180 lb on Earth would weigh a mere 30 lb on the 
Moon and 72 lb on Mercury. Those bulky space suits used 
by the Apollo astronauts on the Moon were not nearly as 
heavy as they appeared!

Astronomers have never observed any appreciable 
atmosphere on the Moon or Mercury, either spectroscopi-
cally from Earth or during close approaches by spacecraft. 
This is a direct consequence of these bodies’ weak gravi-
tational fields, as discussed in More Precisely 8-1 (p. 196). 
Simply put, a massive object has a better chance of retaining 
an atmosphere because the more massive an object is, the 
larger is the speed needed for atoms or molecules to escape 
from the object’s gravitational pull. The Moon’s escape 
speed is only 2.4 km/s, compared with 11.2 km/s for Earth; 
Mercury’s escape speed is 4.2 km/s. Any early atmospheres 
those worlds might have had are gone forever.  (Sec. 7.2)

◀ figure 8.2 Phases of Mercury  
Mercury’s appearance, as seen by us 
on Earth, changes at different points 
along its orbit. The best images of 
the planet (insets) are taken when it is 
at its maximum elongation (greatest 
apparent distance from the Sun) and 
show a “half Mercury” (cf. Figure 2.12a). 
(R. Beebe)Crescent
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During its flybys of Mercury in 1974 and 1975, 
the U.S. space probe Mariner 10 found traces of what 
was at first thought to be an atmosphere on the planet.  

 (Discovery 6-2) However, this gas is now known to be 
temporarily trapped hydrogen and helium “stolen” from the 
solar wind by the planet’s gravity. Mercury captures this gas 
and holds it for just a few weeks before it leaks away again 
into space. More recently, NASA’s Messenger probe found 
that, while the gas is indeed composed largely of hydrogen 
and helium, it also contains more massive atoms of sodium, 
potassium, and magnesium. In fact, both the Moon and 
Mercury have extremely tenuous atmospheres (less than a 
trillionth the density of Earth’s atmosphere) of such rela-
tively heavy atoms. Scientists think that these atoms have 
been kicked off the surface by interactions with the solar 
wind; they do not constitute a true atmosphere in any 
sense. Thus, neither the Moon nor Mercury has any protec-
tion against the harsh environment of interplanetary space. 
This fact is crucial in understanding their surface evolution 
and present-day appearance.

Lacking the moderating influence of an atmosphere, 
both the Moon and Mercury are characterized by wide 
variations in surface temperature. Noontime tempera-
tures at the Moon’s equator can reach 400 K, well above 
the boiling point of water. Because of its proximity to the 
Sun, Mercury’s daytime temperature is even higher—
radio observations of the planet’s thermal emissions indi-
cate that it can reach 700 K.  (Sec. 3.4) But at night or 
in the shade, temperatures on both worlds fall to about 
100 K, well below water’s freezing point. Mercury’s 600-K 
temperature range is the largest of any planet or moon in 
the solar system.

ConCePt Check

4 Why do the Moon and Mercury have no significant 
atmospheres, unlike Earth?

8.3  Surface Features on the 
Moon and Mercury

Lunar Terrain
The first observers to point their telescopes at the Moon—
most notable among them Galileo Galilei—saw large dark 
areas resembling (they thought) Earth’s oceans. They also 
saw light-colored areas resembling the continents. Both 
types of regions are clear in Figure 8.3, a mosaic (a com-
posite image constructed from many individual photo-
graphs) of the full Moon. The light and dark surface fea-
tures are also evident to the naked eye, creating the face of 
the familiar “man in the Moon.”

Today we know that the dark areas are not oceans, but 
extensive f lat areas that resulted from lava f lows during  

a much earlier period of the Moon’s evolution. Neverthe-
less, they are still called maria, a Latin word meaning 
“seas” (singular: mare). There are 14 maria, all roughly 
circular. The largest of them (Mare Imbrium) is about 
1100 km in diameter. The lighter areas, originally dubbed 
terrae, from the Latin word for “land,” are now known to 
be elevated several kilometers above the maria. Accord-
ingly, they are usually called the lunar highlands.

The smallest lunar features we can distinguish with the 
naked eye are about 200 km across. Telescopic observations 
further resolve the surface into numerous bowl-shaped 
depressions, or craters (after the Greek word for “bowl”). 
Most craters apparently formed eons ago, primarily as the 
result of meteoritic impact. In Figures 8.4(a) and (b), cra-
ters are particularly clear near the terminator (the line that 
separates day from night on the surface), where the Sun is 
low in the sky and casts long shadows that enable us to dis-
tinguish quite small surface details.

Due to the blurring effects of our atmosphere, the small-
est lunar objects that telescopes on Earth’s surface can resolve 
are about 1 km across (see Figure 8.4c). Much more detailed 
photographs have been taken by orbiting spacecraft and, 
of course, by visiting astronauts (see Discovery 8-1, p. 198).  
Figure 8.5 is a view of some lunar craters taken from an 
orbiting spacecraft, showing features as small as 500 m 
across. Craters are found everywhere on the Moon’s surface, 
although they are much more prevalent in the highlands. 

Mare
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Oceanus
Procellarum

Mare
Nubium

Mare
Serenitatis
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Tranquilitatis

Mare
Foecunditatis

Mare
Crisium
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▲ figure 8.3 full Moon, near Side A photographic mosaic 
of the full Moon, north pole at the top. Because the Moon emits 
no visible radiation of its own, we can see it only by the reflected 
light of the Sun. Some prominent maria are labeled. (UC/Lick 
Observatory)



SECTIoN 8.3 Surface Features on the Moon and Mercury 193

They come in all sizes—the largest are hundreds of kilo-
meters in diameter; the smallest are microscopic.

Based on studies of lunar rock brought back to Earth 
by Apollo astronauts and unmanned Soviet landers, 
geologists have identified important differences in both 
composition and age between the highlands and the 

maria. The highlands are made largely of rocks rich in 
aluminum, making them lighter in color and lower in 
density (2900 kg/m3) than the material in the maria, 
which contains more iron, giving it a darker color and 
greater density (3300 kg/m3). Loosely speaking, the 
highlands represent the Moon’s crust, whereas the maria 
are made of mantle material. Maria rock is quite similar 
to terrestrial basalt, and geologists think that it arose 
on the Moon much as basalt did on Earth, from the 
upwelling of molten material through the crust.  (Sec. 
7.3) Radioactive dating indicates ages of 4 to 4.4 billion 
years for highland rocks and from 3.2 to 3.9 billion years 
for those from the maria.  (More Precisely 7-2)

All of the Moon’s significant surface features have 
names. The 14 maria bear fanciful Latin names—Mare 
Imbrium (“Sea of Showers”), Mare Nubium (“Sea of 
Clouds”), Mare Nectaris (“Sea of Nectar”), and so on. Most 
mountain ranges in the highlands bear the names of ter-
restrial mountain ranges—the Alps, the Carpathians, the 
Apennines, the Pyrenees, and so on. Most of the craters are 
named after great scientists or philosophers, such as Plato, 
Aristotle, Eratosthenes, and Copernicus.

▲ figure 8.4 Moon, Close up (a) The Moon near third quarter makes visible surface features near the terminator, 
where sunlight strikes at a sharp angle and the lit lunar globe changes to dark. (b) This magnified view of a region near 
the terminator, as seen from Earth through a large telescope, shows the central dark area called Mare Imbrium, which is 
ringed at the bottom by the Apennine mountains. (c) Enlargement of a portion of (b). The smallest craters visible here 
have diameters of about 2 km, about twice the size of the Barringer crater on Earth shown in Figure 8.18. (UC/Lick 
Observatory; Palomar)

(a)

Copernicus

Apennine

Mare
Imbrium
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◀ figure 8.5 Moon from Apollo The Moon, as seen from the 
Apollo 8 orbiter during the first human circumnavigation of our 
satellite in 1968. Craters ranging in size from 20 km to 500 m (also the 
width of the long fault lines) can be seen. (NASA)

A
N

IM
A

TI
O

N
/V

ID
E

O
 l

u
n

ar
 F

ly
b

y
A

N
IM

A
TI

O
N

/V
ID

E
O

 F
u

ll 
r

o
ta

ti
o

n
 o

f 
M

o
o

n



194 CHAPTER 8 The Moon and Mercury

Because the Moon rotates once on its axis in exactly 
the same time it takes to complete one orbit around Earth, 
the Moon has a “near” side, which is always visible from 
Earth, and a “far” side, which never is (see Section 8.4). 
To the surprise of most astronomers, when the far side of 
the Moon was mapped, first by Soviet and later by U.S. 
spacecraft (see Discovery 8-1), no major maria were found 
there. The lunar far side (Figure 8.6) is composed almost 
entirely of highlands. This fact has great bearing on our 
theory of how the Moon’s surface terrain came into being, 
for it implies that the processes involved could not have 
been entirely internal in nature. Earth’s presence must 
somehow have played a role.

ConCePt Check

4 Describe three important ways in which the lunar 
maria differ from the highlands.

The Surface of Mercury
Mercury is difficult to observe from Earth because of 
Mercury’s closeness to the Sun. Even with a fairly large 
telescope, we see it only as a slightly pinkish disk. Figure 8.7  
is one of the few photographs of Mercury taken from 
Earth that shows any evidence of surface markings. 

Astronomers could only speculate about the faint, dark 
markings in the days before Mariner 10’s arrival. We now 
know that these markings are much like those seen by 
an observer gazing casually at Earth’s Moon. The largest 
ground-based telescopes can resolve surface features on 
Mercury about as well as we can perceive features on the 
Moon with our unaided eyes.

Figure 8.8 is a global Messenger view of the planet as 
we know it today; Figure 8.9 shows a close-up of the sur-
face. There are no signs of clouds, rivers, dust storms, or 
other aspects of weather, recent or ancient. Indeed, much 
of Mercury’s cratered surface bears a strong resemblance to 
the Moon’s highlands. However, Mercury’s craters are less 
densely packed than their lunar counterparts, and exten-
sive, gently rolling intercrater plains cover some 40 percent 
of the planet’s surface. These plains are the oldest visible 
parts of the planet’s surface—they formed just under 4 bil-
lion years ago—and appear to have covered many earlier 
craters. They are distributed roughly uniformly over the 
planet’s surface.

In addition, Mercury has numerous smooth plains, akin 
to the lunar maria, where lava has filled depressions pro-
duced by large meteoritic impacts. They are less obvious than 
the maria on the Moon simply because their color is compa-
rable to the rest of Mercury’s surface. For the most part, the 
smooth plains formed hundreds of millions of years after the 
intercrater plains.

R I U X GV

▲ figure 8.6 full Moon, far Side The far side of the Moon, 
as photographed by the Apollo 16 manned mission. The large, dark 
region at center bottom outlines the South Pole–Aitken Basin, the 
largest and deepest impact basin known in the solar system. only a 
few small maria exist on the far side. (NASA)

▲ figure 8.7 Mercury This photograph of Mercury, taken from 
Earth with a large ground-based optical telescope, shows only a few 
faint surface features. (Palomar Observatory/Caltech)
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In Chapter 7, we saw how lunar tidal forces are causing 
Earth’s spin to slow and how, as a result, Earth will eventu-
ally rotate on its axis at the same rate as the Moon revolves 
around Earth.  (Sec. 7.6) Earth’s rotation will not become 
synchronous with the Earth–Moon orbital period for 

R I U X G

100 km

V

▲ figure 8.9 Mercury, Very Close Another photograph of 
Mercury by Messenger, this one taken at much higher resolution 
(about 300 m). The dark material around the crater at lower left is 
typical of many large craters on Mercury. The cause of the dark halos 
is not known. (NASA)
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▲ figure 8.8 Mercury, up Close Mercury is imaged here as a 
mosaic of photographs—a composite image constructed from many 
individual images—taken by the Messenger spacecraft in 2008 as it 
bypassed the planet. Notice the young, extensively rayed craters, 
here imaged with a resolution of about 5 km. (NASA)

Earth

Moon

Lunar
rotation

interactive figure 8.10  the Moon’s Synchronous 
rotation As the Moon orbits Earth, it keeps one face 
permanently pointed toward our planet. To the astronaut 
depicted here, Earth is always directly overhead. In fact, the Moon 

is slightly elongated in shape (highly exaggerated here) owing to Earth’s 
tidal pull on it, with its long axis perpetually pointing toward Earth. It is 
often useful to think of the Earth and the Moon as a single system.

8.4 Rotation Rates
The spins of both the Moon and Mercury are strongly 
influenced by their proximity to their parent bodies—Earth 
and the Sun, respectively. By studying the processes respon-
sible for the rotation rates observed today, astronomers 
learn about the role of tidal forces in shaping the details of 
the solar system.

The Rotation of the Moon
As mentioned earlier, the Moon’s rotation period is precisely 
equal to its period of revolution about Earth—27.3 days—so 
the Moon keeps the same side facing Earth at all times (see 
Figure 8.10). To an astronaut standing on the Moon’s near-
side surface, Earth would appear almost stationary in the sky 
(although our planet’s daily rotation would be clearly evi-
dent). This condition, in which the spin of one body is pre-
cisely equal to (or synchronized with) its revolution around 
another body, is known as a synchronous orbit.

The fact that the Moon is in a synchronous orbit around 
Earth is no accident. It is an inevitable consequence of the 
gravitational interaction between those two bodies. Just as the 
Moon raises tides on Earth, Earth also produces a tidal bulge 
in the Moon. Indeed, because Earth is so much more massive, 
the tidal force on the Moon is about 20 times greater than that 
on Earth, and the Moon’s tidal bulge is correspondingly larger. 
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Why do some planets and moons have atmospheres, while 
others do not, and what determines the composition of the 
atmosphere if one exists? Why does a layer of air, made up 
mostly of nitrogen and oxygen, lie just above Earth’s surface? 
After all, experience shows that most gas naturally expands to 
fill all the volume available. Perfume in a room, fumes from a 
poorly running engine, and steam from a teakettle all disperse 
rapidly until we can hardly sense them. Why doesn’t our planet’s 
atmosphere similarly disperse by floating away into space?

The answer is that gravity holds it down. Earth’s 
gravitational field exerts a pull on all the atoms and molecules 
in our atmosphere, preventing them from escaping. However, 
gravity is not the only influence acting, for if it were, all of 
Earth’s air would have fallen to the surface long ago. Heat—
the rapid random motion of the molecules in a gas—competes 
with gravity to keep the atmosphere buoyant. Let’s explore this 
competition between gravity and heat in a little more detail.

All gas molecules are in constant random motion. The tem-
perature of any gas is a direct measure of this motion: The hotter 
the gas, the faster the molecules are moving.  (More Precisely 
3-1) The Sun continuously supplies heat to our planet’s atmo-
sphere, and the resulting rapid movement of heated molecules 
produces pressure, which tends to oppose the force of gravity, 
preventing our atmosphere from collapsing under its own weight.

An important measure of the strength of a body’s gravity 
is the body’s escape speed—the speed needed for any object to 
escape forever from its surface.  (Sec. 2.8) This speed in-
creases with increased mass or decreased radius of the parent 
body (often a moon or a planet). In convenient (Earth) units, it 
can be expressed as 

escape speed (in km/s) 

= 11.2Amass of body (in Earth masses)
radius of body (in Earth radii)

.

Thus, Earth’s escape speed is 11.211/1 = 11.2 km/s. If the mass 
of the parent body is quadrupled, the escape speed doubles. If the 

parent body’s radius quadruples, then the escape speed is halved. 
In other words, you need high speed to escape the gravitational 
attraction of a very massive or very small body, but you can 
escape from a less massive or larger body at lower speeds.

To determine whether a planet will retain an atmosphere, 
we must compare the planet’s escape speed with the molecular 
speed, which is the average speed of the gas particles making up 
the planet’s atmosphere. This speed actually depends not only 
on the temperature of the gas, but also on the mass of the indi-
vidual molecules—the hotter the gas or the smaller the molecu-
lar mass, the higher is the average speed of the molecules:

average molecular speed (in km/s)

= 0.157A gas temperature (K)      
molecular mass (hydrogen atom masses)

.

Thus, increasing the absolute temperature of a sample of gas by 
a factor of four—for example, from 100 K to 400 K—doubles 
the average speed of its constituent molecules, and, at a given 
temperature, molecules of hydrogen (H2: molecular mass = 2) 
in air move, on average, four times faster than molecules of 
oxygen (O2: molecular mass = 32), which are 16 times heavier.

eXAMPLe 1 For nitrogen (N2: molecular mass = 28) and oxy-
gen (O2: molecular mass = 32) in Earth’s atmosphere, where the 
temperature near the surface is nearly 300 K, the preceding for-
mula yields the following average molecular speeds:

nitrogen:  0.157 km/s * A300
28

 = 0.51 km/s; 

oxygen:  0.157 km/s * A300
32

= 0.48 km/s.

These speeds are far smaller than the 11.2 km/s needed for a mol-
ecule to escape into space. As a result, Earth is able to retain its 
nitrogen–oxygen atmosphere. On the whole, our planet’s gravity 
simply has more influence than the heat of our atmosphere.

MorE PrECISEly 8-1

Why Air Sticks Around

hundreds of billions of years. In the case of the Moon, how-
ever, the process has already gone to completion. The Moon’s 
much larger tidal deformation caused it to evolve into a syn-
chronous orbit long ago, and the Moon is said to have become 
tidally locked to Earth. Most of the moons in the solar system 
are similarly locked by the tidal fields of their parent planets.

Actually, the size of the lunar bulge is too great to be pro-
duced by Earth’s present-day tidal influence. The explana-
tion seems to be that, long ago, the distance from Earth to the 
Moon may have been as little as two-thirds of its current value, 
or about 250,000 km. Earth’s tidal force on the Moon would 
then have been more than three times greater than it is today 

and could have accounted for the Moon’s elongated shape. The 
resulting distortion could have “set” when the Moon solidi-
fied, thus surviving to the present day, and at the same time 
accelerating the synchronization of the Moon’s orbit.

Measurement of Mercury’s Spin
In principle, the ability to discern surface features on Mer-
cury should allow us to measure its rotation rate simply 
by watching the motion of a particular region around the 
planet. In the mid-19th century, an Italian astronomer 
named Giovanni Schiaparelli did just that. He concluded 
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In reality, the situation is a little more complicated than a 
simple comparison of speeds. Atmospheric molecules can gain 
or lose speed by bumping into one another or by colliding with 
objects near the ground. Thus, although we can characterize 
a gas by its average molecular speed, the molecules do not all 
move at the same speed, as illustrated in the accompanying 
figure. A tiny fraction of the molecules in any gas have speeds 
much greater than average—one molecule in two million has 
a speed more than three times the average, and one in 1016 ex-
ceeds the average by more than a factor of five. This means 
that at any instant, some molecules are moving fast enough to 
escape, even when the average molecular speed is much less 
than the escape speed. The result is that all planetary atmos-
pheres slowly leak away into space.

Don’t be alarmed—the leakage is usually very gradual! 
As a rule of thumb, if the escape speed from a planet exceeds 
the average speed of a given type of molecule by a factor of 

six or more, then molecules of that type will not have es-
caped from the planet’s atmosphere in significant quantities 
in the 4.6 billion years since the solar system formed. Con-
versely, if the escape speed is less than six times the average 
speed of molecules of a given type, then most of them will 
have escaped by now, and we should not expect to find them 
in the atmosphere.

For air on Earth, the mean molecular speeds of oxygen 
and nitrogen that we just computed are comfortably below 
one-sixth of the escape speed. However, if the Moon originally 
had an Earth-like atmosphere, that lunar atmosphere would 
have been heated by the Sun to much the same temperature as 
Earth’s air today, so the average molecular speed would have 
been about 0.5 km/s. Because the Moon’s escape speed is only 
11.210.012/0.27 = 2.4 km/s—less than six times the aver-
age molecular speed—any original lunar atmosphere long ago 
dispersed into interplanetary space. Mercury’s escape speed is 
11.210.055/0.38 = 4.2 km/s. However, its peak surface tem-
perature is around 700 K, corresponding to an average molec-
ular speed for nitrogen or oxygen of about 0.8 km/s, more than 
one-sixth of the escape speed, so there has been ample time for 
those gases to escape.

eXAMPLe 2 We can use the foregoing arguments to under-
stand some aspects of atmospheric composition. Hydrogen mol-
ecules (H2: molecular mass = 2) move, on average, at about 1.9 
km/s in Earth’s atmosphere at sea level, so they have had time 
to escape since our planet formed (6 * 1.9 km/s = 11.4 km/s, 
which is greater than Earth’s 11.2-km/s escape speed). Con-
sequently, we find very little hydrogen in Earth’s atmosphere 
today. However, on the planet Jupiter, with a lower temperature 
(about 100 K), the speed of hydrogen molecules is correspond-
ingly slower—about 1.1 km/s. At the same time, Jupiter’s escape 
speed is 60 km/s, over five times higher than Earth’s. For those 
reasons, Jupiter has retained its hydrogen—in fact, hydrogen is 
the dominant ingredient of Jupiter’s atmosphere.

that Mercury always keeps one side facing the Sun, much 
as our Moon perpetually presents only one face to Earth. 
The explanation suggested for this supposed synchronous 
rotation was the same as that for the Moon: The tidal bulge 
raised in Mercury by the Sun had modified the planet’s rota-
tion rate until the bulge always pointed directly at the Sun. 
Although the surface features could not be seen clearly, the 
combination of Schiaparelli’s observations and a plausible 
physical explanation was enough to convince most astron-
omers, and the belief that Mercury rotates synchronously 
with its revolution about the Sun (i.e., once every 88 Earth 
days) persisted for almost half a century.

In 1965, astronomers making observations of Mercury  
from the Arecibo radio telescope in Puerto Rico (see 
Figure  5.21) discovered that this long-held view was  
in error. They used the Arecibo instrument as a giant 
radar gun, sending out pulses of radio waves toward the 
planet and waiting for the echoes to return. (See Figure 
2.18 for a similar measurement of the planet Venus.) 

 (Sec. 2.6) The returning pulses were much weaker 
than the original outgoing beam, but the huge size 
of the Arecibo dish allowed the researchers to detect 
the ref lected signal and then analyze it to determine 
Mercury’s rotation rate.
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Lunar exploration
The Space Age began in earnest on October 4, 1957, with the 
launch of the Soviet satellite Sputnik 1. Thirteen months later, 
on January 4, 1959, the Soviet Luna 1, the first human-made 
craft to escape Earth’s gravity, passed the Moon. Luna 2 crash-
landed on the surface in September of that year, and Luna 
3 returned the first pictures of the far side a month later. The 
long-running Luna series established a clear Soviet lead in the 
early “space race” and returned volumes of detailed information 
about the Moon’s surface. Several of the Luna missions landed 
and returned surface material to Earth.

The U.S. lunar exploration program got off to a rocky start. 
The first six attempts in the Ranger series, between 1961 and 
1964, failed to accomplish their objective of just hitting the Moon. 
The last three were successful, however. Ranger 7 collided with 
the lunar surface (as intended) on June 28, 1964. Five U.S. Lunar 
Orbiter spacecraft, launched in 1966 and 1967, were successfully 
placed in orbit around the Moon, and they relayed high-
resolution images of much of the lunar surface back to Earth. 
Between 1966 and 1968, seven Surveyor missions soft-landed on 
the Moon and performed detailed analyses of the surface.

Many of these unmanned U.S. missions were performed in 
support of the manned Apollo program. On May 25, 1961, at a 
time when the U.S. space program was in great disarray, Presi-
dent John F. Kennedy declared that the United States would 
“send a man to the Moon and return him safely to Earth” before 
the end of the decade, and the Apollo program was born. On 
July 20, 1969, less than 12 years after Sputnik and only 8 years 
after the statement of the program’s goal, Apollo 11 commander 
Neil Armstrong became the first human to set foot on the 
Moon, in Mare Tranquilitatis (the Sea of Tranquility). Three-
and-a-half years later, on December 14, 1972, scientist–astro-
naut Harrison Schmitt, of Apollo 17, was the last.

The astronauts who traveled in pairs to the lunar surface 
in each lunar lander (shown in the first photograph) performed 
numerous geological and other scientific studies on the surface. 
The later landers brought with them a “lunar rover”—a small 
golf cart–sized vehicle that greatly expanded the area the astro-
nauts could cover. Probably the most important single aspect 
of the Apollo program was the collection of samples of surface 

rock from various locations on the Moon. In all, some 382 kg of 
material was returned to Earth. Chemical analysis and radioac-
tive dating of these samples revolutionized our understanding 
of the Moon’s surface history. No amount of Earth-based obser-
vations could have achieved the same results.

Each Apollo lander left behind a nuclear-powered package of 
scientific instruments called the Apollo Lunar Surface Experiments 
Package (ALSEP) to monitor the solar wind, measure heat flow in 
the Moon’s interior, and, perhaps most important, record lunar 
seismic activity. With several ALSEPs on the surface, scientists 
could determine the location of “moonquakes” by triangulation 
and map the Moon’s inner structure, obtaining information 
critical to our understanding of the Moon’s evolution.

By any standards, the Apollo program was a spectacular 
success. It represents a towering achievement of the human race. 
The project’s goals were met on schedule and within budget, and 
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To illustrate the basic method, Figure 8.11 shows a radar 
pulse reflecting from the surface of a hypothetical planet. The 
reflected signal as a whole may be redshifted or blueshifted by 
the Doppler effect, depending on the overall radial velocity of 
the planet relative to Earth.  (Sec. 3.5) But in addition, if the 
planet is rotating, the radiation reflected from the side mov-
ing toward us returns at a slightly higher frequency than the 
radiation reflected from the receding side. (Think of the two 
hemispheres as being separate sources of radiation moving 
at slightly different velocities, one toward us and one away.) 
The effect is very similar to the rotational line broadening 
discussed in Chapter 4, except that in this case the radiation 

is not emitted by the planet, but only reflected from its sur-
face.  (Sec. 4.5) Thus, even if the original beam consists of 
radiation of a single frequency, the reflected signal contains a 
spread of frequencies on either side of the original. By measur-
ing that spread we can determine the planet’s rotational speed.

In this way, the Arecibo researchers found that the rota-
tion period of Mercury is not 88 days, as had previously been 
thought, but 59 days, exactly two-thirds of the planet’s orbital 
period. Because there are exactly three rotations for every 
two revolutions, we say that there is a 3:2 spin–orbit resonance 
in Mercury’s motion. In this context, the term resonance just 
means that two characteristic times—here, Mercury’s day 
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our knowledge of the Moon, Earth, and the solar system increased 
enormously. But the “Age of Apollo” was short lived. Public interest 
quickly waned. Over half a billion people breathlessly watched on 
television as Neil Armstrong set foot on the Moon, yet barely 3 
years later, when the program was abruptly canceled for largely 
political (rather than scientific, technological, or economic) 
reasons, the landings had become so routine that they no longer 
excited the interest of the American public. Unmanned space 
science moved away from the Moon and toward the other planets, 
and the manned space program foundered. Perhaps one of the 
most amazing—and saddest—facts about the Apollo program is 
that today, four decades on, no nation on Earth currently has the 
technical capacity to replicate the feat.

In 1994, the suitcase-sized U.S. military satellite Clem-
entine was placed into lunar orbit mainly to test new imag-
ing devices, a by-product of which was a highly detailed 
survey of the lunar surface. In 1998, NASA returned to the 
Moon for the first time in a quarter century with the launch 
of Lunar Prospector, another small satellite on a 1-year mis-
sion to study the Moon’s structure and origins. Both mis-
sions were successful, demonstrating the wealth of infor-
mation that can be obtained by low-budget spacecraft. In 
2009, NASA’s Lunar Reconnaissance Orbiter entered polar 
orbit just 50 km above the Moon’s surface. Its mission was 
to map the lunar surface with even greater precision, par-
ticularly in the polar regions where Clementine and Prospec-
tor had previously reported possible evidence of water ice  
in permanently shadowed craters (see Section 8.5).

In recent years, the Moon has been visited by spacecraft 
from several countries, including Japan, India, and China, 
in addition to missions from NASA and the European Space 
Agency. The Chinese Chang’e program is an ambitious series 
of orbiters and landers intended to lead to a sample return 
mission (Chang’e 5) in 2017 and a possible manned landing 
sometime after 2020. India’s Chandrayan-1 orbiter and impac-
tor reached the Moon in 2008, while Chang’e 2 went into orbit 
around the Moon in 2010. NASA’s most recent lunar mission 
was the Gravity Recovery and Interior Laboratory (GRAIL), 
comprising twin spacecraft orbiting 200 km apart some  
50 km above the lunar surface. By monitoring the deviations 
between the two orbits, project scientists measured the Moon’s 

gravitational field and internal structure with unprecedented 
accuracy. The second figure shows a high-resolution GRAIL 
map of the Moon’s gravity (with red denoting mass excesses and 
blue mass deficiencies). In addition to showing many promi-
nent surface features on the far side, such maps also contain 
vital information about the lunar crust and upper mantle. The 
GRAIL mission ended in December 2012, but researchers are 
still analyzing the data to try to probe the Moon’s deep interior.

It seems that, after years of decline, a broad-based era of 
lunar exploration is now under way. Ambitious plans exist to 
establish permanent human colonies on the Moon, both for 
commercial ventures, such as mining, and for scientific re-
search, such as an astronomical observatory. A confirmed dis-
covery of water on the lunar surface would alleviate at least one 
major logistical problem associated with such an undertaking. 
However, it remains to be seen whether the political will and 
economic resources needed to make this dream a reality actu-
ally exist anywhere on Earth.

(NASA)
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and year—are related to each other in a simple way. An even 
simpler example of a spin–orbit resonance is the Moon’s orbit 
around Earth. In that case, the rotation is synchronous with 
the revolution, and the resonance is said to be 1:1.

Figure 8.12 illustrates some implications of Mercury’s 
curious rotation for a hypothetical inhabitant of the planet. 
Mercury’s solar day—the time from noon to noon, say—is 
2 Mercury years long! The Sun stays “up” in the black Mer-
cury sky for almost 3 Earth months at a time, after which 
follow nearly 3 Earth months of darkness. At any given 
point in its orbit, Mercury presents the same face to the Sun, 
not every time it revolves, but every other time.

Explanation of Mercury’s Rotation

Mercury’s 3:2 spin–orbit resonance did not occur by 
chance. What mechanism establishes and maintains it? 
In the case of the Moon orbiting Earth, the 1:1 resonance 
is the result of tidal forces. In essence, the lunar rotation 
period, which probably started off much shorter than  
its present value, has lengthened so that the tidal bulge 
created by Earth is fixed relative to the body of the 
Moon. Tidal forces (this time due to the Sun) are also 
responsible for Mercury’s 3:2 resonance, but in a much 
more subtle way.
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Mercury cannot settle into a 1:1 resonance because its 
orbit around the Sun is quite eccentric. By Kepler’s second 
law, Mercury’s orbital speed is greatest at perihelion (clos-
est approach to the Sun) and least at aphelion (greatest dis-
tance from the Sun).  (More Precisely 2-1) A moment’s 
thought shows that, because of these variations in the plan-
et’s orbital speed, there is no way that the planet (rotating 
at a constant rate) can remain in a synchronous orbit. If its 
rotation were synchronous near perihelion, it would be too 
rapid at aphelion, and synchronism at aphelion would pro-
duce too slow a rotation at perihelion.

Tidal forces always act so as to synchronize the 
rotation rate with the instantaneous orbital speed, but such 

synchronization cannot be maintained over Mercury’s entire 
orbit. What happens? The answer is found when we realize 
that tidal effects diminish very rapidly with increasing dis-
tance. The tidal forces acting on Mercury at perihelion are 
much greater than those at aphelion, so perihelion “won” the 
struggle to determine the rotation rate. In the 3:2 resonance, 
Mercury’s orbital and rotational motion are almost exactly 
synchronous at perihelion, so that particular rotation rate 
was naturally “picked out” by the Sun’s tidal influence on the 
planet. Notice that even though Mercury rotates through only 
180° between one perihelion and the next (see Figure 8.12), the 
appearance of the tidal bulge is the same each time around.

Resonances such as these occur quite frequently in the 
solar system. Many additional examples can be found in the 
motion of the planets, their moons and rings, as well as in 
orbits of many asteroids and Kuiper belt objects. The rota-
tion of Mercury is one of the simplest nonsynchronous reso-
nances known. Many resonances are much more complex. 
These intricate interactions are responsible for much of the 
fine detail observed in the motion of our planetary system.

The Sun’s tidal influence also causes Mercury’s rota-
tion axis to be exactly perpendicular to its orbital plane. As 
a result, and because of Mercury’s eccentric orbit and the 
spin–orbit resonance, some points on the surface get much 
hotter than others. In particular, the two (diametrically 
opposite) points on the equator where the Sun is directly 
overhead at perihelion get hottest of all. They are called the 
hot longitudes. The peak temperature of 700 K mentioned 
earlier occurs at noon at those two locations. At the warm 
longitudes, where the Sun is directly overhead at aphelion, 
the peak temperature is about 150 K cooler—a mere 550 K.

By contrast, the Sun is always on the horizon as seen 
from the planet’s poles, so temperatures there never reach 
the sizzling levels of the equatorial regions. Earth-based 

Pink arrows depict an observer
standing on Mercury’s
surface.

At day 0 at noon,
the Sun is directly overhead.

By day 88—one full orbit later—
Mercury has rotated 1.5 times,
so that it is then midnight.

After another orbit,
it is noon once again
on day 176.

Day 30

Day 59
(one full rotation

completed)

Day 15

Day 74

Day 0
NoonOrbital

motion

Day 44

Year 1

Sun
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Day 118

Day 147

Day 103

Day 162

Day 88
Midnight

Day 132
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interactive figure 8.12 Mercury’s rotation Mercury’s orbital and rotational motions combine to 
produce a solar day that is 2 Mercury years long.

Notice how the wavelengths
of the re�ected radiation
change from the edges
of a rotating object.

From
Earth

Re�ected
signal

Nonrotating
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Rotating
planet

From
Earth

Receding 

Approaching 

▲ figure 8.11 Planetary radar A radar beam (blue waves) 
reflected from a rotating planet yields information about both the 
planet’s line-of-sight motion and its rotation rate.
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radar studies carried out during the 1990s suggest that 
Mercury’s polar temperatures may be as low as 125 K and 
that, despite the planet’s scorched equator, the poles may be 
covered with extensive sheets of water ice. (See Section 8.5 
for similar findings regarding the Moon.)

ConCePt Check

4 How has gravity influenced the rotation rates of the 
Moon and Mercury?

8.5  Lunar Cratering and Surface 
Composition

On Earth, the combined actions of wind and water erode 
our planet’s surface and reshape its appearance almost daily. 
Coupled with the never-ending motion of Earth’s surface 
plates, the result is that most of the ancient history of our 
planet’s surface is lost to us. The Moon, in contrast, has no 
air, no water, no plate tectonics, and no ongoing volcanic or 
seismic activity. Consequently, features dating back almost 
to its formation are still visible today.

Meteoritic Impacts
The primary agent of change on the lunar surface is inter-
planetary debris, in the form of meteoroids. This mate-
rial, much of it rocky or metallic in composition, is strewn 
throughout the solar system, orbiting the Sun in interplan-
etary space, perhaps for billions of years, until it happens to 
collide with some planet or moon.  (Sec. 6.5) On Earth, 
most meteoroids burn up in the atmosphere, producing 
the streaks of light known as meteors, or “shooting stars.” 
But the Moon, without an atmosphere, has no protection 
against this onslaught. Large and small meteoroids zoom 
in and collide with the surface, sometimes producing huge 
craters. Over billions of years, these collisions have scarred, 
cratered, and sculpted the lunar landscape. Craters are still 
being formed today—even as you read this—all across the 
surface of the Moon.

Meteoroids generally strike the Moon at speeds of sev-
eral kilometers per second. At these speeds, even a small 
piece of matter carries an enormous amount of energy. 
For example, a 1-kg object hitting the Moon’s surface at 10 
km/s releases as much energy as the detonation of 10 kg of 
TNT! As illustrated in Figure 8.13, the impact of a mete-
oroid with the surface causes sudden and tremendous 

Lunar
surface

(a)

(b)

(c)

(d)
Original
surface

Crater

Ejecta blanket

Shock waves

Explosion

High-speed
ejected material

Rim

Pulverized crust

Meteoroid

interactive figure 8.13 Meteoroid impact Several stages in 
the formation of a crater by meteoritic impact. (a) A meteoroid 
strikes the surface, releasing a large amount of energy. (b, c) 
The resulting explosion ejects material from the impact site and 

sends shock waves through the underlying surface. (d) Eventually, a 
crater results, surrounded by a blanket of ejected material.
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pressures to build up, heating the normally brittle rock 
and deforming the ground like heated plastic. The ensu-
ing explosion pushes previously f lat layers of rock up and 
out, forming a crater.

The diameter of the eventual crater is typically 10 times 
that of the incoming meteoroid; the depth of the crater is 
about twice the meteoroid’s diameter. Thus, our 1-kg mete-
oroid, measuring perhaps 10 cm across, would produce a cra-
ter about 1 m in diameter and 20 cm deep. Shock waves from 
the impact pulverize the lunar surface to a depth many times 
that of the crater itself. Numerous rock samples brought back 
by the Apollo astronauts show patterns of repeated shatter-
ing and melting—direct evidence of the violent shock waves 
and high temperatures produced in meteoritic impacts. The 
material thrown out by the explosion surrounds the crater 
in a layer called an ejecta blanket. The ejected debris ranges 
in size from fine dust to large boulders. Figure 8.14(a) shows 
the result of one particularly large meteoritic impact on the 
Moon. As shown in Figure 8.14(b), the larger pieces of ejecta 
may themselves form secondary craters.

In addition to the bombardment by meteoroids with 
masses of a gram or more, a steady “rain” of micrometeor-
oids (debris with masses ranging from a few micrograms up 
to about 1 gram) also eats away at the structure of the lunar 
surface. Some examples can be seen in Figure 8.15, a photo-
micrograph (a photograph taken through a microscope) of 
some glassy “beads” brought back to Earth by Apollo astro-
nauts. The beads themselves were formed during the explo-
sion following the impact of a meteoroid, when surface rock 
was melted, ejected, and rapidly cooled. Note how several 
of the beads also display fresh miniature craters caused 
by micrometeoroids that struck the beads after they had 
cooled and solidified.

In fact, the rate of cratering decreases rapidly with 
the size of the crater—fresh large craters are scarce, but 
small craters are common. The reason for this is simple: 
There just aren’t very many large chunks of debris in 
interplanetary space, so their collisions with the Moon are 
rare. At present average rates, one new 10-km (diameter) 
lunar crater is formed roughly every 10 million years, a 

R I V U X G
(a) (b)
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Cordillera
Mountains
Cordillera
Mountains

Eddington

Reinhold

Reinhold ejecta
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▲ figure 8.14 Large Lunar Craters (a) The meteorite that produced this large lunar crater, called orientale Basin, 
thrust up much surrounding matter, which can be seen as concentric rings of cliffs called the Cordillera Mountains. 
The outermost ring is nearly 1000 km in diameter. Notice the smaller, sharper, younger craters that have impacted 
this ancient basin in more recent times. (b) Two smaller craters called reinhold and Eddington sit amid the secondary 
cratering resulting from the impact that created the 90-km-wide Copernicus crater (near the horizon) about a billion 
years ago. The ejecta blanket from crater reinhold, 40 km across and in the foreground, can be seen clearly. This view 
was obtained by looking northeast from the lunar module during the Apollo 12 mission. (NASA)
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new meter-sized crater is created about once a month, and 
centimeter-sized craters are formed every few minutes.

Cratering History of the Moon
Astronomers can use the known ages (from radioactive 
dating) of Moon rocks to estimate the rate of cratering 
in the past. One very important result of this work is the 
discovery that the Moon was subjected to an extended 
period of intense meteoritic bombardment roughly 4 
billion years ago. Indeed, this is a key piece of evidence 
supporting the condensation theory of solar system 
formation.  (Sec. 6.6)

As we have seen, the heavily cratered highlands are 
older than the less-cratered maria, but the difference in 
cratering is not simply a matter of exposure time. Astrono-
mers now think that the Moon, and presumably the entire 
inner solar system, experienced a sudden drop in meteor-
itic bombardment about 3.9 billion years ago. The highlands 
solidified and received most of their craters before that time, 
whereas the maria solidified afterward. The rate of cratering 
has remained relatively low ever since.

The great basins that comprise the maria are thought 
to have been created during the final stages of the heavy 
bombardment, between about 4.1 and 3.9 billion years 
ago. Subsequent volcanic activity filled the craters with 
lava, ultimately creating the formations we see today as the 
lava turned into solid rock. In a sense, then, the maria are 
oceans—ancient seas of molten lava, now solidified.

Not all these great craters became flooded with lava, 
however. One of the youngest craters is the Orientale Basin 
(Figure 8.14a), which formed about 3.9 billion years ago. 
This crater did not undergo much subsequent volcanism, 
and we can recognize its structure as an impact crater rather 
than as another mare. Similar “unflooded” basins are seen 
on the lunar far side (Figure 8.6).

Apart from meteorites found on Earth, the Moon is 
the only solar system object for which we have accurate age 
measurements, from radioactive dating of samples returned 
to Earth. However, studies of lunar cratering provide astron-
omers with an important alternative means of estimating 
ages in the solar system. By counting craters on a planet, 
moon, or asteroid and using the Moon to calibrate the num-
bers, an approximate age for the surface can be obtained. In 
fact, this is how most of the ages presented in the next few 
chapters are determined. Note that, as with radioactive dat-
ing, the technique measures only the time since the surface 
in question last solidified—all cratering is erased and the 
clock is reset if the rock melts.  (More Precisely 7-2)

Lunar Dust
Meteoroid collisions with the Moon are the main cause of 
the layer of pulverized ejecta—also called lunar dust, or 
regolith (meaning “fine rocky layer”)—that covers the lunar 
landscape to an average depth of about 20 m. This micro-
scopic dust has a typical particle size of about 0.01 mm. In 
consistency, it is rather like talcum powder or ready-mix dry 
mortar. Figure 8.16 shows an Apollo astronaut’s boot prints 
in the regolith, which is thinnest on the maria (10 m) and 
thickest on the highlands (over 100 m deep in places).

The constant barrage from space results in a slow, but 
steady, erosion of the lunar surface. The soft edges of the 
craters visible in the foreground of Figure 8.17 are the result 
of this process. In the absence of erosion, those features 
would still be as jagged and angular today as they were just 
after they formed. Instead, the steady buildup of dust due to 
innumerable impacts has smoothed their outlines and will 
probably erase them completely in about 100 million years.

From the known dependence of the cratering rate on 
the size of a crater, planetary scientists can calculate how 
many small craters they would expect to find, given the 
numbers of large craters actually observed. When they 
make this calculation, they find a shortage of craters less 
than about 20 m deep. These “missing” craters have been 
filled in by erosion over the lifetime of the Moon. This gives 

5 mm

▲ figure 8.15 Miniature Craters Craters of all sizes litter 
the lunar landscape. Some shown here, embedded in glassy beads 
retrieved by Apollo astronauts, measure only 0.01 mm across. (The 
scale at the top is in millimeters.) The beads themselves were formed 
during the explosion following a meteoroid impact, when surface 
rock was melted, ejected, and rapidly cooled. (NASA)
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us a very rough estimate of the average erosion rate: about 
5 m per billion years, or roughly 1/10,000 the rate on Earth.

The current lunar erosion rate is very low because 
meteoritic bombardment on the Moon is a much less effec-
tive erosive agent than are wind and water on Earth. For 
comparison, the Barringer Meteor Crater (Figure 8.18) in 
the Arizona desert, one of the largest meteoroid craters on 
Earth, is only 25,000 years old, but has already undergone 
noticeable erosion. It will probably disappear completely in 
just a few million years, quite a short time geologically. If a 
crater that size had formed on the Moon even 4 billion years 
ago, it would still be plainly visible today. Even the shallow 
boot prints shown in Figure 8.16 are likely to remain intact 
for several million years.

Lunar Ice?
In contrast to Earth’s soil, the lunar regolith contains no 
organic matter like that produced by biological organisms. 
No life whatsoever exists on the Moon. Nor were any fos-
sils found in Apollo samples. Lunar rocks are barren of life 
and apparently always have been. NASA was so confident of 

this fact that the astronauts were not even quarantined on 
their return from the last few Apollo landings. Furthermore, 
all the lunar samples returned by the U.S. and Soviet Moon 
programs were bone dry—they didn’t even contain minerals 
having water molecules locked within their crystal structure. 
Terrestrial rocks, by contrast, are almost always 1 or 2 per-
cent water. The main reasons for this lack of water are the 
Moon’s lack of an atmosphere and the high (up to 400 K) 
daytime temperatures found over most of the lunar surface.

Some regions of the Moon may contain water, however—
in the form of ice. As early as the 1960s, some scientists had 
considered the theoretical possibility that ice might be found 
near the lunar poles. Since the Sun never rises more than 
a few degrees above the horizon, as seen from the Moon’s 
polar regions, temperatures on the permanently shaded 
floors of craters near the poles never exceed about 100 K. 
Consequently, those scientists theorized, any water ice there 
could have remained permanently frozen since the very early 
days of the solar system, never melting or vaporizing and 
hence never escaping into space.

In 1996, controllers of the Clementine mission (see Dis-
covery 8-1) reported that radar echoes from an old, deep crater 

▲ figure 8.17 Lunar Surface despite the complete lack of 
wind and water on the airless Moon, its surface is slowly eroded by 
the constant “rain” of meteoroids, especially micrometeoroids. Note 
the soft edges of the background hills of this image and the Apollo 
astronaut’s boot prints surrounding his landing craft (left) and tire 
tracks from the “lunar buggy” (right). (NASA)
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▲ figure 8.16 regolith The lunar soil, or regolith, is a layer of 
powdery dust covering the lunar surface to a depth of roughly 20 m. 
Here, an Apollo astronaut is adjusting some instruments for testing 
the composition of soil near Mount Hadley. His boot prints show how 
the astronaut’s weight has compacted the regolith to a depth of a 
few centimeters. (NASA)
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near the lunar south pole implied deposits of low-density mate-
rial, probably water ice, at a depth of a few meters. In 1998, 
NASA’s Lunar Prospector reported large amounts of ice— 
possibly totaling trillions of tons—at both lunar poles. At first, 
it appeared that the ice was mainly in the form of tiny crystals 
mixed with the lunar regolith, spread over many tens of thou-
sands of square kilometers of deeply shadowed crater floors. 
Later analysis suggested that much of the ice might instead be 
in the form of smaller, but more concentrated “lakes” of mate-
rial lying just below the surface.

Given the potential importance of this finding, NASA 
wanted to gain more information about possible lunar ice. 
In 1999, as Lunar Prospector neared the end of its opera-
tional lifetime, mission controllers crashed it into Shoe-
maker crater, one of the deep craters near the lunar south 
pole in which ice was suspected to hide. The hope was that 
telescopes on Earth might detect spectroscopic signatures 
of water vapor released by the impact. However, no water 
vapor was seen.

In 2009, NASA tried again, on a larger scale, with the 
Lunar CRater Observation and Sensing Satellite (LCROSS) 
mission, launched along with the Lunar Reconnaissance 
Orbiter mission (LRO; see Discovery 8-1). The Centaur 
rocket that boosted both missions into lunar orbit was 
crashed into Cabeus, another deeply shadowed crater near 
the lunar south pole, while LCROSS watched from just a 
few thousand kilometers away, radioing its spectroscopic 
data back to Earth via LRO before it too impacted the 
Moon minutes later. A few weeks later, NASA scientists 
announced that detailed analysis of the LCROSS data had 
confirmed the presence of water molecules in the ejecta. 

The amount of water was not great—only about 1 part in 
100,000, less than in the desert sand on Earth—but enough 
to support the earlier reports.

At the leading edge of scientific discovery, however, 
nothing is clear-cut.  (Sec. 1.2) Detailed LRO observa-
tions, released in 2012, of Shackleton, yet another south 
polar crater, were inconclusive on the subject of lunar ice, 
suggesting that subsurface ice was one possible explanation, 
but not the only, or even the most likely, way to account for 
the observations.

If lunar ice exists, where did it come from? Most 
likely, it was brought to the lunar surface by meteoroids 
and comets, just as we saw earlier with water on Earth.  

 (Sec. 6.7) Any ice that survived the impact would have 
been scattered across the surface. Over most of the Moon, 
that ice would have rapidly vaporized and escaped, but in the 
deep basins near the poles, it survived and built up over time. 
Whatever its origin, polar ice may be a crucial component of 
any serious attempt at human colonization of the Moon: The 
anticipated cost of transporting a kilogram of water from 
Earth to the Moon is between $2,000 and $20,000.

Lunar Volcanism
Only a few decades ago, debate raged in scientific circles 
about the origin of lunar craters, with most scientists of the 
opinion that the craters were the result of volcanic activ-
ity. We now know that almost all lunar craters are actually 
meteoritic in origin. However, a few apparently are not. 
Figure 8.19 shows an intriguing alignment of several craters 
in a crater-chain pattern so straight that it is highly unlikely 

Access road

1 km
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▲ figure 8.18 Barringer Crater The Barringer Meteor Crater, near Winslow, Arizona, is 1.2 km in diameter and 0.2 
km deep. (Note the access road at right for scale.) Geologists think that a large meteoroid whacked Earth and formed 
this crater about 25,000 years ago. The meteoroid was probably about 50 m across and likely weighed around 200,000 
tons. The inset shows a close-up of one of the interior walls of the crater. (U.S. Geological Survey)
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to have been produced by the random collision of meteoroids 
with the surface. Instead, the chain probably marks the loca-
tion of a subsurface fault—where cracking or shearing of the 
surface allowed molten matter to well up from below. As the 
lava cooled, it formed a solid “dome” above each fissure. Sub-
sequently, the underlying lava receded and the centers of the 
domes collapsed, forming the craters we see today. Similar 
features have been observed on Venus by the Magellan probe 
(see Chapter 9).  (Discovery 6-2)

Many other examples of lunar volcanism are known, 
both in telescopic observations from Earth and in the close-up 
photographs taken during the Apollo missions. Figure 8.20 
shows a volcanic rille, a ditch where molten lava once flowed. 
There is good evidence for surface volcanism early in the 
Moon’s history, and volcanism explains the presence of the 
lava that formed the maria. However, whatever volcanic 
activity once existed on the Moon ended long ago. The 
measured ages for rock samples returned from the Moon are 
all greater than 3 billion years. (Recall from More Precisely 7-2  
that the radioactivity clock starts “ticking” when the rock 
solidifies.) Apparently, the maria solidified over 3 billion 
years ago, and the Moon has been dormant ever since.

ConCePt Check

4 How has meteoritic bombardment affected the 
surface of the Moon?

8.6 The Surface of Mercury
Like craters on the Moon, almost all craters on Mercury are 
the result of meteoritic bombardment. However, Mercury’s 
craters are not as deep as those on the Moon, their walls are 
generally not as high, and the ejected material landed closer 
to the impact sites–exactly as would be expected given Mer-
cury’s greater surface gravity (which is a little more than 
twice that of the Moon).

Following Mariner 10’s visit, the leading explanation for 
Mercury’s relative lack of craters was that the older craters 
were filled in by volcanic activity, in much the same way 
as the Moon’s maria filled in older craters as they formed. 
More detailed observations by Messenger support that con-
clusion, and many geologists think that much of Mercury’s 
crust may have formed through repeated volcanic eruptions. 
However, this flood volcanism was apparently not associated 
with impact basins, suggesting that Mercury’s volcanic past 
was significantly different from the Moon’s.

Mercury has at least two types of surface feature not 
found on the Moon. Figure 8.21(a) shows a scarp, or cliff, on 
the surface that does not appear to be the result of volcanic 
or any other familiar geological activity. It cuts across several 
craters, indicating that whatever produced it occurred after 

▲ figure 8.20 Lunar Volcanism A volcanic rille, photographed 
from the Apollo 15 spacecraft orbiting the Moon, can be seen clearly 
here (bottom and center) winding its way through one of the maria. 
Called Hadley rille, this system of valleys runs along the base of the 
Apennine Mountains (lower right) at the edge of the Mare Imbrium 
(to the left). The shadow-sided, most prominent peak at lower right, 
Mount Hadley, rises almost 5 km high. (NASA)

Autolycus

Apennine
Hadley Rille

Mare
Imbrium 

Mount
Hadley

50 km

R I V U X GR I V U X G

Davy

50 km

▲ figure 8.19 Crater Chain This “chain” of well-ordered craters 
was photographed by an Apollo 14 astronaut. The largest crater, 
called davy, is located on the western edge of Mare Nubium. (NASA)
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This cliff extends
about 400 km long
and is 3 km high in
places.

100 km100 km

R I V U X G(a)

R I V U X G

1000 km

▶ figure 8.22 Caloris Basin Mercury’s most prominent 
geological feature—the Caloris Basin—spans 1400 km and is ringed by 
concentric mountain ranges that reach more than 3 km high in places. 
This huge circular basin, shown here in orange in this false-colored 
visible image from Messenger, is similar in size to the Moon’s Mare 
Imbrium and spans more than half of Mercury’s radius. (NASA)

most of the meteoritic bombardment ended about 4 billion 
years ago. Mercury shows no evidence of crustal motions 
like plate tectonics on Earth—no fault lines, spreading sites, 
or indications of plate collisions are seen.  (Sec. 7.4) The 
scarps, of which several are known from Mariner and Mes-
senger images, probably formed when the planet’s interior 
cooled and shrank long ago, much as wrinkles form on the 
skin of an old, shrunken apple.

The second unique aspect of Mercury’s landscape, dis-
covered by Messenger, is a set of features collectively known as 
hollows—small, shallow, irregularly shaped, rimless depres-
sions that are often found in clusters near the centers of impact 
craters (Figure 8.21b). Surprisingly, many have a bright, fresh 
appearance, suggesting that they may be actively forming 
today. They are not impact craters, but they do appear to be 
a secondary result of crater formation. Scientists theorize 
that meteoritic impacts can excavate material that becomes 

5 km

R I V U X G(b)

▲ figure 8.21 Mercury’s Surface (a) Scarps, or ridges, on 
Mercury’s surface were photographed by Messenger. This cliff seems 
to have formed when the planet’s crust cooled and shrank early in its 
history, causing a crease in the surface. (b) Messenger also discovered 
peculiar “hollows”—land features not seen anywhere else in the solar 
system. They appear here as lighter-colored depressions on a crater’s 
rim and floor. (NASA)

unstable when exposed to the harsh environment on Mer-
cury’s surface. The intense heat and solar wind may vaporize 
some light minerals, weakening the remaining rock and caus-
ing it to subside. If so, then these features are a direct result of 
Mercury’s proximity to the Sun.

Figure 8.22 shows what may have been the last great geo-
logical event in the history of Mercury: an immense bull’s-
eye crater called the Caloris Basin, formed eons ago by the 
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Caloris
impact
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waves

“Weird”
terrain

▲ figure 8.23 Weird terrain The refocusing of seismic waves 
after the Caloris Basin impact may have created the weird terrain on 
the opposite side of the planet.

impact of a large asteroid. (The basin is so called because it 
lies in Mercury’s “hot longitudes”—see Section 8.3—close 
to the planet’s equator; calor is the Latin word for “heat.”) 
Compare this basin with the Orientale Basin on the Moon 
(Figure 8.14a). The impact crater structures are quite similar, 
but even here there is a mystery: The patterns visible on the 
Caloris floor are unlike any seen on the Moon. Their origin, 
like the composition of the floor itself, is unknown.

So large was the impact that created the Caloris Basin that 
it apparently sent strong seismic waves reverberating through-
out the entire planet. On the opposite side of Mercury from 

Caloris, there is a region of oddly rippled and wavy surface fea-
tures, often referred to as weird (or jumbled) terrain. Scientists 
theorize that this terrain was produced when seismic waves 
from the Caloris impact traveled around the planet and con-
verged on the diametrically opposite point, causing large-scale 
disruption of the surface there, as illustrated in Figure 8.23.

ConCePt Check

4 How do scarps on Mercury differ from geological 
faults on Earth?

8.7 Interiors
In Chapter 7 we saw how geologists combine bulk measure-
ments of Earth’s density, gravity, and magnetic field with 
seismic studies and mathematical models to build up a 
detailed model of the planet’s interior.  (Secs. 7.1, 7.3, 7.5) 
Planetary scientists attempt to do much the same with the 
Moon and Mercury, but since less detailed data are avail-
able, the conclusions are correspondingly less precise.

The Moon
The Moon’s average density, about 3300 kg/m3, is similar to 
the measured density of lunar surface rock, virtually eliminat-
ing any chance that the Moon has a large, massive, and very 

dense nickel–iron core like that of Earth. In fact, 
the low density implies that the entire Moon is 
deficient in iron and other heavy metals com-
pared with their abundance on our planet.

There is no evidence for any large-scale lunar 
magnetic field. Lunar Prospector detected some 
very weak surface magnetic fields—less than a 
thousandth of Earth’s field—apparently associ-
ated with some large impact basins, but these 
are not thought to be related to conditions in 
the lunar core. As we saw in Chapter 7, research-
ers think that planetary magnetism requires a 
rapidly rotating liquid metal core, like Earth’s.  

 (Sec. 7.5) Thus, the absence of a lunar mag-
netic field could be a consequence of the Moon’s 
slow rotation, the absence of a liquid core, or both.

Based on a combination of seismic data, 
gravitational and magnetic measurements, and a 
good deal of mathematical modeling resting on 
assumptions about the Moon’s interior composi-
tion, Figure 8.24 presents a schematic diagram of 
the Moon’s interior structure. The models suggest 
a central core about 330 km in radius, surrounded 
by a roughly 400-km-thick inner mantle of semi-
solid rock having properties similar to Earth’s 
asthenosphere.  (Sec. 7.4) Above the inner  

Maria (made
of mantle materials,

mainly basalt)

Crust (highlands) 
30 km thick on Earth side,

45 km thick on far side

Molten
inner mantle

Soft
inner mantle

700 km
Solid, rocky
outer mantle

Solid
inner core

240 km

Fluid
outer core

1600 km

▲ figure 8.24 Lunar interior Cutaway diagram of the Moon. Unlike Earth’s rocky 
lithosphere, the Moon’s is very thick—about 900 km. Below the lithosphere is the 
inner mantle, or lunar asthenosphere, a semisolid layer similar to the upper regions of 
Earth’s mantle.
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mantle lies a 900-km-thick outer mantle of solid rock, topped 
by a 30-km-thick crust, as measured by GRAIL (see Discovery 
8-1)—only slightly thicker than that of Earth. Together, these 
outer layers constitute the Moon’s lithosphere.

Data from the gravity experiment aboard Lunar Prospec-
tor, combined with magnetic measurements made as the Moon 
passed through Earth’s magnetic “tail” (see Figure 7.18), imply 
that the lunar core is denser and more iron rich than the rest of 
the Moon. Theoretical models predict a central temperature as 
low as 1500 K, too cool to melt rock or iron, but recent (2011) 
reanalysis of seismic data collected by sensitive equipment left 
on the surface by Apollo astronauts (see Discovery 8-1) suggest 
that the inner parts of the core may be at least partially molten, 
implying a somewhat higher temperature. As best we can tell, 
the Moon has a solid, mainly iron, inner core roughly 240 km 
in radius. The rest of the core, as well as the innermost 150 km  
of the surrounding inner mantle, is liquid.

Outside the core, the mantle seems to be of almost uni-
form density, although it is chemically differentiated (i.e., its 
chemical properties change from the deep interior to near 
the surface). The crust material, which forms the lunar high-
lands, is lighter than the mantle, which is similar in compo-
sition to the lunar maria.

The GRAIL mission found that the Moon’s battered crust 
is fractured and shattered to a depth of several kilometers, giv-
ing it a somewhat porous structure and a lower density (about 
2600 kg/m3) than had previously been thought. In addition, 
while the crust averages about 30 km thick, its thickness is 
quite variable, ranging from as much as 60 km in some loca-
tions on the far side to almost zero under the larger near-side 
basins (see Figure 8.24). On average, the crust on the lunar 
far side is some 10–15 km thicker than that on the side facing 
Earth. If we assume that lava takes the line of least resist-
ance in getting to the surface, then we can readily under-
stand why the far side of the Moon has no large maria: 
Volcanic activity did not occur on the far side simply 
because the crust was too thick to allow it to occur there.

Why is the far-side crust thicker? The answer 
is probably related to Earth’s gravity. Just as heav-
ier material tends to sink to the center of Earth, the 
denser lunar mantle tended to sink below the lighter 
crust in Earth’s gravitational field. The effect of this 
tendency was that the crust and the mantle became 
slightly off center with respect to each other. The man-
tle was pulled a little closer to Earth, while the crust 
moved slightly away. Thus, the crust became thinner 
on the near side and thicker on the far side.

Mercury
Mercury’s magnetic field, discovered by Mariner 10, is 
about a hundredth that of Earth. Actually, the discov-
ery that Mercury has any magnetic field at all came as 
a surprise to planetary scientists. Having detected no 

magnetic field in the Moon (and, in fact, none in Venus or 
Mars, either), they had expected Mercury to have no meas-
urable magnetism. Mercury does not rotate rapidly (as 
was thought necessary for a planetary dynamo to work), 
yet a magnetic field undeniably surrounds it.  (Sec. 7.5) 
Although weak, the field is strong enough to deflect the solar 
wind and create a small magnetosphere around the planet.

Before Messenger’s arrival, scientists thought it most 
likely that Mercury’s magnetic field was a “fossil remnant” 
dating back to the distant past when the planet’s core solidi-
fied. However, detailed observations by Messenger now 
suggest that the field is generated by dynamo action in the 
planet’s molten outer core, as on Earth.  (Sec. 7.5) In fact, 
an early surprise for the Messenger team was the degree to 
which the planet’s magnetosphere changed between the 
first two flybys, in January and October 2008. How such 
a relatively strong and variable field can be produced by a 
slowly rotating planet is unknown. Also unexplained is the 
fact that the entire field pattern is shifted almost 500 km 
from the planet’s center, toward the north pole.

Mercury’s magnetic field and large average density 
to gether imply that the planet is differentiated. Based on 
Messen ger measurements, the planet seems to have a solid 
inner core with a radius of perhaps 1600 km, surrounded by 
a liquid outer core of radius 2100 km. A less dense lunar-like 
mantle some 350 km thick lies above the core. About 60 percent 
of the volume of Mercury, or 80 percent of its mass, is contained 
in its huge iron core. The ratio of core volume to total planet 
volume is greater for Mercury than for any other object in the 
solar system. Figure 8.25 illustrates the relative sizes and inter-
nal structures of Earth, the Moon, and Mercury.

Mercury

Moon

Earth

Mantle

Core

▲ figure 8.25 terrestrial interiors The internal structures of Earth, 
the Moon, and Mercury, drawn to the same scale. Note how large a fraction 
of Mercury’s interior is core. Planetary interiors are key to the global subject 
of comparative planetology.
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ProCeSS of SCienCe Check

4 Why would we not expect strong magnetic fields on 
the Moon or Mercury?

8.8 Origin of the Moon
Over the years, many theories have been advanced to 
account for the origin of the Moon. However, both the simi-
larities and the differences between the Moon and Earth 
conspire to confound many promising attempts to explain 
the Moon’s existence.

Theories of Lunar Formation
One theory (the sister, or coformation, theory) suggests that 
the Moon formed as a separate object near Earth in much 
the same way as our own planet formed—the “blob” of 
material that eventually coalesced into Earth gave rise to the 
Moon at about the same time. The two objects thus formed 
as a double-planet system, each revolving about a common 
center of mass. Although once favored by many astrono-
mers, this idea suffers from a major flaw: The Moon differs 
in both density and composition from Earth, making it hard 
to understand how both could have originated from the 
same preplanetary material.

A second theory (the capture theory) maintains that the 
Moon formed far from Earth and was later captured by it. In 
this way, the density and composition of the two objects need 
not be similar, for the Moon presumably materialized in a 
quite different region of the early solar system. The objection 
to this theory is that the Moon’s capture would be an 
extraordinarily difficult event; it might even be an impossible 
one. Why? Because the mass of our Moon is so large relative 
to that of Earth. It is not that our Moon is the largest 
natural satellite in the solar system, but it is unusually large 
compared with its parent planet. Mathematical modeling 
suggests that it is quite implausible that Earth and the Moon 
could have interacted in just the right way for the Moon to 
have been captured during a close encounter sometime in 
the past. Furthermore, although there are indeed significant 
differences in composition between our world and its 
companion, there are also many similarities—particularly 
between the mantles of the two bodies—that make it unlikely 
that they formed entirely independently of one another.

A third, older, theory (the daughter, or fission, theory) 
speculates that the Moon originated out of Earth itself. The 
Pacific Ocean basin has often been mentioned as the place 
from which protolunar matter may have been torn—the 
result, perhaps, of the rapid spin of a young, molten Earth. 
Indeed, there are some chemical similarities between the 
matter in the Moon’s outer mantle and that in Earth’s 
Pacific basin. However, this theory offers no solution to 
the fundamental mystery of how Earth could have been 

spinning so fast that it ejected an object as large as our 
Moon. Also, computer simulations indicate that the ejec-
tion of the Moon into a stable orbit simply would not have 
occurred. As a result, the daughter theory, in this form at 
least, is no longer taken seriously.

The Impact Theory
Today, many astronomers favor a hybrid of the capture and 
daughter themes. This idea—often called the impact the-
ory—postulates a collision by a large, Mars-sized object with 
a youthful and molten Earth. Such collisions may have been 
quite frequent in the early solar system.  (Sec. 6.7) The col-
lision presumed by the impact theory would have been more 
a glancing blow than a direct impact. The matter dislodged 
from our planet then reassembled to form the Moon.

Computer simulations of such a catastrophic event show 
that most of the bits and pieces of splattered Earth could have 
coalesced into a stable orbit. Figure 8.26 shows some of the 
stages of one such calculation. If Earth had already formed 
an iron core by the time the collision occurred, then the 
Moon would indeed have ended up with a composition simi-
lar to that of Earth’s mantle. During the collision, any iron 
core in the colliding object itself would have been left behind 
in Earth, eventually to become part of Earth’s core. Thus, 
both the Moon’s overall similarity to that of Earth’s mantle 
and its lack of a dense central core are naturally explained.

Over the past two decades, planetary scientists have come 
to realize that collisions like this probably played important 
roles in the formation of all the terrestrial planets.  (Sec. 6.6) 
Because of the randomness inherent in such events, as well as 
the Moon’s unique status as the only large satellite in the inner 
solar system, it seems that the Moon may not provide a partic-
ularly useful model for studies of the other moons in the solar 
system. Instead, as we will see, a moon’s properties depend 
greatly on the characteristics of its parent planet.

Nevertheless, the quest to understand the origin of the 
Moon highlights the interplay between theory and obser-
vation that characterizes modern science.  (Sec. 1.2) 
Detailed data from generations of unmanned and manned 
lunar missions have allowed astronomers to discriminate 
between competing theories of the formation of the Moon, 
discarding some and modifying others. At the same time, 
the condensation theory of solar system formation provides 
a natural context in which the currently favored impact 
theory can occur.  (Sec. 6.6) Indeed, without the idea 
that planets formed by collisions of smaller bodies, such an 
impact might well have been viewed as so improbable that 
the theory would never have gained ground.

Finally, do not think that every last detail of the Moon’s 
formation is understood or agreed upon by experts. That 
is far from the case. Some important aspects of the Moon’s 
physical and chemical makeup are still inadequately 
explained. For example, the degree to which the Moon 
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melted during its formation remains uncertain, and current 
models have some difficulty accounting for the observed 
lunar composition—although GRAIL’s recent revision of 
the density of the lunar crust has significantly improved the 
agreement between theory and observation on this latter 
point. The impact theory may well not be the last word on 
the subject. Still, past experience of the scientific method 
gives us confidence that the many twists and turns still to 
come will in the end lead us to a more complete under-
standing of our nearest neighbor in space.

ProCeSS of SCienCe Check

4 How does the currently favored theory of the Moon’s 
origin account for the Moon’s observed lack of heavy 
materials compared with Earth and for the similarity in 
composition between the lunar crust and that of Earth?

8.9  Evolutionary History of the 
Moon and Mercury

Given all the data, can we construct reasonably consistent 
histories of the Moon and Mercury? The answer seems to be 
yes. Many specifics are still debated, but a broad consensus 
exists. Planned future missions to both bodies will continue 
to test and refine the pictures presented below.

The Moon
The Moon formed about 4.6 billion years ago.  (Sec. 6.6) 
The approximate age of the oldest rocks discovered in the 
lunar highlands is 4.4 billion years, so we know that at least 
part of the crust must already have solidified by that time 
and survived to the present. At its formation, the Moon 
was already depleted in heavy metals compared with Earth. 
Examine Figure 8.27 while studying the details that follow.

During the earliest phases of the Moon’s existence—
roughly the first half billion years or so—meteoritic bom-
bardment must have been frequent enough to heat and 
remelt most of the surface layers of the Moon, perhaps to 
a depth of 400 km in places. The early solar system was 
surely populated with lots of interplanetary matter, much of 
it in the form of boulder-sized fragments that were capable 
of generating large amounts of energy upon colliding with 
planets and their moons. But the intense heat derived from 
such collisions could not have penetrated very far into the 
lunar interior: Rock simply does not conduct heat well.

Red and blue 
represent rocky 
and metallic 
material.

The metals (blue) move 
toward Earth after the 
collision.

This is the newly 
formed Moon.

narrated figure 8.26 Moon formation This sequence shows a simulated 
collision between Earth and an object the size of Mars. The sequence proceeds 
from top to bottom and zooms out dramatically. Note how most of the 
impactor’s metallic core becomes part of Earth, leaving the Moon composed 
mainly of rocky material. (W. Benz)
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This situation resembles the surface melting we sus-
pect occurred on Earth from meteoritic impacts during 
the first billion years or so. But the Moon is much less mas-
sive than Earth and did not contain enough radioactive 
elements to heat it much further. Radioactivity probably 
heated the Moon a little, but not sufficiently to transform 
it from a warm, semisolid object to a completely liquid one. 
The chemical differentiation now inferred in the Moon’s 
interior must have occurred during this period. If the Moon 
has a small iron core, that core also formed at this time.

The GRAIL mission has added an intriguing new 
ingredient to studies of the Moon’s early history by uncovering 
evidence of linear “dikes” in the lunar surface that apparently 
predate many of the large impact features. The dikes are 
thought to be sheets of cooled lava that welled up through 
fissures in the crust during a previously unknown period of 
interior expansion during the first few hundred million years 
of the Moon’s existence.

About 3.9 billion years ago, around the time that 
Earth’s crust solidified, the heaviest phase of the meteoritic 
bombardment ceased. The Moon was left with a solid crust, 
which would ultimately become the highlands, dented with 
numerous large basins, soon to flood with lava and become 
the maria (Figure 8.27a). Between 3.9 and 3.2 billion years 
ago, lunar volcanism filled the maria with the basaltic 
material we see today. The age of the youngest maria—3.2 
billion years—indicates the time when the volcanic activity 
subsided. The maria are the sites of the last extensive lava 
flows on the Moon, over 3 billion years ago. Their smooth-
ness, compared with the older, more rugged highlands, dis-
guises their great age.

Small objects cool more rapidly than large ones 
because their interior is closer to the surface, on average. 

Being so small, the Moon rapidly lost its internal heat 
to space. As a consequence, it cooled much faster than 
Earth. As the Moon cooled, the volcanic activity ended 
and the thickness of the solid surface layer increased. 
With the exception of a few meters of surface erosion 
from eons of meteoritic bombardment (Figure 8.27c), 
the lunar landscape has remained more or less structur-
ally frozen for the past 3 billion years. The Moon is dead 
now, and it has been dead for a long time.

Mercury
Like the Moon, Mercury seems to have been a geologi-
cally dead world for much of the past 4 billion years. On 
both the Moon and Mercury, the absence of ongoing geo-
logical activity is a consequence of a thick, solid mantle 
that prevents volcanism or tectonic motion. Because of 
the Apollo program, the Moon’s early history is much 
better understood than Mercury’s, which remains some-
what speculative. Indeed, what we do know about Mercu-
ry’s history is gleaned mostly through comparison with  
the Moon.

Mercury’s unexpectedly large iron core seems to be a 
consequence of the planet’s location in the hot inner regions 
of the early solar system when it formed some 4.6 billion 
years ago—much as described in our discussion of the con-
densation theory in Chapter 6, although the sheer size of 
the core still poses some problems to theorists.  (Sec. 6.6)

 Before Messenger, some researchers had suggested 
that extreme conditions in the early solar nebula might 
have vaporized most of Mercury’s original outer rocky 
layers or that a violent collision could have stripped away 
much of the planet’s light mantle. However, both these 

(a) 4 billion years ago (b) 3 billion years ago (c) Today

▲ figure 8.27 Lunar evolution Paintings of the Moon (a) about 4 billion years ago, after much of the meteoritic 
bombardment had subsided and the surface had somewhat solidified; (b) about 3 billion years ago, after molten lava 
had made its way up through surface fissures to fill the low-lying impact basins and create the smooth maria; and  
(c) today, with much of the originally smooth maria now heavily pitted with craters formed at various times within the 
past 3 billion years. (U.S. Geological Survey)
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scenarios predict very high temperatures and imply that 
the present crust should be deficient in certain volatile 
compounds containing potassium, sulfur, and other 
elements, which would have been preferentially lost. 
Instead, new Messenger data indicate that the composi-
tion of the crust is remarkably “normal”—similar to the 
makeup of the other terrestrial planets—effectively rul-
ing out these alternative theories of Mercury’s core size. 

 (Sec. 1.2)
During the next half-billion years, Mercury melted 

and differentiated, like the other terrestrial worlds. It 
suffered the same intense meteoritic bombardment as 
the Moon. Being more massive than the Moon, Mercury 
cooled more slowly, so its crust was thinner and f lood 

volcanic activity more common at early times. Many 
craters were erased, resulting in the intercrater plains. 
The smooth plains around several major impact sites 
were produced late in the bombardment, some 3.8 billion 
years ago.

As Mercury’s large iron core formed and then cooled, 
the planet began to shrink, compressing the crust. This 
compression produced the scarps seen on Mercury’s surface 
and may have prematurely terminated volcanic activity by 
squeezing shut the cracks and fissures on the surface. Thus, 
the extensive volcanic outflows that formed the lunar maria 
did not take place on Mercury. Despite its larger mass and 
greater internal temperature, Mercury has probably been 
geologically inactive even longer than the Moon.

The Big Question While Mercury seems hopelessly uninhabitable, we still often wonder, 
Will humans eventually colonize the Moon—perhaps even “terraforming,” or changing, it to suit our 
purposes? Fifty years ago, humankind appeared well on its way toward establishing permanent lunar 
habitats, but those early (and spectacular) exploratory programs stalled. Today, the political will or 
economic means to mount human missions to even our closest neighbor in space has faded. Should 
governments, even the UN, lead the return to the Moon, or will it be best accomplished with private 
entrepreneurial ventures like those that settled the Americas centuries ago?

1  The Moon orbits Earth; Mercury 
is the closest planet to the Sun. Both the 
Moon and Mercury are airless, virtually 
unchanging worlds that exhibit extremes 
in temperature. Mercury has no perma-
nent atmosphere, although it does have 
a thin envelope of gas temporarily trapped from the solar wind. 
Both bodies are smaller and less massive than Earth and have 
weaker gravities. The absence of atmospheric blankets results in 
hot dayside temperatures and cold nightside temperatures on the 
Moon and Mercury. Sunlight strikes the polar regions of both the 
Moon and Mercury at such an oblique angle that temperatures 
there are very low, with the result that both bodies may have sig-
nificant amounts of water ice near their poles.
2  The main surface features on the 

Moon are the dark maria (p. 192) 
and the lighter colored highlands  
(p. 192). Highland rocks are less 
dense than rocks from the maria and 
are thought to represent the Moon’s 
crust. Maria rocks are thought to have 
originated in the lunar mantle. The surfaces 
of both the Moon and Mercury are covered with craters  
(p. 192) of all sizes, caused by meteoroids striking from space. 

Lunar dust, called regolith, is made mostly of pulverized lunar 
rock, mixed with a small amount of material from impacting 
meteorites.
3  The tidal interaction between Earth and the 

Moon is responsible for the Moon’s synchronous 
orbit (p. 195), in which the same side of the Moon 
always faces our planet. The large lunar equatorial 
bulge probably indicates that the Moon once rotated 
more rapidly and orbited closer to Earth. Mercury’s rotation rate 
is strongly influenced by the tidal effect of the Sun. Because of 
Mercury’s eccentric orbit, the planet rotates not synchronously, 
but exactly three times for every two orbits around the Sun. The 
condition in which a body’s rotation rate is simply related to its 
orbital period around some other body is known as spin–orbit 
resonance (p. 198).
4  Meteoritic impacts are the main source 

of erosion on the surfaces of both the Moon 
and Mercury. The lunar highlands are older 
than the maria and are much more heavily 
cratered. The rate at which craters are formed 
decreases rapidly with increasing crater size. 
By measuring the ages of lunar rocks returned to Earth by Apollo 
astronauts, astronomers have deduced the rate of cratering in the 
past. They then use the amount of cratering to deduce the ages of 
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 9. LO4 POS Name two pieces of evidence indicating that 
the lunar highlands are older than the maria.

 10. LO5 When were the periods of greatest volcanic activity 
on the Moon and Mercury?

 11. LO6 What evidence do we have that the Moon and Mer-
cury have liquid cores?

 12. LO7 POS Describe the theory of the Moon’s origin fa-
vored by many astronomers.

 13. LO8 How is Mercury’s evolutionary history like that of the 
Moon? How is it different?

 14. The best place to aim a telescope or binoculars on the Moon 
is along the terminator line—the line between the Moon’s 
light and dark hemispheres. Why is this? If you were stand-
ing on the lunar terminator, where would the Sun be in your 
sky? What time of day would it be if you were standing on 
Earth’s terminator line?

 15. How is the varying thickness of the lunar crust related to the 
presence or absence of maria on the Moon?

 For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning outcomes.

Review and Discussion

 1. How is the distance to the Moon most accurately measured?
 2. LO1 Compare and contrast the bulk properties of Earth, 

the Moon, and Mercury.
 3. Employ the concept of escape speed to explain why the 

Moon and Mercury have no significant atmospheres.
 4. LO2 Why is the surface of Mercury often compared with 

that of the Moon? List two similarities and two differences 
between the surfaces of Mercury and the Moon.

 5. LO3 What does it mean to say that Mercury has a 3:2 spin–
orbit resonance? Why didn’t Mercury settle into a synchro-
nous orbit around the Sun, as the Moon did around Earth?

 6. What is a scarp? How are scarps thought to have formed? 
Why do scientists think that the scarps on Mercury formed 
after most meteoritic bombardment ended?

 7. What is the primary source of erosion on the Moon? Why is 
the average rate of lunar erosion so much less than on Earth?

 8. What evidence do we have for ice on the Moon?

regions on the Moon (and elsewhere) from which surface samples 
are unavailable.
5  Evidence for past volcanic activity 

on the Moon is found in the form of crater 
chains and solidified lava channels called 
rilles (p. 206). Mercury’s surface features 
bear a striking similarity to those of the 
Moon. The planet is heavily cratered, much 
like the lunar highlands. Among the differ-
ences between Mercury and the Moon are 
Mercury’s lack of lunarlike maria, its extensive intercrater plains 
(p. 194), and the great cracks, or scarps (p. 206), in its crust. 
The plains were caused by extensive lava flows early in Mercury’s 
history. The scarps were apparently formed when the planet’s 
core cooled and shrank, causing the surface to crack. Mercury  
has a large impact crater called the Caloris Basin, whose diameter 
is comparable to the radius of the planet. The impact that formed 
the crater apparently sent violent shock waves around the entire 
planet, buckling the crust on the opposite side.
6  The Moon’s average density is not 

much greater than that of its surface rocks, 
probably because the Moon cooled more 
rapidly than the larger Earth and solidified 
sooner, so there was less time for differenti-
ation to occur, although the Moon likely has 
a small iron-rich core. The lunar crust is too thick and the mantle 

too cool for plate tectonics to occur. Mercury’s average density 
is considerably greater—similar to that of Earth—implying that 
Mercury contains a large high-density core, probably composed 
primarily of iron. The Moon has no measurable large-scale mag-
netic field, a consequence of its slow rotation and lack of a molten 
metallic core. Mercury’s weak magnetic field seems to have been 
“frozen in” long ago, when the planet’s iron core solidified.
7  The most likely explanation for the for-

mation of the Moon is that the newly formed 
Earth was struck by a large (Mars-sized) 
object. Part of the colliding body remained 
behind as part of our planet. The rest ended 
up in orbit as the Moon.
 8  The absence of a lunar atmosphere and 
any present-day lunar volcanic activity are 
both consequences of the Moon’s small 
size. Lunar gravity is too weak to retain 
any gases, and lunar volcanism was stifled 
by the Moon’s cooling mantle shortly after 
extensive lava flows formed the maria more 
than 3 billion years ago. The crust on the far side of the Moon 
is substantially thicker than the crust on the near side. As a result, 
there are almost no maria on the lunar far side. Mercury’s evolu-
tionary path was similar to that of the Moon for half a billion years 
after they both formed. Mercury’s volcanic period probably ended 
before that of the Moon.

100 km100 km
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Conceptual Self-Test: Multiple Choice
 1. Compared with the diameter of Earth’s Moon, the diameter 

of Mercury is (a) larger; (b) smaller; (c) nearly the same.

 2. In relation to the density of Earth’s Moon, Mercury’s den-
sity suggests that the planet (a) has an interior structure 
similar to that of the Moon; (b) has a dense metal core;  
(c) has a stronger magnetic field than the Moon;  
(d) is younger than the Moon.

 3. Compared with the phases of Earth’s Moon, Mercury goes 
from new phase to full phase (a) faster; (b) more slowly;  
(c) in about the same time.

 4. Compared with the surface of Mercury, the surface of 
Earth’s Moon has significantly (a) bigger craters; (b) more 
atmosphere; (c) more maria; (d) deeper craters.

 5. VIS According to Figure 8.10 (“The Moon’s Synchronous 
Rotation”), every two times Earth’s Moon rotates on its axis, 
it orbits Earth (a) less than twice; (b) exactly two times;  
(c) more than twice; (d) three times.

 6. Planets and moons showing the most craters have (a) the 
oldest surfaces; (b) been hit by meteors the most times;  
(c) the strongest gravity; (d) molten cores.

 7. Compared with the Moon, Mercury has (a) a much smaller 
core; (b) a much larger core; (c) a similar-sized core. 

 8. The most likely theory of the formation of Earth’s Moon is 
that it (a) was formed by the gravitational capture of a large 
asteroid; (b) formed simultaneously with Earth’s formation;  
(c) was created from a collision scooping out the Pacific Ocean; 
(d) formed from a collision of Earth with a Mars-sized object.

 9. Mercury, being smaller than Mars, probably cooled and 
solidified (a) faster, because it is smaller; (b) slower, because 
it is closer to the Sun; (c) in about the same time, because 
space is generally cold. 

 10. On the scale of the 5-billion-year age of the solar system, the 
Moon is (a) about the same age as Earth; (b) much younger 
than Earth; (c) much older than Earth.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • How long does a radar signal take to travel from Earth to 
Mercury and back when Mercury is at its closest point to Earth?

 2. • The Moon’s mass is one-eightieth that of Earth, and the 
lunar radius is one-fourth Earth’s radius. On the basis of these 
figures, calculate the total weight on the Moon of a 100-kg 
astronaut with a 50-kg space suit and backpack. What would 
be the same astronaut’s weight on Mercury?

 3. • What is the angular diameter of the Sun, as seen from Mer-
cury, at perihelion? At aphelion?

 4. • The Hubble Space Telescope has a resolution of about 0.05″. 
What is the size of the smallest feature it can distinguish on 
the surface of the Moon (distance = 380,000 km)? On Mer-
cury, at closest approach to Earth?

 5. • What was the orbital period of the Apollo 11 command 
module, orbiting 10 km above the lunar surface?

 6. •• Compare the gravitational tidal acceleration of the Sun on 
Mercury (at perihelion; solar mass = 2 * 1030 kg) with the 
tidal effect of Earth on the Moon (at perigee).  (Sec. 7.6)

 7. •• (a) Using the rate given in the text for the formation of 
10-km craters on the Moon, estimate how long would be 
needed for the entire Moon to be covered with new craters of 
that size. How much higher must the cratering rate have been 
in the past to cover the entire lunar surface with such craters 
in the 4.6 billion years since the Moon formed? (b) Repeat 
part (a) for meter-size craters.

 8. •• Assume that a planet will have lost its initial atmosphere 
by the present time if the average molecular speed exceeds 
one-sixth of the escape speed (see More Precisely 8-1). What 
would Mercury’s mass have to be in order for it to still have a 
nitrogen atmosphere? The molecular weight of nitrogen is 28.

Activities
Collaborative

 1. The estimated cost of transporting a gallon of water from 
Earth to the Moon is about $100,000. By determining how 
much water each group member uses in a single day, esti-
mate the cost of taking a single day’s supply of water for your 
group to the Moon.

 2. Observe the Moon during an entire cycle of phases. Take 
turns, and on each observing night sketch the appearance of 
the Moon and keep a log of the date and time. When does the 
Moon rise, set, and appear highest in the sky at each major 
phase? What is the interval of time between each phase?

Individual
 1. Try to spot Mercury in the morning or evening twilight—

not an easy task! From the Northern Hemisphere, the best 
evening sightings of the planet take place in the spring; the 
best morning sightings take place in the fall.

 2. Watch the Moon over a period of hours on a night when you 
can see one or more bright stars near it. Estimate how many 
Moon diameters it moves per hour, relative to the stars. 
Knowing the Moon is about 0.5° in diameter, how many 
degrees per hour does it move? Based on this, what is your 
estimate of the Moon’s orbital period?
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Left: Often called Earth’s sister planet because of their comparable sizes, Venus is 

actually nothing like our own world. Surface conditions on Venus have changed radically 

over time due to geological activity and environmental change, and today the planet’s 

surface temperature is hot enough (730 K) to melt lead, while the atmosphere rains  

sulfuric acid. This global view of the surface of Venus was created when radar data 

from the Magellan spacecraft were mapped onto a computer-generated globe. The 

color here is probably close to reality. (JPL)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Venus
EArTh’S SiSTEr PlAnET

9
Venus seems almost a carbon copy of our own world. The two 
planets are similar in size, density, and chemical composition. 
They orbit at comparable distances from the Sun. At formation, 
they must have been almost indistinguishable from one another. 
Yet they are now about as different as two terrestrial planets can 
be. Whereas Earth is a vibrant world, teeming with life, Venus is 
an uninhabitable inferno, with a dense, hot atmosphere of carbon 
dioxide, lacking any trace of oxygen or water.

Somewhere along their respective evolutionary paths, Venus and 
Earth diverged, and diverged radically. How did this occur? What 
were the factors leading to Venus’s present condition? Why are Venus’s 
surface, atmosphere, and interior so different from Earth’s? In answer-
ing these questions, we will discover that a planet’s environment, as 
well as its composition, can play a critical role in determining its future.

Learning Outcomes

Studying this chapter will enable you to

1  Summarize Venus’s general orbital 
and physical properties.

2  Describe the characteristics of Ve-
nus’s atmosphere and contrast it 
with that of Earth.

3  Compare the large-scale surface 
features and geology of Venus 
with those of Earth and the Moon.

4  Present the evidence for ongoing 
volcanic activity on Venus.

5  Explain why the greenhouse effect 
has produced conditions on Venus 
very different from those on Earth.

6  Describe Venus’s magnetic field 
and internal structure.

The Big Picture Earth and Venus started out much the 
same, but ended up very different. The same physical processes 
that keep our planet warm, comfortable, and habitable turned 
our sister planet into an unimaginable inferno. Astronomy 
is not a very practical subject, but here it is very much in our 
own interest to know why Venus became so hellishly hot. By 
probing the histories of these two comparably sized worlds, 
astronomers seek to understand why Venus and Earth changed 
so differently—and whether our home in space might someday 
undergo a similar climate catastrophe.
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9.1 Orbital Properties
Venus is the second planet from the Sun. Its orbit lies 
within Earth’s, so Venus, like Mercury, is always found 
fairly close to the Sun in the sky—our sister planet is 
never seen more than 47° from the Sun. Given Earth’s 
rotation rate of 15° per hour, this means that Venus is 
visible above the horizon for at most 3 hours before 
the Sun rises or after it sets. Because we can see Venus 
from Earth only just before sunrise or just after sunset, 
the planet is often called the “morning star” or the 
“evening star,” depending on where it happens to be in 
its orbit. Figure 9.1 shows Venus in the western sky just  
after sunset.

Venus is the third-brightest object in the entire sky 
(after the Sun and the Moon). It appears more than 10 
times brighter than the brightest star, Sirius. You can 
see Venus even in the daytime if you know just where to 
look. On a moonless night away from city lights, Venus 
casts a faint shadow. The planet’s brightness stems from 
the fact that Venus is highly ref lective. Nearly 70 percent  
of the sunlight reaching Venus is ref lected back into 
space. (Compare this percentage with roughly 10 percent 
in the case of Mercury and the Moon.) Most of the 
sunlight is ref lected from clouds high in the planet’s 
atmosphere.

We might expect Venus to appear brightest when it 
is “full”—that is, when we can see the entire sunlit side. 
However, because Venus orbits between Earth and the 
Sun, Venus is full when it is at its greatest distance from 
us—1.7 AU away on the other side of the Sun, as illustrated 
in Figure 9.2. Recall from Chapter 2 that this alignment is 
known as superior conjunction, where the term “conjunc-
tion” simply indicates that two objects are close together 
in the sky.  (Sec. 2.2)

When Venus is closest to us, the planet is in the new 
phase, lying between Earth and the Sun (at inferior conjunc-
tion), and we again can’t see it, because now the sunlit side 
faces away from us; only a thin ring of sunlight, caused by 
refraction in Venus’s atmosphere, surrounds the planet. As 
Venus moves away from inferior conjunction, more and 
more of it becomes visible, but its distance from us also 

continues to increase. Venus’s maximum brightness, as seen 
from Earth, actually occurs about 36 days before or after its 
closest approach to our planet. At that time, Venus is about 
39° from the Sun and 0.47 AU from Earth, and we see it as a 
rather fat crescent.

R I V U X G
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▲ Figure 9.1 Venus at Sunset The Moon and Venus in the 
western sky just after sunset. Venus clearly outshines even the 
brightest stars in the sky. (J. Schad/Science Source)

Narrated Figure 9.2 Venus’s 
Brightness Venus appears full when it is 
at its greatest distance from Earth, on the 
opposite side of the Sun from us (superior 
conjunction). As its distance decreases, less 

and less of its sunlit side becomes visible. When 
closest to Earth, it lies between us and the Sun 
(inferior conjunction), so we cannot see the sunlit 
side of the planet at all. Venus appears brightest 
when it is about 39° from the Sun. (Compare 
Figure 2.12.) (Insets: UC/Lick Observatory)
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9.2 Physical Properties
Radius, Mass, and Density
We can determine Venus’s radius from simple geometry, just 
as we did for Mercury and the Moon.  (Sec. 8.2) At clos-
est approach, when Venus is only 0.28 AU from us, its angu-
lar diameter is 64″. From this observation, we can determine 
the planet’s radius to be about 6000 km. More accurate 
measurements from spacecraft give a value of 6052 km, or 
0.95 Earth radii.

Like Mercury, Venus has no moon. Before the Space 
Age, astronomers calculated its mass by indirect means—
through studies of its small gravitational effect on the orbits 
of the other planets, especially Earth. Now that spacecraft 
have orbited the planet, we know Venus’s mass very accu-
rately from measurements of its gravitational pull: Venus 
has a mass of 4.9 × 1024 kg, or 0.82 the mass of Earth.

From its mass and radius, we find that Venus’s aver-
age density is 5200 kg/m3. As far as these bulk proper-
ties are concerned, then, Venus seems similar to Earth. 
If the planet’s overall composition were similar to Earth’s 
as well, we could then reasonably conclude that Venus’s 
internal structure and evolution were basically Earth-like. 
We will review what evidence there is on this subject later 
in the chapter. 

Rotation Rate
The same clouds whose reflectivity makes Venus so easy to 
see in the night sky also make it impossible for us to discern 
any surface features on the planet, at least in visible light. 
As a result, until the advent of suitable radar techniques in 
the 1960s, astronomers did not know the rotation period of 
Venus. Even when viewed through a large optical telescope, 
the planet’s cloud cover shows few features, and attempts to 
determine Venus’s period of rotation by observing the cloud 
layer were frustrated by the rapidly changing nature of the 

clouds themselves. Some astronomers argued for a 25-day 
period, while others favored a 24-hour cycle.

Controversy raged until, to the surprise of all, radar 
observers announced that the Doppler broadening of their 
returned echoes implied a sluggish 243-day rotation period! 

 (Sec. 8.4) Furthermore, Venus’s spin was found to be 
retrograde—that is, in a sense opposite that of Earth and 
most other solar system objects and opposite that of Venus’s 
orbital motion.

Planetary astronomers define “north” and “south” for 
each planet in the solar system by the convention that plan-
ets always rotate from west to east. With this definition, 
Venus’s retrograde spin means that the planet’s north pole 
lies below the plane of the ecliptic, unlike any of the other 
terrestrial worlds. Venus’s axial tilt—the angle between its 
equatorial and orbital planes—is 177.4° (compared with 
23.5° in the case of Earth). However, astronomical images of 
solar system objects conventionally place objects lying above 
the ecliptic at the top of the frame. Thus, with the preceding 
definition of north and south, all the images of Venus shown 
in this chapter  have the south pole at the top.

Figure 9.3 illustrates Venus’s retrograde rotation and 
compares it with the rotation of its neighbors Mercury, 
Earth, and Mars. Because of the planet’s slow retrograde 
rotation, its solar day (from noon to noon) is quite different 
from its sidereal rotation period of 243 Earth days (the time 
for one “true” rotation relative to the stars).  (Sec. 1.4)  
In fact, as illustrated in Figure 9.4, one Venus day is a little 
more than half a Venus year (225 Earth days).

Why is Venus rotating “backward” and why so slowly? 
At present, the best explanation planetary scientists can offer 
is that early in Venus’s evolution, the planet was struck by a 
large body, much like the one that may have hit Earth and 
formed the Moon, and that impact was sufficient to reduce 
the planet’s spin almost to zero.  (Sec. 8.8) Whatever its 
cause, the planet’s rotation poses practical problems for 
Earth-bound observers. As luck would have it, Venus rotates 

◀ figure 9.3 terrestrial Planets’ Spin  
The inner planets of the solar system— 
Mercury, Venus, Earth, and Mars—display 
widely different rotational properties. All 
orbit the Sun in the same direction and in 
nearly the same plane, but Venus rotates 
clockwise as seen from above the plane of 
the ecliptic, whereas Mercury, Earth, and 
Mars all spin counterclockwise. This is a 
perspective view, roughly halfway between a 
flat edge-on view and a direct overhead view.

Mercury rotates slow and prograde; Venus slow and retrograde;
Earth and Mars fast and prograde (see arrows).
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almost exactly five times between one closest approach to 
Earth and the next. As a result, Venus always presents nearly 
the same face to Earth at closest approach. This means that 
observations of the planet’s surface cover one side—the one 
facing us at closest approach—much more thoroughly than 
the other side, which we can see only when the planet is 
close to its maximum distance from Earth.

CoNCePt Check

4 What is peculiar about Venus’s rotation, and why does 
Venus rotate that way?

9.3  Long-Distance Observations 
of Venus

Because Venus, of all the other planets, most nearly matches 
Earth in size, mass, and density, and because its orbit is clos-
est to us, it is often called Earth’s sister planet. But unlike 
Earth, Venus has a dense atmosphere and thick clouds that 
are opaque to visible radiation, making its surface com-
pletely invisible from the outside at optical wavelengths. 
Figure 9.5 shows one of the best photographs of Venus 
taken with a large telescope on Earth. The planet presents 
an almost featureless white-yellow disk, although it shows 
occasional hints of cloud circulation.

Atmospheric patterns on Venus are much more evi-
dent when the planet is examined with equipment capable 

of detecting ultraviolet radiation. Some of Venus’s atmo-
spheric constituents absorb this high-frequency radiation, 
greatly increasing the cloud contrast. Figure 9.6(a) shows an 
ultraviolet image taken in 1979 by the U.S. Pioneer Venus 
spacecraft at a distance of 200,000 km from the planet’s sur-
face; Figure 9.6(b) shows a 2006 mosaic of infrared images 
from the European Venus Express orbiter, whose cameras  
partially penetrate the planet’s thick haze. The large, fast-
moving cloud patterns resemble Earth’s high-altitude jet 
stream more than the great whirls characteristic of Earth’s 
low-altitude clouds. The upper deck of clouds on Venus 
move at almost 400 km/h, encircling the planet in just  
4 days—much faster than the planet itself rotates!

Early spectroscopic studies of sunlight reflected from 
Venus’s clouds revealed the presence of large amounts of 
carbon dioxide, but provided little evidence for any other 
atmospheric gases. Until the 1950s, astronomers gener-
ally believed that observational difficulties alone prevented 
them from seeing other atmospheric components. The hope 
lingered that Venus’s clouds were actually predominantly 
water vapor, like those on Earth, and that below the cloud 

▲ figure 9.5 Venus This photograph, taken from Earth, shows 
Venus with its creamy yellow mask of clouds. no surface detail can 
be seen because the clouds completely obscure our view of what lies 
beneath them. (AURA)
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Venus spins so slowly
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▲ figure 9.4 Venus’s Solar Day Venus’s orbit and retrograde 
rotation combine to produce a solar day on Venus equal to 117 Earth 
days, or slightly more than half a Venus year. The red arrows denote a 
fixed location, or an observer standing, on the planet’s surface. The 
numbers in the figure mark time in Earth days.
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cover Venus might be a habitable planet similar to our own. 
Indeed, in the 1930s, scientists had measured the tempera-
ture of the atmosphere spectroscopically at about 240 K, 
not much different from the temperature of our own upper 
atmosphere.  (Secs. 4.5, 7.2) Calculations of the planet’s 
surface temperature—taking into account the cloud cover 
and Venus’s proximity to the Sun, and assuming an atmos-
phere much like our own—suggested that Venus should 
have a surface temperature only 10 or 20 degrees higher 
than Earth’s.

These hopes for an Earth-like Venus were dashed in 
1956, when radio observations of the planet were used to 
measure its thermal energy emission. Unlike visible light, 
radio waves easily penetrate the cloud layer—and they gave 
the first indication of conditions on or near the surface: 
The radiation emitted by the planet has a blackbody 
spectrum characteristic of a temperature near 730 K! 

 (Sec. 3.4) Almost overnight, the popular conception 
of Venus changed from that of a lush tropical jungle to an 
arid, uninhabitable desert.

Radar observations of the surface of Venus are rou-
tinely carried out from Earth with the Arecibo radio tele-
scope.  (Sec. 5.5) With careful signal processing, this 
instrument can achieve a resolution of a few kilometers, 
but it can adequately cover only a fraction (roughly 25 
percent) of the planet. The telescope’s view of Venus is 
limited by the peculiar spin-orbit coincidence described 
in the previous section (which means that only one side of 
the planet can be studied) and also because radar reflec-
tions from regions near the “edge” of the planet are hard 
to obtain. However, the Arecibo data can usefully be com-
bined with information received from probes orbiting 
Venus to build up a detailed picture of the planet’s surface. 
Only with the arrival of the Magellan probe were more 
accurate data obtained.

ProCeSS of SCieNCe Check

4 Why did early studies of Venus lead astronomers to 
such an inaccurate picture of the planet’s surface 
conditions?

9.4 The Surface of Venus
Although the planet’s clouds are thick and the terrain 
below them totally shrouded, we are by no means igno-
rant of Venus’s surface. Detailed radar observations have 
been made both from Earth and from the Venera, Pioneer 
Venus, and Magellan spacecraft.  (Sec. 6.6) Analysis 
of the radar echoes yields a map of the planet’s surface. 
Except for the last two figures, all the views of Venus in 
this section are “radargraphs” (as opposed to photographs) 
created in this way.

As Figure 9.7(a) illustrates, the early maps of Venus suf-
fered from poor resolution; however, more recent probes—
especially Magellan—have provided much sharper views. As 
in all the Magellan images, the light areas in Figure 9.7(b) 
represent regions where the surface is rough and efficiently 
scatters Magellan’s sideways-looking radar beam back 
to the detector. Smooth areas tend to reflect the beam off 
into space instead and so appear dark. The strength of the 
returned signal as Magellan passed by thus results in a map 
of the planet’s surface.

▲ figure 9.6 Venus, up Close (a) This image of Venus was made 
when the Pioneer spacecraft captured solar ultraviolet radiation 
reflected from the planet’s upper clouds, which are probably 
composed mostly of sulfuric acid droplets, much like the corrosive 
acid in a car battery. (b) Venus in the infrared, as seen by Venus 
Express on approach to the planet. The longer infrared wavelength 
allows us to “see” deeper into Venus’s lower clouds. (NASA; ESA)
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Large-Scale Topography
Figure 9.8(a) shows basically the same Pioneer Venus data 
of Venus as Figure 9.7, except that this figure has been 
flattened out into a more conventional map. The altitude 
of the surface relative to the average radius of the planet is 
indicated by the use of color, with white representing the 
highest elevations and blue the lowest. (Note that the blue 
has nothing to do with oceans, nor does white indicate 
snow-capped mountains!) Figure 9.8(b) shows a map of 
Earth to the same scale and at the same spatial resolution. 
Some of Venus’s main features are labeled in Figure 9.8(c).

The surface of Venus appears to be relatively smooth, 
resembling rolling plains with modest highlands and low-
lands. Two continent-sized features, called Ishtar Terra and 
Aphrodite Terra (named after the Babylonian and Greek 
counterparts, respectively, of Venus, the Roman goddess of 
love), adorn the landscape and contain mountains compa-
rable in height to those on Earth. The elevated “continents” 
occupy only 8 percent of Venus’s total surface area. For com-
parison, continents on Earth make up about 25 percent of 
the surface. The remainder of Venus’s surface is classified as 
lowlands (27 percent) or rolling plains (65 percent), although 
there is probably little geological difference between the two 
terrains. Note that, although Earth’s tectonic plate bounda-
ries are evident in Figure 9.8(b), no similar features can be 

seen in Figure 9.8(a).  (Sec. 7.4) There simply appears to 
be no large-scale plate tectonics on Venus.

Ishtar Terra (“Land of Ishtar”) lies in the southern high 
latitudes (at the tops of Figures 9.7a and 9.8a—recall our earlier 
discussion of Venus’s retrograde rotation). The projection used 
in Figure 9.8 makes Ishtar Terra appear larger than it really is—
it is actually about the same size as Australia. This landmass 
is dominated by a great plateau known as Lakshmi Planum 
(Figure 9.9), some 1500 km across at its widest point and ringed 
by mountain ranges, including the Maxwell Montes range, 
which contains the highest peak on the planet, rising some 
14 km above the level of Venus’s deepest surface depressions. 
Again for comparison, the highest point on Earth (the summit 
of Mount Everest) lies about 20 km above the deepest section 
of Earth’s ocean floor (Challenger Deep, at the bottom of the 
Marianas Trench on the eastern edge of the Philippines plate).

Figure 9.9(a) shows a large-scale Venera image of Lak-
shmi Planum, at a resolution of about 2 km. The “wrin-
kles” are actually chains of mountains, hundreds of  
kilometers long and tens of kilometers apart. The red area 
immediately to the right of the plain is Maxwell Montes. 
On the western (right-hand) slope of the Maxwell range 
lies a great crater, called Cleopatra, about 100 km across. 
Figure 9.9(b) shows a Magellan image of Cleopatra, which 
was originally thought to be volcanic in origin. Close-up 
views of the crater’s structure, however, have led planetary 

R I V U X G
(a) (b)

▲ figure 9.7 Venus Mosaics (a) This image of the surface of Venus was made by a radar transmitter and receiver 
on board the Pioneer spacecraft, which is still in orbit about the planet, but is now inoperative. The two continent-sized 
landmasses are named ishtar Terra (upper left) and Aphrodite (lower right). Colors represent altitude: Blue is lowest, red 
highest. The spatial resolution is about 25 km. (b) A planetwide mosaic of Magellan images, colored in roughly the same 
way as part (a). The largest “continent” on Venus, Aphrodite Terra, is the yellow dragon-shaped area across the center of 
this image. See also the full-page, chapter-opening photo on page 216. (NASA)
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scientists to conclude that the crater is meteoritic in origin, 
although some volcanic activity was apparently associated 
with its formation when the colliding body temporar-
ily breached the planet’s crust. Notice the dark (smooth) 
lava f low emerging from within the inner ring and cutting 
across the outer rim at the upper right.

It is now conventional to name features on Venus 
after famous women—Aphrodite, Ishtar, Cleopatra, and 
so on. However, the early nonfemale names (e.g., Maxwell 

Montes, named after the Scottish physicist James Clerk 
Maxwell) predating this convention have stuck, and they 
are unlikely to change. Venus’s other continent-sized 
formation, Aphrodite Terra, is located on the planet’s 
equator and is comparable in size to Africa. Before 
Magellan’s arrival, some researchers had speculated that 
Aphrodite Terra might have been the site of something 
akin to seafloor spreading at the Mid-Atlantic ridge on 
Earth—a region where two lithospheric plates moved 

▲ figure 9.8 Venus Maps (a) radar map of the surface of Venus, based on Pioneer Venus data. Color represents 
elevation, with white the highest areas and blue the lowest. (b) A similar map of Earth, at the same spatial resolution. 
(c) Another version of (a), with major surface features labeled. Compare with Figure 9.7, and notice how the projection 
exaggerates the size of surface features near the poles. (NASA)
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apart and molten rock rose to the surface in the gap 
between them, forming an extended ridge.  (Sec. 7.4) 
With the low-resolution data then available, the issue 
could not be settled at the time.

The Magellan images now seem to rule out even this 
small-scale tectonic activity, and the Aphrodite region gives 
no indication of spreading. Figure 9.10 shows a portion of 
Aphrodite Terra called Ovda Regio. The crust appears 
buckled and fractured, with ridges running in two distinct 
directions across the image, suggesting that large compres-
sive forces are distorting the crust. There seem to have been 
repeated periods of extensive lava flows. The dark regions 
are probably solidified lava flows. Some narrow lava chan-
nels, akin to rilles on the Moon, also appear.  (Sec. 8.5) 
Such lava channels appear to be quite common on Venus. 
Unlike lunar rilles, however, they can be extremely long—
hundreds or even thousands of kilometers. These lava  
“rivers” often have lava “deltas” at their mouths, where they 
deposited their contents into the surrounding plains.

Figure 9.11 shows a series of angular cracks in the crust, 
thought to have formed when lava welled up from a deep 
fissure, flooded the surrounding area, and then retreated 
below the planet’s surface. As the molten lava withdrew, 
the thin, new crust of solidified material collapsed under 
its own weight, forming the cracks we now see. Even taking 
into account the differences in temperature and composi-
tion between Venus’s crust and Earth’s, this terrain is not at 
all what we would expect at a spreading site similar to the 

Mid-Atlantic Ridge.  (Sec. 7.4) Although there is no evi-
dence for plate tectonics on Venus, it is likely that the stresses 
in the crust that led to the large mountain ranges were caused 
by convective motion within Venus’s mantle—the same 
basic process that drives Earth’s plates. Lakshmi Planum, 
for example, is probably the result of a “plume” of upwelling 
mantle material that raised and buckled the planet’s surface.

▲ figure 9.9 ishtar terra (a) A Venera orbiter image of a plateau known as lakshmi Planum in ishtar Terra. The 
Maxwell Montes mountain range (orange) lies on the western margin of the plain, near the right-hand edge of the  
image. A meteor crater named Cleopatra is visible on the western slope of the Maxwell range. note the two larger 
craters in the center of the plain itself. (b) A Magellan image of Cleopatra showing a double-ringed structure that  
identifies the feature to geologists as an impact crater. (NASA)

Lakshmi
Planum

Maxwell
Montes

1000 km 50 km

(a) (b)
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Cleopatra
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▲ figure 9.10 Aphrodite terra A Magellan image of Ovda regio,  
part of Aphrodite Terra. The intersecting ridges indicate repeated 
compression and buckling of the surface. The dark areas represent  
regions that have been flooded by lava upwelling from cracks like 
those shown in Figure 9.11. (NASA)
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Volcanism and Cratering
On Earth, the principal agent of long-term, planetwide sur-
face change is plate tectonics, driven by convection in our 
planet’s mantle.  (Secs. 7.3, 7.4) Volcanic and seismic 
activity are predominantly (although not exclusively) associ-
ated with plate boundaries. On Venus, without global plate 
tectonics, large-scale recycling of the crust by plate motion 
is not a factor in changing the planet’s surface. Nevertheless, 
many areas of Venus have extensive volcanic features.

Most volcanoes on the planet are of the type known 
as shield volcanoes. Two large shield volcanoes, called 
Sif Mons and Gula Mons, are shown in Figure 9.12. 

Shield volcanoes, such as the 
Hawaiian Islands on Earth, are 
not associated with plate bounda-
ries. Instead, they form when lava 
wells up through a “hot spot” in 
the crust and are built up over 

long periods of time by successive eruptions and lava 
f lows. A characteristic of shield volcanoes is the for-
mation of a caldera, or crater, at the summit when the 
underlying lava withdraws and the surface collapses. 
The distribution of volcanoes over the surface of Venus 
appears random—quite different from the distribution 
on Earth, where volcanic activity clearly traces out plate 
boundaries (see Figure 7.11)—consistent with the view 
that plate tectonics is absent on Venus.

More volcanic features are visible in Figure 9.13, which 
shows a series of seven pancake-shaped lava domes, each 
about 25 km across. They probably formed when lava oozed 
out of the surface, formed the dome, and then withdrew, 

◀ figure 9.11 Lava flows These 
cracks in Venus’s surface, detected by 
Magellan in another part of Aphrodite 
Terra, have allowed lava to reach the 
surface and flood the surrounding terrain. 
The dark regions are smooth lava flows. 
The network of fissures visible here is 
about 50 km long. (NASA)
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▲ figure 9.12 Volcanism on Venus (a) Two larger volcanoes, known as Sif Mons (left) and Gula Mons, appear in 
this Magellan image. Color indicates height above a nominal planetary radius of 6052 km as indicated by the scale at 
left. in Section 9.5, we will see how past volcanism has played a crucial role in determining current conditions in Venus’s 
atmosphere and surface. (b) This computer-generated view of Gula Mons, as seen from ground level (with colors based 
on data returned from Soviet landers) has a greatly exaggerated vertical scale (by about a factor of 40), so the mountain 
looks much taller relative to its width than it really is; Venus is actually a remarkably flat place. (NASA)
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leaving the crust to crack and subside. Lava domes such as 
these are found in numerous locations on Venus. The largest 
volcanic structures on the planet are huge, roughly circular 
regions known as coronae (singular: corona). A large corona, 
called Aine, can be seen in Figure 9.14, another large-scale 
mosaic of Magellan images. Coronae are unique to Venus. 
They appear to have been caused by upwelling mantle mate-
rial, perhaps similar to the uplift that resulted in Lak-
shmi Planum but on a somewhat smaller scale. They 
generally have volcanoes both in and around them, 
and closer inspection of the rims usually shows evi-
dence for extensive lava flows into the plains below.

There is overwhelming evidence for past surface 
activity on Venus. Has this activity now stopped, 
or is it still going on? Two pieces of indirect evi-
dence suggest that volcanism continues today. First,  
the level of sulfur dioxide above Venus’s clouds shows 
large and fairly frequent fluctuations. It is quite 
possible that these variations result from volcanic 
eruptions on the surface. If so, volcanism may be 
the primary cause of Venus’s thick cloud cover. Sec-
ond, both the Pioneer Venus and the Venera orbiters 
observed bursts of radio energy from Aphrodite and 

other regions of the planet’s surface. The bursts are similar to 
those produced by lightning discharges that often occur in 
the plumes of erupting volcanoes on Earth, again suggesting 
ongoing activity. However, while these pieces of evidence are 
quite persuasive, they are still only circumstantial. No “smok-
ing gun” (or erupting volcano) has yet been seen, so the case 
for active volcanism is not yet complete.

▶ figure 9.14 Venus Corona This corona, called 
Aine, lies in the plains south of Aphrodite Terra and is 
about 300 km across. Coronae probably result from 
upwelling mantle material, causing the surface to bulge 
outward. note the pancake-shaped lava domes at top, 
the many fractures in the crust around the corona, and 
the large impact craters with their surrounding white 
(rough) ejecta blankets that stud the region. (NASA)

▲ figure 9.13 Lava Dome (a) These dome-shaped structures on Venus resulted when viscous molten rock bulged 
out of the ground and then retreated, leaving behind a thin, solid crust that later cracked and subsided. Magellan 
found features like these in several locations on Venus. (b) This three-dimensional computer representation of four 
of the domes shows the view looking toward the right from near the center of the image in part (a). Colors in (b) are 
approximately correct, based on data returned by Soviet Venera landers. (NASA)
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The Venus Express spacecraft has been orbiting Venus 
since 2006. Its mission is currently scheduled to end in 2014. 
The probe does not carry instruments capable of imag-
ing the surface, but its infrared sensors are designed to 
make precise temperature measurements at various levels 
in the atmosphere. One important mission goal is to map 
the planet’s surface temperature with sufficient precision to 
detect hot spots on the surface, associated with volcanism or 
tectonic plumes, that are not evident in the Magellan maps. 
In 2010, mission scientists announced that three volcanic 
regions first identified by Magellan are significantly hotter 
than their surroundings, consistent with volcanic activity 
sometime during the past few million years—very recent 
by geological standards, although still far from the ongoing 
eruption many would like to see.

Not all the craters on Venus are volcanic in origin: 
Some, like Cleopatra (Figure 9.9b), were formed by mete-
oritic impact. Large impact craters on Venus are generally 
circular, but those less than about 15 km in diameter can 
be quite asymmetric in appearance. Figure 9.15(a) shows a 
Magellan image of a relatively small meteoritic impact cra-
ter, about 10 km across, in Venus’s southern hemisphere. 
Geologists think that the light-colored region is the ejecta 
blanket—material ejected from the crater following the 
impact. The odd shape may be the result of a large mete-
oroid’s breaking up just before impact into pieces that hit 
the surface near one another. Making craters such as these 
seems to be a fairly common fate for medium-sized bodies 

(1 km or so in diameter) that plow through Venus’s dense 
atmosphere. Figure 9.15(b) shows the largest known impact 
feature on Venus: the 280-km-diameter crater called Mead. 
Its double-ringed structure is in many ways similar to the 
Moon’s Mare Orientale (Figure 8.14a). Numerous impact 
craters (identifiable by their ejecta blankets) can also be dis-
cerned in Figure 9.14.

Venus’s atmosphere is sufficiently thick that small 
meteoroids do not reach the ground, so there are no impact 
craters smaller than 2–3 km across, and atmospheric effects 
probably also account for the relative scarcity of impact cra-
ters less than 25 km in diameter. Contrast this with Earth, 
where even 10-m-sized craters are formed quite frequently 
(every few years) by small meteoroids striking the ground. 
(We don’t see huge numbers of such craters on Earth 
because they are eroded away by wind and water quite rap-
idly—within a few tens of thousands of years.) On average, 
the number of large-diameter craters on Venus’s surface per 
square kilometer is only about one-tenth that in the lunar 
maria. Applying similar crater-age estimates to Venus as we 
do to Earth and the Moon suggests that much of the surface 
of Venus is quite young—less than a billion years old, and 
perhaps as little as 200 or 300 million years in some places, 
such as the region shown in Figure 9.12.  (Sec. 8.5)

Overall, the long-term degree of volcanism on Venus 
seems to be comparable to, but not as great as, that on Earth. 
However, planetary scientists think that the two planets differ 
in both the frequency and the severity of volcanic eruptions. 

▲ figure 9.15 impact Craters on Venus (a) A Magellan image 
of a multiple-impact crater in Venus’s southern hemisphere shows 
irregularly shaped, light-colored ejecta debris that was probably 
caused by a meteoroid that fragmented just prior to impact. The 
dark regions in the crater may be pools of solidified lava. (b) Venus’s 
largest crater, named after anthropologist Margaret Mead, clearly 
displays a double-ringed structure. (NASA)
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On Earth, near-continuous volcanic activity at plate bounda-
ries provides a natural “release valve,” allowing energy from 
the interior to escape steadily through the surface in many 
small-scale volcanic events. On Venus, on the other hand, 
with no plate tectonics there is no such release mechanism, 
and heat from the planet’s interior tends to build up in the 
upper mantle. Although small-scale volcanoes may still form 
and erupt from time to time, most of this pent-up energy 
seems to be released catastrophically in planetwide volcanic 
eruptions every few hundred million years. Although erosion 
by the planet’s atmosphere may play some part in obliterating 
surface features, the main erosive agent on Venus is volcan-
ism, which appears to have “resurfaced” much of the planet 
roughly 500 million years ago.

Data from the Soviet Landers
The 1975 soft landings of the Soviet Venera 9 and Venera 10  
spacecraft directly established that Venus’s surface is dry 
and dusty. Figure 9.16(a) shows one of the first photographs 
of the surface of Venus radioed back to Earth. Each craft 
lasted only about an hour before overheating, their elec-
tronic circuitry literally melting in this planetary oven. 
Typical rocks in the photo measure about 50 cm by 20 
cm across—a little like flagstones on Earth. Sharp-edged 
and slablike, these rocks show little evidence of erosion. 

Apparently, they are quite young rocks, again supporting 
the idea of ongoing surface activity of some kind on Venus.

Later Venera missions took more detailed photographs, 
as shown in Figure 9.16(b). The presence of small rocks and 
finer material indicates the effects of erosive processes. These 
later missions also performed simple chemical analyses of the 
surface of Venus. The samples studied by Venera 13 and Ven-
era 14 were predominantly basaltic in nature, again implying 
a volcanic past. However, not all the rocks were found to be 
basaltic: The Venera 17 and Venera 18 landers also found sur-
face material resembling terrestrial granite, probably (as on 
Earth) part of the planet’s ancient crust.

CoNCePt Check

4 Are volcanoes on Venus associated mainly with the 
movement of tectonic plates, as on Earth?

9.5 The Atmosphere of Venus
Measurements made by the Venera and Pioneer Venus space-
craft have allowed astronomers to paint a fairly detailed pic-
ture of Venus’s atmosphere.  (Sec. 6.6) The planet’s hot, 
dense, carbon dioxide atmosphere contrasts sharply with 
that of Earth, even though, as we will see, the two may have 
had comparable beginnings.  (Discovery 6-2)

◀ figure 9.16 Venus in Situ (a) The first 
direct view of the surface of Venus, radioed 
back to Earth from the Soviet Venera 9 
spacecraft, which made a soft landing on the 
planet in 1975. (b) Another view of Venus, in 
true color, from Venera 14. Flat rocks like those 
visible in part (a) are seen among many smaller 
rocks and even fine soil on the surface. The 
peculiar filtering effects of whatever light  
does penetrate the clouds make Venus’s air  
and ground appear peach colored—in reality, 
they are most likely gray, like rocks on Earth. 
(Russian Space Agency)
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About as much sunlight penetrates Venus’s clouds as on a heavily overcast day on Earth.
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Atmospheric Structure
Figure 9.17 shows the variation of temperature and pres-
sure with height. (Compare this figure with Figure 7.2, 
which gives similar information for Earth). The atmosphere 

of Venus is about 90 times more massive than Earth’s, and 
it extends to a much greater height above the surface. On 
Earth, 90 percent of the atmosphere lies within about 10 km 
of sea level. On Venus, the 90 percent level is found at an 
altitude of 50 km instead. The surface temperature and pres-
sure of Venus’s atmosphere are much greater than Earth’s. 
However, the temperature drops more rapidly with altitude, 
and the upper atmosphere of Venus is actually colder than 
our own (the coldest measured so far, by Venus Express in 
2012, was 100 K at 125 km altitude).

Venus’s troposphere extends up to an altitude of nearly 
100 km. The reflective clouds that block our view of the sur-
face lie between 50 and 70 km above the surface. Data from 
the Pioneer Venus multiprobe indicate that the clouds may 
actually be separated into three distinct layers within that 
altitude range. Below the clouds, extending down to an alti-
tude of some 30 km, is a layer of haze. Below 30 km, the air is 
clear. Above the clouds, a high-speed “jet stream” blows from 
west to east at about 300–400 km/h, fastest at the equator and 
slowest at the poles. This high-altitude flow is responsible for 
the rapidly moving cloud patterns seen in ultraviolet light.

Figure 9.18 shows a sequence of three ultraviolet images 
of Venus in which the variations in the cloud patterns can 
be seen. Note the characteristic V-shaped appearance of the 
clouds—a consequence of the fact that, despite their slightly 
lower speeds, the winds near the poles have a shorter dis-
tance to travel in circling the planet and so are always forg-
ing ahead of winds at the equator. Near the surface, the 
dense atmosphere moves more sluggishly—indeed, the fluid 
flow bears more resemblance to that in Earth’s oceans than 
to the flow in Earth’s air. Surface wind speeds on Venus are 
typically less than 2 m/s (roughly 4 mph).

▲ figure 9.17 Venus’s Atmosphere The structure of the 
atmosphere of Venus, as determined by U.S. and Soviet probes. (One 
bar is the atmospheric pressure at sea level on Earth.) The planet’s 
hot, dense atmosphere contrasts greatly with that of Earth, giving us 
important insights into the evolution of both.
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▲ figure 9.18 Atmospheric Circulation Three ultraviolet views of Venus, taken by the Pioneer Venus orbiter  
at about 10-hour intervals, shows the changing cloud patterns in the planet’s upper atmosphere. The wind flow is from 
right to left (or clockwise from above), in the direction opposite the sideways “V” in the clouds. notice the motion of 
the dark region marked by the blue arrow. Venus’s retrograde rotation means that north is at the bottom of these  
images and west to the right. (NASA)
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One of Venus Express’s main missions is to study atmos-
pheric circulation on Venus. In 2006 the orbiter returned a 
series of intriguing images of the planet’s south pole, show-
ing a polar vortex of swirling winds there (Figure 9.19). Polar 
vortices are well known to atmospheric scientists. Although 
they may look like giant hurricanes, they are not storms in 
the usual sense. They are relatively stable, long-lived flows cir-
cling the polar regions. They are expected in any body (planet 
or moon) with an atmosphere, although the details depend on 
the properties of the atmosphere and the body’s rotation rate. 
Earth’s south polar vortex, for example, plays an important 
role in confining and concentrating the gases responsible for 
our planet’s antarctic ozone hole.  (Sec. 7.2)

NASA’s Pioneer Venus orbiter discovered the planet’s 
north polar vortex in 1978, and when Venus Express reached 
Venus in 2006, the search for the southern vortex was one 
of its top priorities. The Venus vortices present a puzzle  
to scientists because of their peculiar “double-lobed” struc-

ture (see right side 
of Figure 9.19),  
which is unique to 
Venus. This struc-
ture is not well 
understood. By 
making repeated 
observations of the 
southern vortex 
and watching how 
it changes in time, 
scientists hope to 
understand the 
forces driving it 
and gain clues to 
the global circu-
lation of Venus’s 
atmosphere.

Atmospheric Composition
Carbon dioxide (CO2) is the dominant component of Venus’s 
atmosphere, accounting for 96.5 percent of it by volume. 
Almost all of the remaining 3.5 percent is nitrogen (N2). 
Trace amounts of other gases, such as water vapor, carbon 
monoxide, sulfur dioxide, and argon, are also present. This 
composition is clearly radically different from that of Earth’s 
atmosphere. The absence of oxygen is perhaps not surprising, 
given the absence of life. (Recall our discussion of Earth’s 
atmosphere in Chapter 7.)  (Sec. 7.2) However, there is no 
sign of the large amount of water vapor we would expect to 
find if a volume of water equivalent to Earth’s oceans had 
evaporated and remained in the planet’s atmosphere. If Venus 
started off with an Earth-like composition, then something 
has happened to its water—Venus is now a very dry planet.

For a long time, the chemical makeup of the reflective 
cloud layer surrounding Venus was unknown. At first, sci-
entists assumed that the clouds were water vapor or ice, as 
on Earth, but the reflectivity of the clouds at different wave-
lengths didn’t match that of water ice. Later infrared obser-
vations carried out in the 1970s showed that the clouds (or 
at least the top layer of clouds) are actually composed of 
sulfuric acid, created by reactions between water and sul-
fur dioxide. Sulfur dioxide is an excellent absorber of ultra-
violet radiation and could be responsible for many of the 
cloud patterns seen in ultraviolet light. Spacecraft observa-
tions confirmed the presence of all three compounds in the 
atmosphere and also indicated that there may be particles of 
sulfur suspended in and near the cloud layers, which may 
account for Venus’s characteristic yellowish hue.

The Greenhouse Effect on Venus
Given the distance of Venus from the Sun, the planet was not 
expected to be such a pressure cooker. As mentioned earlier, 
calculations based on Venus’s orbit and reflectivity indicated a 
temperature not much different from Earth’s, and early mea-
surements of the cloud temperatures seemed to concur. Cer-
tainly, scientists reasoned, Venus could be no hotter than the 

sunward side of Mercury, 
and it should probably be 
much cooler. This reason-
ing was obviously seri-
ously in error.

Why is Venus’s at -
mosphere so hot? And 
if, as we think, Venus 
started off like Earth, why 
is it now so different? The 
answer to the first ques-
tion is fairly easy: Given 
the present composition 
of its atmosphere, Venus 
is hot because of the 
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▲ figure 9.19 
Venus Polar Vortex The visible image 
at left shows Venus during the day when 
sunlight reflects from its cloud tops. By 
contrast, the false-color insets at right 
are nighttime views of infrared radiation arising from deeper layers near 
Venus’s south pole, emphasizing the dynamic swirls and vortices of its 
lower-atmospheric cloud structures. These images of the southern vortex 
were taken a few hours apart by Europe’s Venus Express spacecraft. (ESA)
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greenhouse effect. Recall from our discussion in Chapter 7 that 
“greenhouse gases” in Earth’s atmosphere—particularly water 
vapor and carbon dioxide—serve to trap heat from the Sun.  

 (Sec. 7.2) By inhibiting the escape of infrared radiation rera-
diated from Earth’s surface, these gases increase the planet’s 
equilibrium temperature, in much the same way as an extra 
blanket keeps you warm on a cold night. Continuing the anal-
ogy a little further, the more blankets you place on the bed, the 
warmer you will become. Similarly, the more greenhouse gases 
there are in the atmosphere, the hotter the surface will be.

The same effect occurs naturally on Venus, whose dense 
atmosphere is made up almost entirely of a primary greenhouse 
gas, carbon dioxide. As illustrated schematically in Figure 9.20, 
the thick carbon dioxide blanket absorbs nearly 99 percent of 
all the infrared radiation released from the surface of Venus 
and is the immediate cause of the planet’s sweltering 730 K 
surface temperature. Furthermore, the temperature is nearly as 
high at the poles as at the equator, and there is not much dif-
ference between the temperatures on the day and night sides. 
The circulation of the atmosphere spreads energy efficiently 
around the planet, making it impossible to escape the blazing 
heat, even during the planet’s 2-month-long night.

The Runaway Greenhouse Effect

But why is Venus’s atmosphere so different from Earth’s? Let’s 
assume that the two planets started off with basically similar 
compositions. Why, then, is there so much carbon dioxide in 
the atmosphere of Venus, and why is the planet’s atmosphere 
so dense? To address these questions, we must consider the 
processes that created the atmospheres of the terrestrial planets 
and then determined their evolution. In fact, we can turn the 
question around and ask instead, “Why is there so little carbon 
dioxide in Earth’s atmosphere compared with that of Venus?”

Earth’s atmosphere has evolved greatly since it first 
appeared. Our planet’s secondary atmosphere was outgassed 
from the interior by volcanic activity 4 billion years ago.  

 (Sec. 7.2) Since then, it has been reprocessed, in part by 
living organisms, into its present form. On Venus, the initial 
stages probably took place in more or less the same way, so that 
at some time in the past, Venus might well have had an atmo- 
sphere similar to the primitive secondary atmosphere on Earth,  
containing water, carbon dioxide, sulfur dioxide, and nitrogen-
rich compounds. What happened on Venus to cause such a 
major divergence from subsequent events on our own planet?

Arrow thickness is proportional to the amount of radiation moving in and out.
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▲ figure 9.20 greenhouse effect on earth and Venus Because Venus’s atmosphere is much deeper and 
denser than Earth’s, a much smaller fraction of the infrared radiation leaving the planet’s surface escapes into space. 
The result is a much stronger greenhouse effect than on Earth and a correspondingly hotter planet. The reasons for 
this critical difference between the two planets are of vital importance for life on Earth.
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On Earth, sunlight split the nitrogen-rich compounds, 
releasing nitrogen into the air. Meanwhile, the water con-
densed into oceans, and much of the carbon dioxide and 
sulfur dioxide eventually became dissolved in them. Most of 
the remaining carbon dioxide combined with surface rocks. 
Thus, much of the secondary outgassed atmosphere quickly 
became part of the surface of the planet. If all the dissolved or 
chemically combined carbon dioxide were released back into 
Earth’s present-day atmosphere, its new composition would be 
98 percent carbon dioxide and 2 percent nitrogen, and it would 
have a pressure about 70 times its current value. In other words, 
apart from the presence of oxygen (which appeared on Earth 
only after the development of life) and water (the absence of 
which on Venus will be explained shortly), Earth’s atmosphere 
would be a lot like that of Venus! The real difference between 
Earth and Venus, then, is that Venus’s greenhouse gases never 
left the atmosphere the way they did on Earth.

When Venus’s secondary atmosphere appeared, the tem-
perature was higher than on Earth, simply because Venus is 
closer to the Sun. However, the Sun was probably somewhat 
dimmer then (see Chapter 22)—perhaps only half its present 
brightness—so there is some uncertainty as to exactly how 
much hotter than Earth Venus actually was. If the tempera-
ture was already so high that no oceans condensed, the out-
gassed water vapor and carbon dioxide would have remained 
in the atmosphere, and the full greenhouse effect would have 
gone into operation immediately. If (as now seems more 
likely) oceans did form and most of the greenhouse gases left 
the atmosphere, as they did on Earth,* the temperature must 
still have been sufficiently high that a process known as the 
runaway greenhouse effect came into play.

To understand the runaway greenhouse effect, imag-
ine that we took Earth from its present orbit and placed it in 
Venus’s orbit, some 30 percent closer to the Sun. At that dis-
tance from the Sun, the amount of sunlight striking Earth’s 
surface would be about twice its present level, so the planet 
would warm up. More water would evaporate from the 
oceans, leading to an increase in atmospheric water vapor. At 
the same time, the ability of both the oceans and surface rocks 
to hold carbon dioxide would diminish, allowing more car-
bon dioxide to enter the atmosphere. As a result, greenhouse 
heating would increase, and the planet would warm still fur-
ther, leading to a further increase in atmospheric greenhouse 
gases, and so on. Once started, the process would “run away,” 
eventually leading to the complete evaporation of the oceans, 
restoring all the original greenhouse gases to the atmosphere. 
Although the details are quite complex, basically the same 
thing would have happened on Venus long ago, ultimately 
resulting in the planetary inferno we see today.

The presence of atmospheric water vapor meant that 
the greenhouse effect on Venus was even more extreme in 
the past. By intensifying the blanketing effect of the carbon 
dioxide, the water vapor helped the surface of Venus reach 
temperatures perhaps twice as hot as current temperatures. 
At the high temperatures of the past, the water vapor was able 
to rise high into the planet’s upper atmosphere—so high that 
it was broken up by solar ultraviolet radiation into its com-
ponents, hydrogen and oxygen. The light hydrogen rapidly 
escaped, the reactive oxygen quickly combined with other 
atmospheric gases, and virtually all of the water on Venus 
was lost forever. This is the reason that Venus lacks water 
today. The tail end of this process is still ongoing. The Venus 
Express orbiter has detected miniscule quantities of hydro-
gen and oxygen escaping into space, consistent with the trace 
amount of water remaining in the atmosphere today.

Although it is highly unlikely that global warming will 
ever send Earth down the path taken by Venus, this episode 
highlights the relative fragility of the planetary environ-
ment.  (Discovery 7-1) No one knows how close to the 
Sun Earth could have formed before a runaway greenhouse 
effect would have occurred. But in comparing our planet 
with Venus, we have come to understand that there is an 
orbital limit, presumably between 0.7 and 1.0 AU, inside 
of which Earth would have suffered a similar catastrophic 
runaway. We must consider this “greenhouse limit” when 
we assess the likelihood that planets harboring life formed 
elsewhere in our Galaxy (see Chapter 28).

CoNCePt Check

4 If Venus had formed at Earth’s distance from the Sun, 
what might its climate be like today?

9.6  Venus’s Magnetic Field and 
Internal Structure

In 1962, Mariner 2 flew by Venus, carrying, among other 
instruments, magnetometers to measure the strength of the 
planet’s magnetic field. None was detected, and subsequent 
Soviet and U.S. missions, carrying more sensitive detectors, 
have confirmed this finding. Pioneer Venus did detect a weak 
“induced” magnetic field produced by the interaction between 
the planet’s upper atmosphere and the solar wind, but Venus 
apparently has no intrinsic magnetic field of its own.

Venus, with an average density similar to that of Earth, 
probably has a similar overall composition and a partially 
molten iron-rich core. The lack of any significant magnetic 
field on Venus, then, is almost surely the result of the plan-
et’s extremely slow rotation and consequent lack of dynamo 
action.  (Sec. 7.5) Having no magnetosphere, Venus 
has no protection from the solar wind. The planet’s upper 
atmosphere is continually bombarded by high-energy par-
ticles from the Sun, keeping the topmost layers permanently 

*In fact, careful study of the Magellan images reveals no sign of ancient 
seashores or ocean basins, nor evidence of erosion by rivers on Venus. 
However, it is unclear whether such features would have survived the 
heavy volcanism known to have occurred in the planet’s more recent past.



ionized. However, the great thickness of the atmosphere pre-
vents any of these particles from reaching the surface.

None of the Venera landers carried seismic equipment, 
so no direct measurements of the planet’s interior have been 
made, and theoretical models of the interior have little hard 
data to constrain them. However, to many geologists, the 
surface of Venus resembles that of the young Earth, at an 
age of perhaps a billion years. At that time, volcanic activ-
ity had begun, but the crust was still relatively thin and the 
convective processes in the mantle that drive plate tectonic 
motion were not yet fully established. Measurements of the 
planet’s gravitational field suggest that Venus lacks an asthe-
nosphere, the semisolid part of the upper mantle over which 
Earth’s lithosphere slides.  (Sec. 7.4)

Why has Venus remained in that immature state and 
not developed plate tectonics as Earth did? That question 
remains to be answered. Some planetary geologists have 

speculated that the high surface temperature has inhibited 
Venus’s evolution by slowing the planet’s cooling. Possibly 
the high surface temperature has made the crust too thin, or 
the mantle too fluid, for Earth-style plate motion to develop. 
Or perhaps the high temperature and thin crust have led to 
more volcanism, tapping the energy that might otherwise go 
into convective motion. It may also be that the presence of 
water plays an important role in lubricating convection in 
the mantle and plate motion, so that arid Venus could never 
have evolved along the same path as Earth.

CoNCePt Check

4 If the interior of Venus is quite Earth-like, and Venus 
has a molten iron core, why doesn’t the planet have a 
magnetic field as Earth does?

The Big Question The biggest question confronting humans living on a globally warming Earth 
is obvious: Could Earth someday heat up as much as Venus? The fact that Venus is just little closer to 
the Sun than is Earth probably made all the difference. Venus’s warmer water escaped early in its history 
and thus could not help remove CO2 from the atmosphere by trapping it in rocks and oceans, as occurs 
on Earth even today; Earth’s cooler water remained and reduced this famous greenhouse gas to trace 
amounts. Even so, we might wonder: How much CO2 dare we humans release into our own air? Are we 
placing our planet on a path to become like Venus?

 1 The interior orbit of Venus with 
respect to Earth’s means that Venus 
never strays far from the Sun in the 
sky. Because of its highly ref lective 
cloud cover, Venus is brighter than any 
star in the sky, as seen from Earth. The 
planet’s mass and radius are similar to 
those of Earth. The planet’s rotation is slow and retrograde, 
most likely because of a collision between Venus and some 
other solar system body during the late stages of the planet’s 
formation.
 2  The extremely thick atmosphere of 
Venus is nearly opaque to visible radia-
tion, making the planet’s surface invisible 
at optical wavelengths from the outside. 
Venus’s atmosphere is nearly 100 times 
denser than Earth’s and consists mainly 
of carbon dioxide. The temperature of 
the upper atmosphere is much like that of 
Earth’s upper atmosphere, but the surface 

temperature of Venus is a searing 730 K. The planet’s high-level 
winds circulate rapidly around the planet, and there are pecu-
liarly shaped polar vortices (p. 230) at both poles.
3  Venus’s surface has been thoroughly 

mapped by radar from Earth-based 
radio telescopes and orbiting satellites. 
The planet’s surface is mostly smooth, 
resembling rolling plains with modest 
highlands and lowlands. Two elevated 
continent-sized regions are called Ishtar 
Terra and Aphrodite Terra. There is no 
evidence for plate tectonic activity as on 
Earth. Features called coronae (p. 226) are thought to have been 
caused by an upwelling of mantle material. For unknown reasons, 
the upwelling never developed into full convective motion. The 
surface of the planet appears to be relatively young, resurfaced by 
volcanism within the past few hundred million years. Many lava 
domes (p. 225) and shield volcanoes (p. 225) were found by 
the Magellan orbiter on Venus’s surface, but none of the volcanoes 
has yet proved to be currently active.

Chapter Review
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4  Some craters on Venus are 
due to meteoritic impact, but the 
majority appear to be volcanic in 
origin. The evidence for currently 
active volcanoes on Venus includes 
surface features resembling those 
produced in Earthly volcanism, 
fluctuating levels of sulfur dioxide 
in Venus’s atmosphere, and bursts 
of radio energy similar to those produced by lightning discharges 
that often occur in the plumes of erupting volcanoes on Earth. 
However, no actual eruptions have been seen. Soviet spacecraft 
that landed on Venus photographed surface rocks with sharp 
edges and a slablike character. Some rocks appear predominantly 
basaltic in nature, implying a volcanic past, others resemble ter-
restrial granite and are probably part of the planet’s ancient crust.
5  Although Venus and Earth may have started off with fairly 

similar surface conditions, their atmospheres are now very differ-
ent. The total mass of Venus’s atmosphere is about 90 times greater 

than Earth’s. The greenhouse effect 
caused by the large amount of carbon 
dioxide in Venus’s atmosphere is the 
cause of the planet’s current high tem-
peratures. Almost all the water vapor 
and carbon dioxide initially present 
in Earth’s early atmosphere quickly 
became part of the oceans or surface rocks. Because Venus orbits 
closer to the Sun than does Earth, surface temperatures on Venus 
were initially higher, and the planet’s greenhouse gases never left 
the atmosphere. The runaway greenhouse effect (p. 232) caused 
all the planet’s greenhouse gases—carbon dioxide and water 
vapor—to end up in the atmosphere, leading to the extreme condi-
tions we observe today.
6  Venus has no detectable magnetic field, almost certainly 

because the planet’s rotation is too slow for any appreciable 
dynamo effect to have developed. To some planetary geologists, 
Venus’s interior structure suggests that of the young Earth, before 
convection became established in the mantle.
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Review and Discussion

Earth’s atmosphere. What happened to all the water that 
Venus must have had when the planet formed?

 9. If Venus had formed at Earth’s distance from the Sun, what 
do you imagine its climate would be like today? Why do you 
think so?

 10. LO3 How do the “continents” of Venus differ from Earth’s 
continents?

 11. How are the impact craters of Venus different from those 
found on other bodies in the solar system?

 12. LO4 POS What evidence exists that volcanism of various 
types has changed the surface of Venus?

 13. What is the evidence for active volcanoes on Venus?
 14. LO6 Given that Venus, like Earth, probably has a partially 

molten iron-rich core, why doesn’t Venus also have a mag-
netic field?

 15. Do you think that Earth is in any danger of being subject to 
a runaway greenhouse effect like that on Venus?

 1. Why does Venus appear so bright to the eye? Upon what fac-
tors does the planet’s brightness depend?

 2. LO1 Explain why Venus is always found in the same gen-
eral part of the sky as the Sun.

 3. POS What is our current best explanation of Venus’s slow, 
retrograde spin?

 4. POS How did radio observations of Venus made in the 
1950s change our conception of the planet?

 5. What did ultraviolet images returned by Pioneer Venus 
show about the planet’s high-level clouds?

 6. LO2 Name three ways in which the atmosphere of Venus 
differs from that of Earth.

 7. What are the main constituents of Venus’s atmosphere? 
What are clouds in the upper atmosphere made of?

 8. LO5 What component of Venus’s atmosphere causes the 
planet to be so hot? Explain why there is so much of this gas 
in the atmosphere of Venus, compared with its presence in 

 For instructor-assigned homework go to MasteringAstronomy.com.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning Outcomes.

Conceptual Self-Test: Multiple Choice
 1. VIS According to Figure 9.2 (“Venus’s Brightness”), Venus 

is never seen at midnight because (a) it is closer to the Sun 
than is Earth; (b) it will be in its new phase then; (c) it is vis-
ible only at sunset; (d) it will be at superior conjunction.

 2. Venus’s permanent retrograde rotation about its axis results 
in the planet (a) always rising in the western sky; (b) orbit-
ing the Sun in the opposite direction from Earth; (c) hav-
ing its north pole below the plane of the ecliptic; (d) being 
brighter than any other planet.



Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. •• Using the data given in the text, calculate Venus’s 
angular diameter, as seen by an observer on Earth, when the 
planet is (a) at its brightest, (b) at greatest elongation, and  
(c) at the most distant point in its orbit.

 2. •• Seen from Earth, through how many degrees per night 
(relative to the stars) does Venus move around the time of 
inferior conjunction (closest approach to Earth)?

 3. • How long does a radar signal take to travel from Earth to 
Venus and back when Venus is brightest? Compare this time 
with the round-trip time when Venus is at its closest point  
to Earth.

 4. • What is the size of the smallest feature that could be dis-
tinguished on the surface of Venus (at closest approach) by 
the Arecibo radio telescope at an angular resolution of 1″?

 5. • Could an infrared telescope with an angular resolution of 
0.1″ distinguish impact craters on the surface of Venus?

 6. • Approximating Venus’s atmosphere as a layer of gas 50 km  
thick, with uniform density 21 kg/m3, calculate the total 
mass of the atmosphere. Compare your answer with the 
mass of Earth’s atmosphere (Chapter 7, Problem 1) and with 
the mass of Venus.

 7. • Pioneer Venus observed high-level clouds moving around 
Venus’s equator in 4 days. What was their speed in km/h?  
In mph?

 8. • According to Stefan’s law (see Section 3.4), how much 
more radiation—per square meter, say—is emitted by 
Venus’s surface at 730 K than is emitted by Earth’s surface at 
300 K?

Activities
Collaborative

 1. In 1994, NASA elected to turn off the Magellan Orbiter, even 
though it was working perfectly and still sending back valu-
able data. Does your group agree or disagree with NASA’s 
decision? Explain your reasoning.

Individual
 1. Consult an almanac (or look online) to determine the next 

time Venus will pass between Earth and Sun. How many 
days before and after this event can you glimpse the planet 
with the eye alone?

 2. Find out when Venus will next pass between Earth and 
the Sun. How many days before and after this event can 
you glimpse the planet with the naked eye? Using bin-
oculars or a small telescope, examine Venus as it goes 
through its phases. Note the phase and the relative 
size (you can compare its size to the field of view in a  
telescope; always use the same eyepiece). Observe 
it every few days or once a week. Make a table of its 
shape, size, and relative brightness. Can you see the  
correlations between these properties first recognized  
by Galileo?

 3. Compared with Earth, Venus is (a) much smaller; (b) much 
larger; (c) about the same size.

 4. Venus’s surface is permanently obscured by clouds. As a 
result, the surface has been studied primarily by (a) robotic 
landers (b) orbiting satellites using radar; (c) spectroscopy; 
(d) radar signals from Earth.

 5. Compared with Earth, Venus has a level of plate tectonic ac-
tivity that is (a) much more rapid; (b) virtually nonexistent; 
(c) about the same.

 6. Venus’s atmosphere (a) has almost the same chemical com-
position as Earth’s; (b) shows very high levels of humidity; 
(c) is composed mostly of carbon dioxide; (d) is predomi-
nantly made of acid droplets.

 7. Compared with Earth’s atmosphere, most of Venus’s atmos-
phere is (a) compressed much closer to the surface; (b) spread 

out much farther from the surface; (c) similar in extent and 
structure. 

 8. VIS According to Figure 9.17 (“Venus’s Atmosphere”), 
Venus’s atmospheric temperature is (a) about the same as 
Earth’s; (b) cooler than temperatures on the planet Mer-
cury; (c) hotter than temperatures on Mercury; (d) high due 
to the presence of sulfuric acid.

 9. Carbon dioxide on Venus (a) is all in the atmosphere;  
(b) was absorbed in surface water and has evaporated into 
space; (c) has dissolved in the atmospheric acid; (d) is inte-
grated into the surface rocks.

 10. Venus lacks a planetary magnetic field because (a) it rotates 
very slowly; (b) it does not have a molten core; (c) there are 
no plate tectonics on the planet; (d) the core contains little 
or no iron.
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Left: This true-color mosaic of many images was made in 2013 by the Curiosity 

spacecraft that soft-landed in Mars’s equatorial region. Amid scattered rocks, which hold 

“memories” of the ancient events that formed them, this view shows wind-swept areas 

inside Gale crater, which was once probably filled with water and where subsurface soil 

and ice were scooped up and tested in an onboard mini-chemistry lab. (NASA/JPL)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Mars
A NeAr MiSS for Life?

10
Named by the ancient Romans for their bloody god of war, Mars is 
for many people the most intriguing of all celestial objects. Over the 
years, it has inspired speculation that life—perhaps intelligent and 
possibly hostile—may exist there. With the dawn of the Space Age, 
those notions had to be abandoned. Visits by robot spacecraft have 
revealed no signs of life of any sort on Mars, even at the microbial level.

Still, the planet’s properties are close enough to those of Earth 
that Mars is even now widely regarded as the second most hospitable 
environment for the appearance of life in the solar system, after 
Earth itself. At about the same time as Earth’s “twin,” Venus, was 
evolving into a searing inferno, the Mars of long ago may have had 
running water and blue skies. If life ever arose there, however, it must 
be long extinct. The Mars of today appears to be a dry, dead world.

Learning Outcomes

Studying this chapter will enable you to

1  Summarize the general orbital and 
physical properties of Mars.

2  Describe the observational  
evidence for seasonal changes  
on Mars.

3  Compare the surface features and 
geology of Mars with those of the 
Moon and earth, and account for 
these characteristics in terms of 
Martian history.

4  Present the evidence that Mars 
once had a much denser atmo-
sphere and running water on its 
surface.

5  explain where that ancient water 
on Mars may be found today.

6  Compare the atmosphere of Mars 
with those of earth and Venus, and 
explain why the evolutionary histo-
ries of these three worlds diverged 
so sharply.

7  outline what is known of the inter-
nal structure of Mars.

8  Describe the characteristics of the 
Martian moons, and explain their 
probable origin.

The Big Picture Astronomers are a unique breed, in many 
ways commissioned by the public to keep an eye on the universe. 
And they have kept their eyes on Mars for a long time. Mars has 
probably been reconnoitered by humans more than any other 
cosmic object beyond the Earth and Moon. This alien world 
intrigues us, frustrates us, and even invites us to visit. Although 
Mars today seems as dry as any desert on Earth, many scientists 
think it was much wetter billions of years ago, when the Martian 
atmosphere was thicker and the climate was warmer. It does 
seem likely that some day, humans will colonize this planet, even 
“terraform” it, thus creating a second “Earth” for our species.
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10.1 Orbital Properties
Mars is the fourth planet from the Sun and the outermost of 
the four terrestrial worlds in the solar system. It lies outside 
Earth’s orbit, as illustrated in Figure 10.1(a), which shows 
the orbits of both planets drawn to scale. Because of its 
superior (exterior) orbit, Mars ranges in our sky from a posi-
tion that appears close to the Sun (conjunction, with Earth 
and Mars at points A in the figure) to one on the oppo-
site side of the sky from the Sun (opposition, at points B). 

 (Sec. 2.2) Contrast this orbit with Mercury’s and 
Venus’s inferior orbits, which ensure that we never see those 
planets far from the Sun in the nighttime sky.  (Secs. 8.1, 
9.1) From our earthly viewpoint, Mars appears to traverse 
a great circle in the sky, keeping close to the ecliptic and 
occasionally executing retrograde loops.  (Sec. 2.2)

Mars’s orbital eccentricity is 0.093, much larger than that 
of most other planets—only the innermost planet, Mercury, 
has a more elongated orbit. Because of this relatively large 
eccentricity, Mars’s perihelion distance from the Sun—1.38 AU  
(207 million km)—is substantially smaller than its aphelion 
distance—1.67 AU (249 million km)—resulting in a large 
variation in the amount of sunlight striking the planet over 
the course of its year. In fact, the intensity of sunlight on the 
Martian surface is almost 45 percent greater when the planet 
is at perihelion than when it is at aphelion. As we will see, 
this has a substantial effect on the Martian climate.

Mars is largest and brightest in the night sky at oppo-
sition, when Earth lies between Mars and the Sun (loca-
tion B in Figure 10.1a). If this happens to occur near 
Martian perihelion, the two planets can come as close 
as 0.37 AU (56 million km). The separation is less than 
0.38 AU because Earth’s orbit is slightly eccentric and 
our planet actually lies about 1.01 AU from the Sun when 
such an opposition occurs. (As indicated in Figure 10.1, 
Earth reaches aphelion in early July, whereas opposition 
at Martian perihelion happens in late August.) The angu-
lar size of Mars under these most favorable circumstances 
is about 25–. Ground-based observations of the planet at 
those times can distinguish surface features as small as 
100 km across—about the same resolution as the unaided 
human eye can achieve when viewing the Moon. Notice 
that, at this resolution, the extensive “canal systems” that 
once fueled such rampant speculation about life on Mars 
(see the Part 2 Opener on p. 134) could not possibly actu-
ally have been observed. They were strictly a figment of 
the human imagination.

Figure 10.1(b), shows the dates and configurations of 
eight successive Martian oppositions between January 1993 
and December 2007. Oppositions occur at roughly 780-day 
intervals with corrections for the fact that, in accordance 
with Kepler’s second law, the planets do not move at con-
stant speeds around their orbits.  (Sec. 2.5, More Precisely 
9-1) Oppositions near Martian perihelion are less frequent, 

Note how the angular size of Mars,
shown here as actual images taken
at opposition, varies with
distance from Earth.
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▲ figure 10.1 Mars Orbit (a) The orbit of Mars compared with that of earth. Note that Mars’s orbit is noticeably off 
center, unlike earth’s, whose eccentricity is barely perceptible here. When the planets are on opposite sides of the Sun, as at 
the points marked A, Mars is said to be at conjunction. The planets are at their closest at opposition, when earth and Mars are 
aligned and on the same side of the Sun, as at the points marked B. (b) Several oppositions of Mars, including the particularly 
favorable (close) configuration of August 2003 and the unfavorable oppositions of february 1995 and March 1997.
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occurring roughly once every 15 years. The most recent such 
event, on August 28, 2003, was one of the closest ever, with 
Mars just 0.373 AU from Earth, affording unprecedented 
observing conditions for amateurs and professionals alike. 
On average, the two planets come within 0.38 AU of one 
another only about three times per century.

Although Mars is quite bright and easily seen at oppo-
sition, the planet is still considerably fainter than Venus. 
This faintness results from a combination of three fac-
tors. First, Mars is more than twice as far from the Sun 
as is Venus, so each square meter on the Martian surface 
receives less than one-quarter the amount of sunlight that 
strikes each square meter on Venus. Second, the surface 
area of Mars is only about 30 percent that of Venus, so 
there are fewer square meters to intercept the sunlight. 
Finally, Mars is much less reflective than Venus—only 
about 15 percent of the sunlight striking the planet is 
reflected back into space, compared with nearly 70 per-
cent in the case of Venus. Still, at its brightest, Mars is 
brighter than any star. Its characteristic red color, visible 
even to the naked eye, makes the planet easily identifiable 
in the night sky.

COnCept Check

4 Why do the closest views of Mars from Earth occur 
roughly only once every 15 years?

10.2 Physical Properties
As with Mercury and Venus, we can determine the radius 
of Mars by means of simple geometry. From the data given 
earlier for the planet’s size and distance, we obtain a radius 
of about 3400 km. More accurate measurements give a result 
of 3394 km, or 0.53 Earth radii.

Unlike Mercury and Venus, Mars has two small moons 
in orbit around it, both visible (through telescopes) from 
Earth. Named Phobos (Fear) and Deimos (Panic) for the 
sons of Ares (the Greek name for the war god known to the 
Romans as Mars) and Aphrodite (the Greek name for Venus, 
goddess of love), these moons are little more than large 
rocks trapped by the planet’s gravity. We will return to their 
individual properties at the end of the chapter. The larger of 
the two, Phobos, orbits at a distance of just 9378 km from 
the center of the planet once every 459 minutes. Applying 
the modified version of Kepler’s third law (which states that 
the square of a moon’s orbital period is proportional to the 
cube of its orbital semimajor axis divided by the mass of the 
planet it orbits), we find that the mass of Mars is 6.4 * 1023 
kg, or 0.11 times that of Earth.  (Sec. 2.8) Naturally, the 
orbit of Deimos yields the same result.

From the planet’s mass and radius, it follows that the 
average density of Mars is 3900 kg/m3, only slightly greater 

than that of the Moon. If we assume that Martian surface 
rocks are similar to those on the other terrestrial planets, 
this average density suggests the existence of a substantial 
higher density core within the planet. Planetary scientists 
suspect that this core is composed largely of iron sulfide  
(a compound about twice as dense as Martian surface rock) 
and has a diameter of about 2500 km.

Surface markings easily seen on Mars allow astrono-
mers to track the planet’s rotation. Mars rotates once on its 
axis every 24.6 hours. One Martian day is thus similar in 
length to one Earth day. The planet’s equator is inclined to 
the orbital plane at an angle of 24.0°, again similar to Earth’s 
inclination of 23.5°. Thus, as Mars orbits the Sun, we find 
both daily and seasonal cycles, just as on Earth. In the case 
of Mars, however, the seasons are complicated somewhat 
by variations in solar heating due to the planet’s eccentric 
orbit—southern summer occurs around the time of Martian 
perihelion and so is significantly warmer than summer in 
the north.

10.3  Long-Distance Observations  
of Mars

At opposition, when Mars is closest to us and most eas-
ily observed, we see it as full, so the Sun’s light strikes 
the surface almost vertically, casting few shadows and 
preventing us from seeing any topographic detail, such 
as craters or mountains. Even through a large telescope, 
Mars appears only as a reddish disk, with some light and 
dark patches and prominent polar caps. These surface 
features undergo slow seasonal changes over the course 
of a Martian year. We saw in Chapter 1 how the inclina-
tion of Earth’s axis produces similar seasonal changes. 

 (Sec. 1.4) Figure 10.2 shows some of the best images of 
Mars ever made from Earth or Earth orbit, along with a 
photograph taken by one of the U.S. Viking spacecraft en 
route to the planet.

When the planet is viewed from Earth, the most obvi-
ous Martian surface features are the bright polar caps 
(see Figure 10.2a), growing and diminishing according 
to the seasons and almost disappearing at the time of the 
Martian summer. The dark surface features on Mars also 
change from season to season, although their variability 
probably has little to do with the melting of the polar ice 
caps. To the more fanciful observers around the start of 
the 20th century, these changes suggested the seasonal 
growth of vegetation on the planet. It was but a small step 
from seeing polar ice caps and speculating about teeming 
vegetation to imagining a planet harboring intelligent life, 
perhaps not unlike us.

But those speculations and imaginings were not to  
be confirmed. Spectroscopic observations from Earth and 
from Earth orbit revealed that the changing caps are mostly  
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frozen carbon dioxide (i.e., dry ice), not water ice, as at 
Earth’s North and South Poles.  (Sec. 4.4) The polar caps 
do contain water, but it remains permanently frozen, and 
the dark markings seen in Figure 10.2, once thought (by 
some) to be part of a network of canals dug by Martians for 
irrigation purposes, are actually highly cratered and eroded 
areas around which surface dust occasionally blows. From 
a distance, the repeated covering and uncovering of these 
landmarks gives the impression of surface variability, but it’s 
only the thin dust cover that changes.

The powdery Martian surface dust is borne aloft by 
strong winds that often reach hurricane proportions (hun-
dreds of kilometers per hour). In fact, when the U.S. Mariner 9  
spacecraft went into orbit around Mars in 1971, a planetwide 
dust storm obscured the entire landscape. Had the craft been 
on a flyby mission (for a quick look) instead of an orbiting 
mission (for a longer view), its visit would have been a failure. 
Fortunately, the storm subsided, enabling the craft to radio 
home detailed information about the planet’s surface.

COnCept Check

4 Does Mars have seasons like those on Earth?

10.4 The Martian Surface
Maps of the surface of Mars returned by orbiting spacecraft 
show a wide range of geological features. Mars has huge 
volcanoes, deep canyons, vast dune fields, and many other 
geological wonders. Orbiters have performed large-scale 
surveys of much of the planet’s surface, and lander data 

have complemented these planetwide studies with detailed 
information on (so far) six specific sites.  (Sec. 6.6) The 
current focus of Martian exploration, both from space and 
on the ground, is the ongoing search for water on or below 
the planet’s surface.  (Discovery 6-2)

Large-Scale Topography
Figure 10.3 shows a planetwide mosaic of thousands of images 
taken in the 1970s by the Viking orbiters. The images show 
some of the planet’s topographic features in true color. More 
recently, Mars Global Surveyor has mapped out the Martian 
surface to an accuracy of a few meters, using an instrument 
called a laser altimeter, which analyzes pulses of laser light to 
measure the distance between the spacecraft and the planet’s 
surface. Figure 10.4 shows a Martian map based on those 
measurements, with spacecraft landing sites and some prom-
inent surface features marked. Color indicates altitude, with 
blue representing the lowest-lying regions, white the highest.

A striking feature of the terrain of Mars, easily seen in 
Figure 10.4, is the marked difference between the planet’s 
northern and southern hemispheres. The northern hemi-
sphere is made up largely of rolling volcanic plains not 
unlike the lunar maria—indeed, this similarity was key to 
their identification as lava-flow features. Much larger than 
their counterparts on Earth or the Moon, these extensive 
lava plains were formed by eruptions involving enormous 
volumes of material. They are strewn with blocks of volcanic 
rock, as well as with boulders blasted out of impact areas by 
infalling meteoroids. (The Martian atmosphere is too thin 
to offer much resistance to incoming debris.) The southern 

▲ figure 10.2 Mars (a) A deep-red (800-nm) image of Mars, taken in 1991 at Pic-du-Midi, an exceptionally clear site 
in the french Alps. one of the planet’s polar caps appears at the top and a few other surface markings are evident in 
this ground-based telescopic view. (b) A visible-light Hubble image of Mars, taken from orbit while the planet was near 
opposition in 2003. (c) A view of Mars taken from a Viking spacecraft while approaching the planet in 1976. (CNRS; NASA)
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▶ Figure 10.3 Mars globe This highly detailed mosaic of Mars 
is based on images taken by a Viking spacecraft while orbiting the 
planet. Mars’s Tharsis region, 5000 km across, bulges out from the 
equator, rising to a height of about 10 km. The two large volcanoes 
on the left mark the approximate peak of the Tharsis bulge. 
Dominating the center of the field of view is a vast “canyon” 
known as Valles Marineris—the Mariner Valley. (NASA)
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hemisphere consists of heavily cratered highlands 
lying some 5 km above the level of the lowland 
north. Most of the dark regions visible from 
Earth are mountainous regions in the south. 
Figure 10.5 contrasts typical terrains in the two 
hemispheres.

The northern plains are much less cratered 
than the southern highlands. On the basis of the 
arguments presented in Chapter 8, this  smoother 
surface suggests that the northern surface is 
younger.  (Sec. 8.5) Its age is perhaps 3 billion 
years, compared with 4 billion in the south. In places, 
the boundary between the southern highlands and 
the northern plains is quite sharp—the surface level can 
drop by as much as 4 km in a horizontal distance of 100 km 
or so. Most scientists assume that the southern terrain is 
the original crust of the planet. How most of the northern 
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interactive Figure 10.4 Mars Map The Mars Global Surveyor data displayed as a flat map. 
The Mariner Valley (see also Figure 10.6) can be seen at left, whereas the opposite side of the  
planet is dominated by the giant Hellas impact basin. Note the great difference in elevation  
between the northern and southern hemispheres. Some surface features are labeled, as are  
the Viking, Pathfinder, Exploration Rover, Phoenix, and Curiosity robot landing sites. (NASA)



242 CHAPTER 10 Mars

▲ figure 10.5 Mars up Close (a) The northern hemisphere of Mars, like this one near Chryse Planitia, consists of 
rolling, volcanic plains. (b) The southern Martian highlands, like this one in Hellas Planitia, are heavily cratered. Both of 
these Mars express photographs are in true color. (ESA)

hemisphere could have been lowered in elevation and subse-
quently flooded with lava remains a mystery.

The major geological feature on the planet is the 
Tharsis bulge (marked in Figure 10.3). Roughly the size 
of North America, Tharsis lies on the Martian equator 
and rises some 10 km higher than the rest of the Mar-
tian surface. To its east lies Chryse Planitia (the “Plains 
of Gold”), to the west a region called Isidis Planitia (the 
“Plains of Isis,” an Egyptian goddess). These features are 
wide depressions, hundreds of kilometers across and up 
to 3 km deep. If we wished to extend the idea of “conti-
nents” from Earth and Venus to Mars, we would conclude 
that Tharsis is the only continent on the Martian surface. 
However, as on Venus, there is no sign of plate tectonics on 
Mars—the absence of fault lines or other evidence of plate 
motion tells geologists that the “continent” of Tharsis is 
not drifting as its Earthly counterparts are.  (Sec. 7.4)  
Tharsis appears to be even less heavily cratered than the 
northern plains, making it the youngest region on the 
planet, an estimated 2 to 3 billion years old.

Almost diametrically opposite Tharsis, in the south-
ern highlands, lies the Hellas Basin, which, paradoxically, 
contains the lowest point on Mars. (Hellas is clearly visible 
and labeled in Figure 10.4.) Some 3000 km across, the floor 
of the basin lies nearly 9 km below the basin’s rim and over  
6 km below the average level of the planet’s surface. Its shape 
and structure identify the Hellas Basin as an impact feature. 
The formation of the Hellas Basin must have caused a major 
redistribution of the young Martian crust—perhaps even 
enough to account for a substantial portion of the highlands 
around it, according to some researchers. The basin’s heavily 
cratered floor indicates that the impact occurred very early 
on in Martian history—some 4 billion years ago—during 

the heavy bombardment that accompanied the formation of 
the terrestrial planets.  (Secs. 6.6, 8.5)

The giant Borealis Basin around the Martian north 
pole—most of the blue region at the top of Figure 10.4 (see 
also Figure 10.11a)—may be the result of one of the largest 
known impacts in the solar system. Computer simulations 
of the collision, combined with detailed data from the 
Mars Global Surveyor and Mars Reconnaissance Orbiter 
spacecraft, suggest that the basin could have formed when 
a giant impactor some 2000 km across—twice the size of 
the largest asteroid, Ceres—struck the planet a grazing 
blow 3 billion years ago.  (Sec. 6.6) These ideas are still 
debated by planetary scientists, but the resulting impact 
feature would be comparable in size to the observed basin, 
and the collision could also explain why the northern 
hemisphere of Mars is so much lower than and differs so 
radically from the south.

The Martian “Grand Canyon”
A particularly prominent feature associated with the Thar-
sis bulge is a great “canyon” known as Valles Marineris (the 
Mariner Valley). Shown in its entirety in Figure 10.3 and in 
more detail in Figure 10.6, this feature is not really a can-
yon in the terrestrial sense because running water played no 
part in its formation. Planetary astronomers theorize that it 
was formed by the same crustal forces that caused the entire 
Tharsis region to bulge outward, making the surface split 
and crack. The resulting cracks, called tectonic fractures, are 
found all around the Tharsis bulge. Valles Marineris is the 
largest of them. Cratering studies suggest that the cracks are 
at least 2 billion years old; age estimates for Valles Marineris 
range up to 3.5 billion years.  (Sec. 8.5) Similar (but much 
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smaller) cracks, originating from similar causes, have been 
found in the Aphrodite Terra region of Venus.  (Sec. 9.4)

Valles Marineris runs for almost 4000 km along the Mar-
tian equator, about one-fifth of the way around the planet. 
At its widest, it is some 120 km across, and it is as deep as  
7 km in places. Like many Martian surface features, it simply 
dwarfs Earthly competition. The Grand Canyon in Arizona 
would easily fit into one of its side “tributary” cracks. Valles 
Marineris is so large that it can even be seen from Earth—in 
fact, it was one of the few “canals” observed by 19th-century 
astronomers that actually corresponded to a real feature on 
the planet’s surface. (It was known as the Coprates canal.) We 
must reemphasize, however, that this Martian feature was not 
constructed by intelligent beings, nor was it carved by a river, 
nor is it a result of Martian plate tectonics. For some reason, 
the crustal forces that formed it never developed into full-
fledged plate motion as exists on Earth.

Volcanism on Mars
Mars contains the largest known volcanoes in the solar sys-
tem. Three very large volcanoes are found on the Tharsis 
bulge, two of them visible on the left-hand side of Figure 10.3. 
The largest volcano of all is Olympus Mons (Figure 10.7), 

northwest of Tharsis, lying just over the left (western) hori-
zon of Figure 10.3. This volcano measures some 700 km in 
diameter at its base—only slightly smaller than the state of 
Texas—and rises to a height of 25 km above the surrounding 
plains. The caldera, or crater, at its summit, measures 80 km 
across. The other three large volcanoes are a little smaller—a 
“mere” 18 km high—and lie near the top of the bulge.

Like Maxwell Mons on Venus, none of these volcanoes 
is associated with plate motion on Mars—as just mentioned, 
there is none. Instead, they are shield volcanoes, sitting atop 
a hot spot in the underlying Martian mantle.  (Sec. 9.4) 
All four show distinctive lava channels and other flow fea-
tures similar to those found on shield volcanoes on Earth. 
Viking and Mars Global Surveyor images of the Martian sur-
face reveal many hundreds of volcanoes. Most of the largest 
are associated with the Tharsis bulge, but many smaller vol-
canoes are found in the northern plains.

The great height of Martian volcanoes is a direct conse-
quence of the planet’s low surface gravity. As lava flows and 
spreads to form a shield volcano, its eventual height depends 
on the new mountain’s ability to support its own weight. 
The lower the gravity, the less is the weight and the higher is 
the mountain. It is no accident that Maxwell Mons on Venus 
and the Hawaiian shield volcanoes on Earth rise to roughly 

▲ figure 10.6 Valles Marineris (a) The Mariner Valley is a huge canyon, 120 km wide and  
7 km deep. its length is about 4000 km, or nearly the full breadth of the continental United States. 
(b) A close-up view shows the complexity of the valley walls and dry tributaries. (c) A comparison, 
to scale, with earth’s Grand Canyon, which is a mere 20 km wide and 2 km deep, suggests just how 
big the Mariner Valley is. (NASA)
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◀ figure 10.7 Olympus Mons The 
largest volcano known on Mars or anywhere 
else in the solar system, olympus Mons is 
nearly three times taller than Mount everest 
on earth, measuring about 700 km across its 
base and rising 25 km high at its peak. This 
Martian mountain seems currently inactive 
and may have been extinct for at least several 
hundred million years. By comparison, the 
largest volcano on earth, Hawaii’s Mauna Loa, 
measures a mere 120 km across and peaks just 
9 km above the Pacific ocean floor. (NASA)

the same height (about 10 km) above their respective bases—
Earth and Venus have similar surface gravity. Mars’s surface 
gravity is only 40 percent that of Earth, so volcanoes rise 
roughly 2.5 times as high.

Are the Martian shield volcanoes still active? Scientists 
have found no direct evidence for recent or ongoing erup-
tions. However, if these volcanoes have been around since 
the Tharsis uplift (as the formation of the Tharsis bulge is 
known) and were active as recently as 100 million years ago 
(an age estimate based on the extent of impact cratering on 
their slopes), some of them may still be at least intermit-
tently active. Millions of years, though, may pass between 
eruptions.

Impact Cratering
The Mariner spacecraft found that the surfaces of Mars 
and its two moons are pitted with impact craters formed 
by meteoroids falling in from space. On Mars, as on 
Venus, there is a lack of small impact craters, less than 
roughly 5 km in diameter.  (Sec. 9.4) This time, though, 
the explanation is not that such craters do not form—
small meteoroids have no trouble penetrating the thin 
Martian atmosphere. Instead, thin or not, the atmosphere 
is an efficient erosive agent, transporting dust from place 
to place and erasing small impact craters faster than they 
can form.

Overall, erosion on Mars is about 100 times slower than 
on Earth, but still far faster than on the Moon or Venus. 
For comparison, a 1-km diameter crater might survive for  
100 million years on Mars. On Earth, it would be gone in a mil-
lion years or so, but it would remain intact for tens of billions 
of years on the Moon before being obliterated by meteoritic 

erosion. On Venus, the crater would most likely survive until 
the next large-scale volcanic resurfacing event.  (Sec. 9.4)

As on the Moon and Venus, the extent of large impact 
cratering (craters too big to have been filled in by erosion 
since they formed) serves as an age indicator for the Martian 
surface.  (Sec. 8.5) The ages quoted earlier, ranging from 
4 billion years for the southern highlands to a few hundred 
million years in the youngest volcanic areas, were obtained 
in this way.

prOCess Of sCienCe Check

4 How do we know that the northern Martian lowlands 
are younger than the southern highlands?

10.5 Water on Mars
Mars today is apparently dry and desolate, yet astronomers 
have strong evidence that that was not always the case. 
Unlike Earth, where water is abundant, and Venus, which 
(as we saw in Chapter 9) has been devoid of water for billions 
of years, Mars offers intriguing hints that it may once have 
harbored liquid water on its surface.  (Sec. 9.5) The rela-
tively low rate of surface erosion on Mars means that many 
surface features formed billions of years ago are still detect-
able, providing astronomers with a unique opportunity—in 
principle, at least—to probe the presence of water on that 
planet over the entire span of Martian history. 

Because water is such a vital ingredient to the develop-
ment of life on Earth (see Chapter 28), its presence on Mars 
has important implications for life there too. Let’s take a 
closer look at conditions on the Martian surface since the 
planet formed.
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surface warmer, and liquid water widespread. Figure 10.9 is 
a Mars Global Surveyor image showing what mission spe-
cialists think may be a delta—a fan-shaped network of chan-
nels and sediment deposits where a river once flowed into a 
larger body of water, in this case a lake filling a crater in the 
southern highlands.

Further evidence for this early warm period comes 
from many sources. Recent chemical studies of Martian 
meteorites like those discussed in Discovery 10-1 strongly 
suggest warm (above freezing) temperatures, and in 2010 
both Mars Reconnaissance Observer and Mars Express sen-
sors have detected deposits of clay all across the southern 
highlands. Many researchers regard clay as strong evidence 
for liquid water on the surface, although here, too, experts 
disagree—some maintain that the clay can be produced by 
other means, and does not necessarily imply the presence 
of water when it formed. Finally, analysis of volcanic rocks 
studied by the Spirit rover (see below) in 2009 suggest that, 
when they were ejected 3.5 billion years ago, the Martian 
atmosphere was up to a factor of 20 denser than it is today.

The outflow channels (Figure 10.10a) are probably rel-
ics of slightly more recent catastrophic flooding on Mars. 
They appear only in equatorial regions and generally do 
not form the extensive interconnected networks that char-
acterize the runoff channels. Instead, they are probably the 
paths taken by huge volumes of water draining from the 
southern highlands into the northern plains. The onrushing 
water arising from these flash floods probably also formed 
the odd teardrop-shaped “islands” (resembling the min-
iature versions seen in the wet sand of our beaches at low 
tide) that have been found on the plains close to the ends 

Evidence for Past Running Water
Although the great surface cracks in the Tharsis region are 
not really canyons and were not formed by running water, 
photographic evidence reveals that liquid water once existed 
in great quantity on the surface of Mars. Two types of flow 
feature are seen: the runoff channels and the outflow channels.

The runoff channels (one of which is shown in  
Figure 10.8a) are found in the southern highlands. They 
are extensive systems—sometimes hundreds of kilometers 
in total length—of interconnecting, twisting channels that 
seem to merge into larger, wider channels. They bear a strong 
resemblance to river systems on Earth (Figure 10.8b), and 
many geologists think that this is just what they are—the 
dried-up beds of long-gone rivers that once carried water on 
Mars from the mountains down into the valleys. The systems 
of runoff channels are often referred to as valley networks.

Were the runoff channels river systems like those on 
Earth, part of a planetwide water cycle, in which rain fell, 
forming rivers that drained into lakes or oceans, which in 
turn evaporated to form clouds and more rain? Or were 
they formed by something more modest, such as periodi-
cally melting underground ice, with no associated lakes or 
other extended bodies of water? Astronomers have debated 
this issue for years, but based on the accumulated data from 
the latest crop of Mars probes, the evidence now seems to 
favor the former view.

Many planetary scientists think that Mars may have 
enjoyed an extended early period during which rivers, lakes, 
and perhaps even oceans adorned its surface. The valley 
networks speak of a time 4 billion years ago (the age of the 
Martian highlands), when the atmosphere was thicker, the 

◀ figure 10.8 Martian Channel (a) This 
runoff channel on Mars is about 400 km long 
and up to 5 km wide in places. (b) The red river 
on earth runs from the Texas Panhandle to the 
Mississippi river. The two differ mainly in that 
there is currently no liquid water in this, or any 
other, Martian valley, but the networks of  
runoff channels strongly suggest the presence 
of running water on Mars in the distant past. 
(ESA; NASA)
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▲ figure 10.9 Martian river Delta Did this fan-shaped region 
of twisted streams form as a river flowed into a larger sea? if it did, 
the Mars Global Surveyor image supports the idea that Mars once had 
large bodies of liquid water on its surface. Not all scientists agree with 
this interpretation, however. (NASA)

R I V U X G
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of the outflow channels (Figure 10.10b). Judging from the 
width and depth of the channels, the flow rates must have 
been truly enormous—perhaps as much as a hundred times 
greater than the 105 tons per second carried by the Amazon 
River, the largest river system on Earth. Flooding shaped the 
outflow channels about 3 billion years ago, about the same 
time as the northern volcanic plains formed.

The discussion of water on ancient Mars splits natu-
rally into two periods—the early period 4 billion years ago, 
associated with the runoff channels as just discussed, and a 
later period roughly 3 billion years ago, marked by the out-
flow channels. Many researchers think that the data provide 
evidence for large open expanses of water on the Martian 
surface during this later “wet” period. Figure 10.11(a) is a 
computer-generated view of the Martian north polar region, 
based on Mars Global Surveyor images, showing the extent of 
what may have been an ancient ocean covering much of the 
northern lowlands. The Hellas basin (Figure 10.4) is another 
possible candidate for an ancient Martian sea.

Both the existence and the longevity of these oceans 
remain controversial. Proponents point to features such 
as the terraced “beaches” shown in Figure 10.11(b), which 
might conceivably have been left behind as a lake or ocean 
evaporated and the shoreline receded. But detractors main-
tain that the terraces could also have been created by geo-
logical activity, perhaps related to the tectonic forces that 
depressed the northern hemisphere far below the level of 
the south, in which case they have nothing whatever to do 
with Martian water. Furthermore, Mars Global Surveyor 
data released in 2003, as well as later chemical analyses by 
the Martian landers, seem to indicate that the Martian sur-
face contains too few carbonate rock layers—compounds 

▲ figure 10.10 Martian Outflow (a) An outflow channel near the Martian equator bears witness to a  
catastrophic flood that occurred about 3 billion years ago. (b) The onrushing water that carved out the outflow  
channels was responsible for forming these oddly shaped “islands” as the flow encountered obstacles—impact  
craters—in its path. each “island” is about 40 km long. (NASA)

(a) (b)
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◀ figure 10.11 Ancient Ocean? (a) A possible ancient Martian 
ocean might once have spanned the polar regions. The blue areas in this 
computer-generated map indicate depth below the average radius of 
the planet, thus approximating possible ancient ocean extent. (The color 
elevation scale is nearly the same as in figure 10.4.) (b) This high-resolution 
image shows tentative evidence for erosion by standing water in the 
floor of Holden Crater, about 140 km across. Notice the layering in the 
true-color inset, suggestive of beach sand dunes. (NASA)

containing carbon and oxygen that should have been formed 
in abundance in ancient oceans. Their absence would sup-
port the picture of a cold, dry Mars that never experienced 
the extended mild period required to form lakes and oceans.

However, as more data have been obtained, the evi-
dence in favor of ancient lakes or seas has strengthened. 
The Mars Express orbiter has detected “hydrated” chemical 
compounds in surface rocks over broad swaths of the planet, 
strongly suggesting that those regions were wet for extended 
periods of time. In 2012, mission scientists reported that 
radar studies indicated sedimentary material and ice in the 

topmost 100 meters of regions (like Figure 10.11a) previously 
identified as oceans. In addition, as discussed below, direct 
chemical analyses made by the most recent NASA landers 
indicate that their landing sites also experienced long periods 
in the past during which liquid water existed on the surface.

Subsurface Ice
As far as we can tell, there is no liquid water on the Martian 
surface today. However, the detailed appearance of Martian 
impact craters provides an important piece of information 
about conditions just below the planet’s surface. The ejecta 
blankets surrounding many Martian craters look quite dif-
ferent from their lunar counterparts. Figure 10.12 compares 
the Copernicus crater on the Moon with the (fairly typical) 
crater Yuty on Mars. The material surrounding the lunar 
crater is just what one would expect from an explosion eject-
ing a large volume of dust, soil, and boulders. However, the 
ejecta blanket on Mars gives the distinct impression of a liq-
uid that has splashed or flowed out of the crater. Geologists 
think that this fluidized ejecta crater indicates that a layer 
of permafrost, or water ice, lies just a few meters under the 
surface. The explosive impact heated and liquefied the ice, 
resulting in the fluid appearance of the ejecta.

(a)

(b)
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More direct evidence for subsurface ice was obtained 
in 2002, when a gamma-ray spectrometer aboard the Mars 
Odyssey orbiter detected extensive deposits of water ice 
crystals (actually, the hydrogen they contain) mixed with 
the Martian surface layers at high latitudes (more than 
50° north and south of the equator). In some locations ice 
appears to compose as much as 50 percent by volume of the 
planet’s soil. The instrument was similar in design to the 
one carried by Lunar Prospector, which found ice crystals in 
the regolith near the lunar poles.  (Sec. 8.5) Radar aboard 
Mars Express has confirmed these results and also suggests 
deep deposits of ice extending hundreds of meters below the 
surface in many locations. In 2010, Mars Reconnaissance 
Observer reported what appear to be “glacial melts” less than 
a few hundred million years old. Why the ice should have 
melted so relatively recently is unknown.

“Recent” Water on the Martian Surface?
Prior to the arrival of Mars Global Surveyor in 2000, astron-
omers thought that all the water below the Martian surface 
existed in the form of ice. However, since then, Surveyor 
mission scientists have reported the discovery of numer-
ous small-scale “gullies” in Martian cliffs and crater walls 
that apparently were carved by running water in the rela-
tively recent past. These features are too small to have been 
resolved by the Viking cameras. One such gully, found in the 

inner rim of a Martian impact crater in the southern high-
lands, is shown in Figure 10.13(a). Its structure has many 
similarities to the channels carved by flash floods on Earth.

The ages of these intriguing Martian features are uncer-
tain and might be as great as a million years in some cases. 
However, the Surveyor team speculates that some of them may 
still be active today and that liquid water might exist in some 
regions of Mars at depths of less than 500 m. Some scientists 
dispute this interpretation, arguing that the “fluid” responsible 
for the gullies could have been solid (granular) or even liquid 
carbon dioxide, expelled under great pressure from the Mar-
tian crust. Others point to features such as that shown in Fig-
ure 10.13(b), a very similar looking gully found in an impact 
crater in the Arctic—perhaps the closest we can come on Earth 
to replicating the harsh conditions on Mars—which formed 
when subsurface ice became exposed to sunlight and melted. 
Perhaps the same occurred on Mars, in which case, even if the 
gullies were created by flowing water, that does not necessarily 
imply liquid water below the surface.

Data from Surveyor’s cameras have deepened the mys-
tery of the Martian surface flows. Figure 10.14 shows two 
images, taken 6 years apart, of an unnamed impact crater 
in the southern highlands. The white streak in the second 
image is thought (by some) to be a frozen mudslide, where 
liquid water briefly flowed down the inside of the crater wall, 
carrying rocky debris with it, then froze on the chilly Mar-
tian surface. In 2011, Mars Reconnaissance Observer observed 

▲ figure 10.12 Moon–Mars Crater Comparison (a) The large lunar impact crater Copernicus is typical of those 
found on earth’s Moon. its ejecta blanket appears to be composed of dry, powdery material. (b) The ejecta from the 
Martian crater Yuty evidently was once liquid. This type of crater is sometimes called a “splosh” crater, but most of the 
water remaining on Mars today probably exists in the form of underground ice. (NASA)
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transient “finger-like” flows hundreds of meters long, that 
might conceivably contain salty subsurface water. The ori-
gin and composition of these features are uncertain, but one 
thing is clear—whatever they are, they formed recently, dem-
onstrating that their production is an ongoing process.

prOCess Of sCienCe Check

4 Describe how the scientific debate over water on Mars 
has evolved since the 1960s as more data have become 
available.

The Martian Polar Caps
We have already noted that the Martian polar caps are 
composed predominantly of carbon dioxide frost—dry 
ice—and show seasonal variations. Each cap in fact consists 
of two distinct parts—the seasonal cap, which grows and 
shrinks each year, and the residual cap, which remains per-
manently frozen. At maximum size, in southern midwinter, 
the southern seasonal cap is some 4000 km across. Half a 
Martian year later, the northern cap is at its largest, reach-
ing a diameter of roughly 3000 km. The two seasonal polar 
caps do not have the same maximum size because of the 
eccentricity of Mars’s orbit around the Sun. During south-
ern winter, Mars is considerably farther from the Sun than 
half a year later, in northern winter. Thus the southern win-
ter season is longer and colder than that of the north, and 
the polar cap grows correspondingly larger.

◀ figure 10.13 running Water on Mars? (a) This high-resolution 
Mars Global Surveyor view (left) of a crater wall (right) near the Mariner 
Valley shows evidence of “gullies” apparently formed by running water 
in the relatively recent past. (b) Similar gullies in the Haughton impact 
crater on the Arctic’s Devon island formed when underground ice 
temporarily melted, causing streams of water to flow on the surface. 
(NASA; Gordon Osinski/Canadian Space Agency)

1 km 25 km

(a)
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(b)

500 m 20051999

▲ figure 10.14 recent Martian Outflow This comparison 
between two Mars Global Surveyor images taken 6 years apart of a 
Martian impact crater shows that something—the white streak (lower 
right), possibly water—flowed across the surface. if so, then the flows 
responsible for the gullies in figure 10.13 are not just a thing of the 
past—the activity is ongoing. (NASA)
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Life on Mars?
Even before the Viking missions reached Mars in 1976, 
most astronomers had abandoned hope of finding life there.  
Scientists knew that Mars had no large-scale canal systems,  
no surface water, almost no oxygen in its atmosphere, and no 
seasonal vegetation changes. The current absence of liquid 
water on Mars especially dims the chances for life there now. 
However, running water and, possibly, a dense atmosphere in 
the past may have created conditions suitable for the emergence 
of life long ago. (See Chapter 28 for a fuller discussion of what 
constitutes “life,” scientifically speaking, and why water plays 
such an important role.)

In the hope that some form of microbial life—perhaps 
bacteria or other microscopic organisms—might have survived 
to the present day, the Viking landers carried out experiments 
designed to detect biological activity. The accompanying pair 
of photographs shows the Martian surface before and after the 
robot arm of one of the landers dug a shallow trench to scoop 
up soil samples. The arm is visible in the first frame.

All three Viking biological experiments assumed some basic 
similarity between hypothetical Martian bacteria and those found 
on Earth. A gas-exchange experiment offered a nutrient broth to 
any residents of a sample of Martian soil and looked for gases 
that would signal metabolic activity. A labeled-release experiment 
added compounds containing radioactive carbon to the soil and 
then waited for results signaling that Martian organisms had ei-
ther eaten or inhaled the carbon. Finally, a pyrolitic-release experi-
ment added radioactively tagged carbon dioxide to a sample of 
Martian soil and atmosphere, waited a while, and then removed 

(NASA)

(Before) (After)

R I V U X G

the gas and tested the soil (by heating it) for signs that something 
had absorbed the tagged gas.

Initially, all three experiments appeared to be giving posi-
tive signals! However, subsequent careful studies showed that 
all the results could be explained by inorganic (i.e., nonliving) 
chemical reactions. Thus, at present, we have no irrefutable 
evidence for even microbial life on the Martian surface. Most 
scientists think that the Viking robots detected peculiar reac-
tions that mimicked the basic chemistry of living organisms in 
some ways, but they did not detect life itself.

A criticism of the Viking experiments is that they searched 
only for life now living. Today, Mars seems locked in an ice age—
the kind of numbing cold that would prohibit sustained life as 
we know it. If bacterial life did arise on an Earth-like early Mars, 
however, then we might be able to find its fossilized remains pre-
served on or near the Martian surface. Surprisingly, one place to 
look for life on Mars is right here on Earth. Scientists think that 
some meteorites found on Earth’s surface come from the Moon 
and from Mars. These meteorites were apparently blasted off these 
bodies long ago during an impact of some sort, thrown into space, 
and eventually trapped by Earth’s gravity, ultimately to fall to the 
ground. The most fascinating of the rocks are surely those from the 
Red Planet—for one of them may harbor fossil evidence for past 
life on Mars!

The next figure shows ALH84001, a blackened 2-kg 
meteorite about 17 cm across, found in 1984 in Antarctica. On 
the basis of estimates of the cosmic-ray exposure it received be-
fore reaching Earth, the rock is thought to have been blasted 
off Mars about 16 million years ago. Looking at this speci-
men through a microscope (inset), scientists can see rounded 
orange-brown “globules” of carbonate minerals on the rock’s 
shiny crust. Because carbonates form only in the presence of 
water, the presence of these globules suggests that carbon di-
oxide gas and liquid water existed near ground level at some 
point in Mars’s history, a conclusion that planetary scientists 
had drawn earlier from studies of Viking’s orbital images of val-
leys apparently carved by water when the Martian climate was 
wetter and warmer.

In a widely viewed press conference in Washington, DC, 
in 1996, a group of scientists argued, on the basis of all the data 
accumulated from studies of ALH84001, that they had discovered  
fossilized evidence for life on Mars. The key pieces of evidence they 
presented for primitive Martian life were as follows: (1) Bacteria 
on Earth can produce structures similar to the globules shown in 
the inset. (2) The meteorite contains traces of polycyclic aromatic  
hydrocarbons—a tongue-twisting name for a class of complex 
organic molecules (usually abbreviated PAHs) that, although 
not directly involved in known biological cycles on Earth, occur 
among the decay products of plants and other organisms. (3) High-
powered electron microscopes show that ALH84001 contains tiny 
teardrop-shaped crystals of magnetite and iron sulfide embedded 
in places where the carbonate has dissolved. On Earth, bacteria 
are known to manufacture similar chemical crystals. (4) On very 
small scales, elongated and egg-shaped structures are seen within 
the carbonate globules. The researchers interpret these minute 
structures as fossils of primitive organisms.

Discovery 10-1
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The photomicrograph in the second figure shows this 
fourth, and most controversial, piece of evidence—curved, rod-
like structures that resemble bacteria on Earth. Scale is crucial 
here, however. The structures are only about 0.5 μm across, 30 
times smaller than ancient bacterial cells found fossilized on 
Earth. Furthermore, several key tests have not yet been done, 
such as cutting through the suspected fossilized tubes to search 
for evidence of cell walls, semipermeable membranes, or any 
internal cavities where body fluids would have resided. Nor has 
anyone yet found in ALH84001 any amino acids, the basic build-
ing blocks of life as we know it (see Section 28.1).

These results remain highly controversial. Many experts 
do not agree that life has been found on Mars—not even 
fossilized life. Skeptics maintain that all the evidence could 
be the result of chemical reactions not requiring any kind 
of biology. Carbonate compounds are common in all areas 
of chemistry; PAHs are found in many lifeless places (glacial 
ice, asteroid-belt meteorites, interstellar clouds, and even 
the exhaust fumes of automobiles); bacteria are not needed 
to produce crystals; and it remains unclear whether the tiny 
tubular structures shown are animal, vegetable, or merely 
mineral. In addition, there is the huge problem of contami-
nation—after all, ALH84001 was found on Earth and appar-
ently sat in the Antarctic ice fields for 13,000 years before 
being picked up by meteorite hunters.

During 1999, the team released a new analysis of a second 
meteorite, named Nakhla (shown in the third figure), discovered 
in the Sahara Desert in 1911 and also thought to have come from 
Mars. Again, the scientists reported evidence for microbial life, in 
the form of clusters of minute spheres and ovals found within tiny 
filled cracks deep inside the meteorite, having similarities in size, 
shape, and arrangement to known bacteria on Earth. Since Nakhla 
is a volcanic basalt rock that solidified about 1.3 billion years ago 
(as opposed to 4 billion years ago for ALH84001), the new work 
suggests that life might have spanned the entire history of Mars. If 
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so, then life might still be present there today—but the opponents 
remain largely unconvinced.

As things now stand, it’s a matter of interpretation—at the 
frontiers of science, issues are usually not as clear-cut as we would 
hope. The scientific method requires that we continually test and 
retest the competing theories to try to determine the truth. Only  
additional analysis and new data—perhaps in the form of samples 
returned directly from the Martian surface—will tell conclu-
sively whether primitive Martian life existed long ago, although 
most workers in the field seem to have concluded that, taken 
as a whole, the results do not support the claim of ancient life 
on Mars. Still, even some skeptics concede that as much as 20 
percent of the organic (carbon-based) molecules in ALH84001 
could have originated on the Martian surface—although that is a 
far cry from proving the existence of life there.

Should the claim of life on Mars hold up against the weight 
of healthy skepticism in the scientific community, these find-
ings may go down in history as one of the greatest scientific dis-
coveries of all time. We are—or at least were—not alone in the 
universe! Maybe.
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The seasonal caps are composed entirely of carbon diox-
ide. Their temperatures are never greater than about 150 K 
(-1205C) the point at which dry ice can form. During the 
Martian summer, when sunlight striking a cap is most 
intense, carbon dioxide evaporates into the atmosphere, and 
the cap shrinks. In the winter, atmospheric carbon dioxide 
refreezes, and the cap reforms. As the caps grow and shrink, 
they cause substantial variations (up to 30 percent) in the 
Martian atmospheric pressure—a large fraction of the plan-
et’s atmosphere freezes out and evaporates again each year. 
From studies of these atmospheric fluctuations, scientists 
can estimate the amount of carbon dioxide in the seasonal 
polar caps. The maximum thickness of the seasonal caps is 
thought to be about 1 m.

The residual caps (Figure 10.15) are smaller and brighter 
than the seasonal caps and show an even more marked 
north–south asymmetry. The southern residual cap is about 
350 km across and, like the seasonal caps, is probably made 
mostly of carbon dioxide, although it also contains some 
water ice. Its temperature remains below 150 K at all times. 
Its composition, long suspected by theorists, was finally 
established only in 2004 by spectroscopic imaging observa-
tions made by the Mars Express orbiter.

The northern residual cap is much larger—about 1000 km  
across—and warmer, with a temperature that can exceed  
200 K in northern summertime. Planetary scientists think 
that the northern residual cap is made mostly of water ice, 

an opinion strengthened by spec-
troscopic observations that show 
an increase in the concentration of 
water vapor above the north pole 
in northern summer as some small 
fraction of its water ice evaporates 
in the Sun’s heat. (Note that, in this 
terminology, Earth’s polar caps are 
both residual, and are composed 
entirely of water ice.) The thickness 
of the Martian caps is uncertain, 
but it is likely that, as on Earth, they 
represent a significant storehouse  
for water on the planet.

Why is there such a temperature 
difference (at least 50 K) between the 
two residual polar caps, and why is 
the northern cap warmer, despite the 

fact that the planet’s northern hemisphere is generally cooler 
than the south (see Section 10.2)? The reason is not fully 
understood, but it seems to be related to the giant dust storms 
that envelop the planet during southern summer. These 
storms, which last for a quarter of a Martian year (about 6 
Earth months), tend to blow the dust from the warmer south 
into the cooler northern hemisphere. The northern ice cap 
becomes dusty and less reflective. As a result, it absorbs more 
sunlight and warms up.

Climate Change on Mars
Aside from the gullies and transient flows mentioned earlier, 
which are suggestive but by no means conclusive, astrono-
mers have no direct evidence for liquid water anywhere on 
the surface of Mars today, and the amount of water vapor 
in the Martian atmosphere is tiny. Yet even setting aside the 
hints of ancient oceans, the extent of the outflow channels 
clearly implies that a huge total volume of liquid water must 
have existed on Mars in the distant past. Where did all that 
water go? Some of it may have entered the atmosphere and 
escaped into space, but, as best we can tell, most of it today 
is locked in the permafrost layer under the Martian surface, 
with a little more contained in the polar caps.

Planetary scientists trace the history of water on Mars 
along the following broad lines. Early on, conditions on the 
planet were much warmer—perhaps even Earth-like—and 

◀ figure 10.15 Martian polar Caps The southern (a) and 
northern (b) polar caps of Mars are shown to scale in these mosaics 
of Mariner 9 images. These are the residual (permanent) caps, seen 
here during their respective summers half a Martian year apart. The 
southern cap is some 350 km across and is made up mostly of frozen 
carbon dioxide. The northern cap is about 1000 km across and is 
composed mostly of water ice. The inset shows greater detail in the 
southern cap. (ESA; NASA)
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liquid water was widespread, forming the runoff chan-
nels as rainfall drained into river valleys. Roughly 4 billion 
years ago, for reasons discussed below, climatic conditions 
changed and the water began to freeze, forming the perma-
frost and drying out the riverbeds. Mars remained frozen 
for about a billion years, until volcanic activity, or meteor-
itic impact, that formed the northern lowlands heated large 
regions of the surface, melting the subsurface ice and caus-
ing flash floods that created the outflow channels.

Subsequently, activity subsided, the water refroze, and 
Mars once again became a dry world. The lifetime of the 
oceans, if they existed, might have been quite short—as little 
as a few million years, according to some estimates. The 
present level of water vapor in the Martian atmosphere is  
the maximum possible, given the atmosphere’s present density 
and temperature. Estimates of the total amount of water 
stored as permafrost and in the polar caps are uncertain, but it 
is thought that if all the water on Mars were to become liquid, 
it would cover the surface to a depth of roughly 10 meters.

The View from the Martian Landers
Remote sensing—taking images and other measurements from 
orbit—has been vitally important to our understanding of 
Mars, but in some cases there is just no substitute for a close-
up look. To date, seven U.S spacecraft have successfully landed 
on the Martian surface  (Discovery 6-2). Their landing sites, 
marked on Figure 10.4, spanned a 
variety of Martian terrains. Their 
goals included detailed geological and 
chemical analysis of Martian surface 
rocks, the search for life, and the search  
for water.

Viking 1 landed in Chryse Plani-
tia, a broad depression to the east 
of Tharsis. The view that greeted 
its cameras (Figure 10.16) was a 
windswept, gently rolling, rather 
desolate plain, littered with rocks 
of all sizes, not unlike a high desert 
on Earth. The surface rocks visible 
in Figure 10.16 are probably part 
of the ejecta blanket of a nearby 
impact crater. Viking 2 landed some-
what farther north, in a region of 
Mars called Utopia, chosen in part 
because mission planners antici-
pated greater seasonal climatic vari-
ations there. The plain on which 
Viking 2 landed was flat and feature-
less (Figure 10.17). The views that  
the two landers recorded seem to 
be quite typical of the low-latitude 
northern plains.

R I V U X G

▲ figure 10.16 Viking 1 This is the view from the Viking 1 
spacecraft now parked on the surface of Mars. The fine-grained soil 
and the reddish rock-strewn terrain stretching toward the horizon 
contain substantial amounts of iron ore; the surface of Mars is literally 
rusting away. The sky is pale pink, the result of airborne dust. (NASA)

R I V U X G

▲ figure 10.17 Viking 2 Another view of the Martian surface, this one rock strewn and flat, 
as seen through the camera aboard the Viking 2 robot that soft-landed on the northern Utopian 
plains. The discarded canister is about 20 cm long. The 0.5-m scars in the dirt were made by the 
robot’s shovel. (NASA)
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The Viking landers performed numerous chemical 
analyses of the Martian regolith. One important finding of 
these studies was the high iron content of the planet’s sur-
face. Chemical reactions between the iron-rich surface soil 
and free oxygen in the atmosphere is responsible for the 
iron oxide (“rust”) that gives Mars its characteristic color. 
Although the surface layers are rich in iron relative to Earth’s 
surface, the overall abundance is similar to Earth’s average 
iron content. On Earth, much of the iron has differentiated to 
the center. Chemical differentiation does not appear to have 
been nearly so complete on Mars.

The next successful mission to the Martian surface was 
Mars Pathfinder. During the unexpectedly long lifetime of 
its mission in 1997 (it lasted almost 3 months instead of the 

anticipated 1), the lander performed measurements of the 
Martian atmosphere and atmospheric dust while its robot 
rover Sojourner carried out chemical analyses of the soil and 
rocks within about 50 m of the parent craft.  (Sec. 6.6) 

 (Discovery 6-2) In addition, more than 16,000 images 
of the region were returned to Earth. The Sojourner lander 
found that the soil at its landing site was similar to that 
found by the Viking landers. However, analyses of nearby 
rocks revealed a chemical makeup different from that of the 
Martian meteorites found on Earth (see Discovery 10-1).

The landing site for the Pathfinder mission had been 
carefully chosen to lie near the mouth of an outflow chan-
nel, and the size distribution and composition of the many 
rocks and boulders surrounding the lander were con-
sistent with their having been deposited there by f lood 
waters. In addition, the presence of numerous rounded 
pebbles strongly suggested the erosive action of running 
water at some time in the past.

The twin landers Spirit and Opportunity of the Mars 
Exploration Rover mission have made extensive chemical and 
geological studies of rocks within a few kilometers of their 
landing sites on opposite sides of the planet, with the primary 
goal of finding evidence for liquid water on the surface at some 
time in the past.  (Sec. 6.6)  (Discovery 6-2) Their find-
ings provide the best evidence yet for standing water on the 
ancient Martian surface and have changed the minds of many 
skeptical scientists on the subject of water on Mars.

Spirit’s landing site was rocky and similar in many ways 
to the terrains encountered by earlier landers, although closer 
study by the science team reveals that most of the rocks in 
the lander’s vicinity do appear to have been extensively 
altered by water long ago. Halfway around the planet, how-
ever, Opportunity appears to have hit the jackpot in its quest, 
finding itself surrounded by rocks showing every chemical 
and geological indication of having been very wet—possibly 
immersed in saltwater—in the past (Figure 10.18).

Opportunity’s landing site had been chosen in part 
because the Mars Odyssey orbiter had detected a compound 
called hematite in the surface rocks there, a possible indi-
cator of past water, and measurements made by the rover 
do indeed suggest that the rocks near the landing site have 
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▲ figure 10.18 Mars Panorama (a) A panoramic view of the 
terrain where NASA’s opportunity rover landed on Mars in 2004. This 
is endurance crater, roughly 130 m across, about the size of a football 
field. (b) A close-up of a clump of rocks at the bottom of endurance 
crater, where opportunity found evidence for extensive liquid water 
in Mars’s past. The blue is false color and is not indicative of water 
currently on the surface. (NASA)
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◀ figure 10.19 Martian  
exploration The Phoenix lander’s  
robotic arm is shown here with a 
surface sample in its scoop, just before 
delivering it to an onboard miniature 
chemistry laboratory. The circular 
hardware at bottom is one of its solar 
panels. The inset shows one of the first 
trenches (about the size of this book) 
dug by Phoenix to a depth of about  
8 centimeters. The white material near 
the top is almost surely ice, which 
melted soon after excavation. (NASA)

0.3 m

R I V U X G

been alternately underwater and dry for extended periods 
of time, possibly as a shallow lake alternately filled and 
evaporated repeatedly over the course of Martian history. If 
life ever did exist at this site, the sorts of rocks found there 
might have preserved a fossil record very well, but Opportu-
nity was not equipped to carry out such studies.

Spirit ceased communications with Earth in 2010, 
more than 6 years into a mission originally expected to 
last 3–6 months. As of 2013, Opportunity is still operating 
and in communication with Earth. Mission controllers are 
delighted at the many important contributions the two rov-
ers have made to planetary science.

NASA’s Phoenix mission landed in the planet’s north 
polar region in May 2008 (see Figure 10.4). Its objectives 
included determining if the Martian arctic is or was capa-
ble of supporting life, looking for ice or other evidence of 
water, and exploring the Martian polar climate. The space-
craft was not a rover, but instead contained a sophisticated 

array of equipment to monitor weather conditions and col-
lect and analyze the surrounding soil.

Phoenix confirmed the presence of subsurface water ice 
at the landing site (Figure 10.19) and found clay and carbon-
ates in the soil, both indicators of a wet environment at some 
time in the past, although scientists do not know if the water 
resulted from seasonally melting ice or is an indicator of the 
much more distant past. Chemical analysis of the soil suggests 
that liquid or near-liquid water existed on or near the Martian 
surface as recently as 100–200 million years ago. Initially, the 
overall composition of the soil seemed Earth-like, but later 
analysis suggested some chemical differences that might make 
it less friendly to life, at least as we know it. The mission left 
unresolved the question of whether the soil samples scooped up 
by Phoenix contained any carbon-based organic compounds.

Phoenix touched down in late fall in the Martian north-
ern hemisphere, and during its final weeks its sensors reported 
the first snow as winter closed in. The mission ended when 

diminishing sunlight and extreme 
low temperatures shut down the 
lander’s power supply.

The most recent arrival on 
Mars is NASA’s Curiosity rover, 
which soft-landed on the planet 
in August 2012. This car-sized 
robot is by far the most sophis-
ticated lander NASA has ever 
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placed on the Martian surface. Mission goals include study-
ing the Martian climate and geology, probing the past and 
present roles of water, determining whether the landing site 
(inside Gale Crater) has ever been conducive to microbial 
life, and evaluating the suitability of the planet for possible 
future human exploration.

Curiosity, shown in Figure 10.20, landed in a region 
thought to be an ancient streambed that may have held, 
in the distant past, f lowing water up to a meter deep. The 
search for carbonate rocks, which would strongly support 
the idea of ancient rivers and oceans on Mars (see Section 
10.5), is a key element of the mission. The first detailed 
scientific data were returned in December 2012 but, despite 
some early hints and much media speculation, no definitive 
detection of carbonates or organic compounds was possible. 
However, the analysis did reveal complex chemistry within 
the Martian soil, including water, sulfur, and chlorine-
containing minerals, and clearly demonstrated the 
capabilities of the probe’s science laboratory. The inset 
to Figure 10.20 shows holes bored into a surface rock by 
an onboard drill, allowing the first sample of subsurface 
Martian dust, presumably unaffected by weathering 
processes that may have altered the chemistry of the rock’s 
outer layers, to be brought aboard for analysis.

Although the hoped-for carbonates have not yet (as 
of mid 2013) been found, mission scientists are confident 
that Curiosity, over its multi-year lifetime, will make many 
important contributions to our knowledge of the history 
and evolution of the Red Planet.

COnCept Check

4 Where has all the Martian water gone?

10.6 The Martian Atmosphere
Long before the arrival of the Mariner and Viking spacecraft, 
astronomers knew from Earth-based spectroscopy that the 
Martian atmosphere was quite thin and composed primarily 
of carbon dioxide. In 1964, Mariner 4 confirmed these results, 
finding that the atmospheric pressure was only about 1/150 the 
pressure of Earth’s atmosphere at sea level and that carbon diox-
ide made up at least 95 percent of the total atmosphere. With the 
arrival of Viking, more detailed measurements of the Martian 
atmosphere could be made. Its composition is now known to be 
95.3 percent carbon dioxide, 2.7 percent nitrogen, 1.6 percent 
argon, 0.13 percent oxygen, 0.07 percent carbon monoxide, and 
about 0.03 percent water vapor. The level of water vapor is quite 
variable. Weather conditions encountered by Mars Pathfinder 
were quite similar to those found by Viking 1.

Atmospheric Structure and Weather
As the Viking landers descended to the surface, they made 
measurements of the temperature and pressure at various 
heights. The results are shown in Figure 10.21. The Martian 
atmosphere contains a troposphere (the lowest-lying atmo-
spheric zone, where convection and weather occur), which 
varies both from place to place and from season to season.  

 (Sec. 7.2) The variability of the troposphere arises from the 
variability of the Martian surface temperature. At noon in the 
summertime, surface temperatures may reach 300 K. Atmo-
spheric convection is strong, and the top of the troposphere 
can reach an altitude of 30 km. At night, the atmosphere 
retains little heat, and the temperature can drop by as much as 
100 K. Convection then ceases and the troposphere vanishes.

On average, surface temperatures on Mars are about 50 
K cooler than on Earth. The low early-morning temperatures 
often produce water-ice fog in the Martian canyons (Figure 
10.22). Higher in the atmosphere, in the stratosphere, tempera-
tures are low enough for carbon dioxide to solidify, giving rise 

to a high-level layer of carbon 
dioxide clouds and haze.

For most of the year, there 
is little day-to-day variation in 
the Martian weather: The Sun 
rises, the surface warms up, and 
light winds blow until sunset, 
when the temperature drops 

◀ figure 10.20 Curiosity on  
Mars This is a “self-portrait” of 
Curiosity on the floor of Gale crater; 
its sampling arm contains the camera, 
which was removed from the photo. 
The inset shows one of the first holes 
made in the Martian bedrock by 
Curiosity’s mini-drill; the hole is 1.6 cm 
across and 2 cm deep. (NASA/JPL)
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Atmospheric Evolution
Although there is some superficial similarity in composition 
between the atmospheres of Mars and Venus, the two plan-
ets obviously have quite different atmospheric histories—
Mars’s “air” is over 10,000 times thinner than that on Venus. 
As with the other planets we have studied, we can ask why 
the Martian atmosphere is as it is.

Presumably, Mars acquired a secondary atmosphere 
outgassed from the planet’s interior quite early in its history, 
just as the other terrestrial worlds did.  (Sec. 7.2) Around 
4 billion years ago, as indicated by the runoff channels in the 
highlands, Mars may have had a fairly dense atmosphere, 
complete with blue skies, oceans, and rain. Even taking into 
account the larger distance from Mars to the Sun and the 
fact that the Sun was about 30 percent less luminous 4 bil-
lion years ago (see Chapter 22), planetary scientists estimate 
that the greenhouse effect from a Martian atmosphere a few 
times denser than Earth’s present atmosphere could have 
kept conditions fairly comfortable. A surface temperature 
above 0°C (the freezing point of water) seems quite possible.

Sometime during the next billion years, most of the Mar-
tian atmosphere disappeared. Possibly, some of it was expelled 
by impacts with large bodies in the early solar system, and a 

◀ figure 10.21 Martian Atmosphere Structure of the Martian 
atmosphere, as determined by Viking and Mars Global Surveyor. The 
troposphere, which rises to an altitude of about 30 km in the daytime, 
occasionally contains clouds of water ice or, more frequently, dust during 
the planetwide dust storms that occur each year. Above the troposphere 
lies the stratosphere. Note the absence of a higher temperature zone in 
the stratosphere, indicating the absence of an ozone layer.
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▲ figure 10.22 fog in the Canyons (a) As the Sun’s light reaches and heats the canyon floor, it drives water 
vapor from the surface. When this vapor comes in contact with the colder air above the surface, it condenses again, 
and a temporary water-ice fog results, as seen here, near Mars’s northern polar cap. (b) fog also shrouds the floor of 
the 200-km-wide Lowell Crater, imaged here by Mars Global Surveyor in the autumn of 2000. (NASA)
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again. Only in the southern summer does the daily routine 
change. Strong surface winds (without rain or snow) sweep up 
the dry dust, carry it high into the stratosphere, and eventu-
ally deposit it elsewhere on the planet. At its greatest fury, a 
Martian storm floods the atmosphere with dust, making the 
worst storm we could imagine on Earth’s Sahara Desert seem 
inconsequential by comparison. The dust can remain airborne 
for months at a time. The blown dust forms systems of sand 
dunes similar in appearance to those found on Earth.
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substantial part may have leaked away into space because of 
the planet’s weak gravity.  (More Precisely 8-1) However, 
most of the remainder probably became unstable and was lost 
in a kind of “reverse runaway greenhouse effect,” as we now 
describe. The following scenario, summarized in Figure 10.23, 
is accepted by many planetary scientists, although not by all—
those who discount the evidence presented earlier for liquid 
water and a thick early atmosphere on Mars obviously require 
no explanation for their absence today.

The key mechanism controlling the level of carbon 
dioxide in a terrestrial planet’s atmosphere is the absorption 
of carbon dioxide into the rocks that make up the planet’s 
crust. The presence of liquid water greatly accelerates this 
process—carbon dioxide dissolves in the liquid water of 
the planet’s rivers and lakes (and oceans, if any), ultimately 
reacting with surface material to form carbonate rocks. The 
result—at least in the absence of any opposing effect—is a 
continual depletion of atmospheric carbon dioxide.

On Venus, as we saw in Chapter 9, an opposing effect did 
exist, as the familiar greenhouse effect ran away to high tempera-
tures and pressures.  (Sec. 9.5) Carbon dioxide left the surface 
and entered the atmosphere as the temperature rose, resulting in 
the extreme conditions we now find on that planet today.

On Earth, a very different process acts to counteract the 
absorption of carbon dioxide into the surface. Plate tectonics 

constantly recycles our planet’s carbon dioxide, returning it 
to the atmosphere via volcanic activity.  (Sec. 7.4) Even-
tually, these two competing processes come into balance, 
and the atmospheric concentration of carbon dioxide tends 
to remain roughly constant.

However, neither of these opposing processes operated 
on Mars. The planet was too cool for the greenhouse effect to 
run away. And, as we have seen, Mars’s interior cooled faster 
than Earth’s, and the planet apparently never developed large-
scale plate motion. Even taking into consideration the large 
volcanoes discussed earlier in this chapter, Mars has had on 
average far less volcanism than Earth does, so the processes 
depleting carbon dioxide have been much more effective than 
those replenishing it, creating a “one-way street” in which the 
level of atmospheric carbon dioxide steadily declined.

As the Martian carbon dioxide was consumed and its 
greenhouse effect diminished, the planet cooled, causing still 
more carbon dioxide to leave the atmosphere. The reason for 
this is just as described above—lower temperatures allowed 
more carbon dioxide to be absorbed in the surface layers. The 
result was a runaway to lower temperatures and decreasing 
levels of carbon dioxide in the atmosphere—just the opposite 
the sequence of events on Venus. Calculations show that much 
of the Martian atmospheric carbon dioxide could have been 
depleted in this way in a relatively short period of time, perhaps 

▲ figure 10.23 Atmospheric Change (a) on earth, geological and volcanic activity returns Co2 to the 
atmosphere, and a stable balance is struck. The result is a modest greenhouse effect. (b) on Mars, there is little  
volcanic activity, and the Co2 returned was insufficient to replenish the atmosphere. As a result, the Martian  
atmosphere thinned and cooled, losing most of its Co2 in as little as a few hundred million years. if life did arise  
on early Mars, it most likely had a rather brief window of time in which to develop.
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10.7 Martian Internal Structure
The Viking landers carried seismometers to probe the inter-
nal structure of Mars. However, one failed to work, and 
the other was unable to clearly distinguish seismic activity 
from the buffeting of the Martian wind. As a result, no seis-
mic studies of the Martian interior have yet been carried 
out. On the basis of studies of the stresses that occurred 
during the Tharsis uplift, astronomers estimate the thick-
ness of the crust to be about 100 km.

During its visit to Mars in 1965, Mariner 4 detected 
no planetary magnetic field, and for many years the most 
that could be said about the Martian magnetic field was 
that its strength was no more than a few thousandths the 
strength of Earth’s field (to the level of sensitivity of Mari-
ner’s instruments). In 1997, Mars Global Surveyor detected 
a very weak Martian field, about 1/800 times that of Earth. 
However, this is probably a local anomaly, akin to the mag-
netic fluctuations detected by Lunar Prospector at certain 
locations on the surface of Earth’s Moon, and not a global 
field.  (Sec. 8.7)

Because Mars rotates rapidly, the absence of a global 
magnetic field is taken to mean that the planet’s core is non-
metallic, nonliquid, or both.  (Sec. 7.5) The small size of 
Mars indicates that any radioactive (or other internal) heat-
ing of its interior would have been less effective at melting the 
planet than similar heating on Earth. The heat could reach 
the surface and escape more easily than on a larger planet 
such as Earth or Venus.

The evidence we noted earlier for ancient surface activ-
ity, especially volcanism, suggests that at least parts of the 
planet’s interior must have melted and possibly differ-
entiated at some time in the past. But the lack of current 
activity, the absence of any significant magnetic field, the 
relatively low density (3900 kg/m3), and an abnormally high 
abundance of iron at the surface all suggest that Mars never 
melted as extensively as did Earth. The latest data indicate 
that the Martian core has a diameter of about 2500 km, is 
composed largely of iron sulfide (a compound about twice 
as dense as surface rock), and is still at least partly molten.

The history of Mars appears to be that of a planet on 
which large-scale tectonic activity almost started, but was 
stifled by the planet’s rapidly cooling outer layers. The large 
upwelling of material that formed the Tharsis bulge might 
have developed into full-fledged plate tectonic motion on a 
larger, warmer planet, but the Martian mantle became too 
rigid and the crust too thick for that to occur. Instead, the 
upwelling continued to fire volcanic activity, almost up to 
the present day, but, geologically, much of the planet appar-
ently died 2 billion years ago.

as quickly as a few hundred million years (Figure 10.24), 
although some of it might have been replenished by volcanic 
activity, possibly extending the “comfortable” lifetime of the 
planet to a half-billion years or so. Much of the debate about 
the presence of liquid water on the Martian surface revolves 
around the time it took for the planet’s surface to freeze.

As the temperature continued to fall, water froze out 
of the atmosphere, lowering still further the level of atmos-
pheric greenhouse gases and accelerating the cooling. (Recall 
from Section 9.5 that water vapor also contributes to the 
greenhouse effect.) Eventually, even carbon dioxide began 
to freeze out, particularly at the poles, and Mars reached the 
frigid state we see today—a cold, dry planet with most of its 
original complement of atmospheric gases now residing in or 
under the barren surface.

COnCept Check

4 What happened to the Martian atmosphere?

◀ figure 10.24 Martian evolution (a) Artist’s conception of 
Mars some 4 billion years ago, with a dwindling atmosphere and some 
lingering surface water. (b) A photo of Mars today. (Kees Veenenbos)

(a) Ancient Mars

(b) Today's Mars



260 CHAPTER 10 Mars

COnCept Check

4 What is the principal reason for the lack of geological 
activity on Mars today?

10.8 The Moons of Mars
Unlike Earth’s Moon, Mars’s moons are tiny compared with 
their parent planet and orbit very close to it, relative to the 
planet’s radius. Discovered by American astronomer Asaph 
Hall in 1877, the two Martian moons—Phobos (“fear”) and 
Deimos (“panic”)—are only a few tens of kilometers across. 
Their composition is quite unlike that of the planet. They 
are quite difficult to study from Earth because their prox-
imity to Mars makes it hard to distinguish them from their 
much brighter parent. However, the many orbiters that have 
since visited the planet have studied both in great detail.

As shown in Figure 10.25, Phobos and Deimos are both 
quite irregularly shaped and heavily cratered. The larger 
of the two is Phobos (Figure 10.25a), which is about 28 km 
long and 20 km wide and is dominated by an enormous 
10-km-wide crater named Stickney (after Angelina Stickney,  
Asaph Hall’s wife, who encouraged him to persevere in his 
observations). The smaller Deimos (Figure 10.25b) is only  
16 km long by 10 km wide. Its largest crater is 2.3 km in 
diameter. The fact that both moons have quite dark surfaces, 
reflecting no more than 6 percent of the light falling on them, 
contributes to the difficulty in observing them from Earth.

Phobos and Deimos move in circular, equatorial orbits, 
and they rotate synchronously (i.e., they each keep the 
same face permanently turned toward the planet). These 

characteristics are direct consequences of the tidal influ-
ence of Mars. Both moons orbit Mars in the prograde 
sense—that is, in the same sense (counterclockwise, as seen 
from above the north celestial pole) as the planet orbits the 
Sun and rotates on its axis.

Phobos lies only 9378 km (less than three planetary 
radii) from the center of Mars and, as we saw earlier, has 
an orbital period of 7 hours and 39 minutes. This period 
is much less than a Martian day, so an observer standing 
on the Martian surface would see Phobos move “backward” 
across the Martian sky—that is, in a direction opposite that 
of the apparent daily motion of the Sun. Because the moon 
moves faster than the observer, it overtakes the planet’s 
rotation, rising in the west and setting in the east, crossing 
the sky from horizon to horizon in about 5.5 hours. Deimos 
lies somewhat farther out, at 23,459 km, or slightly less than 
seven planetary radii, and orbits in 30 hours and 18 min-
utes. Because it completes its orbit in more than a Martian 
day, it moves “normally,” as seen from the ground (i.e., from 
east to west), taking almost 3 days to traverse the sky.

Astronomers have determined the masses of the two 
moons by measuring their gravitational effects on the many 
spacecraft that have now orbited the planet.  (Sec. 6.2) 
The density of the Martian moons is around 2000 kg/m3, 
far less than that of any world we have yet encountered in 
our outward journey through the solar system. This is one 
reason that astronomers think it unlikely that Phobos and 
Deimos formed along with Mars. Instead, for many years 
it was thought more probable that they were asteroids that 
came too close to the planet and were slowed and captured 
by the outer fringes of the early Martian atmosphere.

(a) (b)

1 km

R I V U X G

10 km

▲ figure 10.25 Martian Moons (a) A Mars express photograph of the potato-shaped Phobos, not much larger 
than Manhattan island. The prominent crater (called Stickney) at left is several kilometers across. (b) Like Phobos, the 
smaller moon, Deimos, has a composition unlike that of Mars. Both moons are probably captured asteroids. This close-up 
photograph of Deimos was taken by a Viking orbiter. Most of the boulders shown are about the size of a house. (ESA)
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Recent measurements by Mars Global Surveyor and 
Mars Express now suggest that the composition of Phobos 
differs significantly from that of asteroids of comparable 
density, and its rather porous internal structure may be too 
weak for it to have survived the capture process. Instead, it 
may have formed after material ejected from Mars by a mete-
oritic impact was captured and held by the planet’s gravity, a 
little like the collision hypothesis for the formation of Earth’s 
Moon, but on a much smaller scale.  (Sec. 8.8)

However it got there, Phobos, on its low-altitude Mar-
tian orbit, continues to interact with the planet’s upper 
atmosphere. Its orbit is expected to decay, plunging the 
moon into the surface in just a few tens of millions of years.

COnCept Check

4 In what ways do Phobos and Deimos differ from 
Earth’s Moon?

The Big Question For well over a century, people have wondered, Is there life on Mars? After 
years of careful observation, this intriguing world has yielded no hint of living creatures, intelligent or 
otherwise—not even bugs hiding beneath the dusty rocks. If Martians do exist, they must be microbes—
small, hidden, barely eking out a living in a mostly dry, dusty, and chilly world. Perhaps future robots 
will find archeological evidence for life now extinct, or maybe they will find no organisms at all—dead 
or alive. Either way, the consequences for our place in the cosmos could be profound.

 1  Mars lies outside Earth’s orbit and trav-
erses the entire plane of the ecliptic, as seen 
from Earth. Mars is about half the radius 
and one-tenth the mass of Earth. It rotates 
at almost the same rate as Earth, and its 
axis of rotation is inclined to the ecliptic at 
almost the same angle as Earth’s axis. Sur-
face temperatures on Mars average about 50 
K cooler than those on Earth. Otherwise, Martian weather is remi-
niscent of that on Earth, with dust storms, clouds, and fog.
2  As a result of its axial tilt, Mars has 

daily and seasonal cycles much like those 
on our own planet, but they are more com-
plex than those on Earth because of Mars’s 
eccentric orbit. From Earth, the most obvi-
ous Martian surface features are the polar 
caps, which grow and diminish as the sea-
sons change on Mars. The two polar caps 
on Mars each consist of a seasonal cap  
(p. 249), composed of carbon dioxide, 
which grows and shrinks, and a residual cap (p. 249), of water ice, 
which remains permanently frozen. The appearance of the planet 
also changes because of seasonal dust storms that obscure its surface.
3  The Martian surface has vast plains, 

huge volcanoes, and deep channels and 
canyons. Mars’s major surface feature is the 
Tharsis bulge, located on the planet’s equa-
tor. This feature may have been caused by a “plume” of upwelling 
material in the youthful Martian mantle. Associated with the 
bulge are Olympus Mons, the largest known volcano in the solar 
system, and a huge crack, called the Valles Marineris, in the 

planet’s surface. The height of the Martian volcanoes is a direct 
consequence of Mars’s low surface gravity. No evidence for recent 
or ongoing eruptions has been found. On the other side of Mars 
from Tharsis lies the Hellas basin, the site of a violent meteoritic 
impact early in the planet’s history. There is a marked difference 
between the two Martian hemispheres. The northern hemisphere 
consists of rolling volcanic plains and lies several kilometers 
below the level of the heavily cratered southern hemisphere. The 
lack of craters in the north suggests that this region is younger. 
The cause of the north–south asymmetry is not known.
4  There is strong evidence that Mars once 

had running water on its surface. Runoff 
channels (p. 245) are the remains of ancient 
Martian rivers, whereas outflow channels 
(p. 245) are the paths taken by flash floods 
that cascaded from the southern highlands 
into the northern plains. Mars Global 
Surveyor and Mars Express images also 
strongly suggest that liquid water once existed in great quantity on 
Mars, and the Mars Exploration Rover landers have returned direct 
evidence for a wet Martian past. The planet may have enjoyed a 
relatively brief, warm “Earth-like” phase early on in its evolution, 
with a thick atmosphere and rain, rivers, and lakes or even oceans.
5  Today, much of the water on Mars is 

locked up in the polar caps and in the layer 
of permafrost lying under the Martian sur-
face. Viking observations of fluidized ejecta 
surrounding impact craters indicated the 
presence of subsurface ice, and Mars Odys-
sey and Mars Express subsequently detected 
extensive ice deposits mixed with and 
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lying under the planet’s surface layers. Mars Explorer has found 
numerous gullies in crater walls that appear to have been formed 
by running water, and some flows are known to have occurred 
within the past few years. Whether these flows imply liquid water 
or ice below the surface remains unclear.
6  Like the atmosphere of Venus, Mars’s 

atmosphere is composed primarily of carbon 
dioxide. However, unlike Venus’s atmos-
phere, the cool Martian atmosphere has a 
density less than 1 percent that of Earth’s. 
Mars may once have had a dense atmos-
phere, but it was lost, partly to space and 
partly to surface rocks and subsurface permafrost (p. 247) and 
polar caps. Even today, the thin atmosphere is slowly leaking away.
7  Mars has an extremely weak magnetic field, which, 

together with the planet’s rapid rotation, implies that its core 

is nonmetallic, nonliquid, or both. The 
lack of current volcanism, the absence 
of any significant magnetic field, the 
planet’s relatively low density, and a high 
abundance of surface iron all suggest that 
Mars never melted and differentiated as 
extensively as did Earth. Convection in 
the Martian interior seems to have been stif led 2 billion years 
ago by the planet’s rapidly cooling and solidifying mantle.

8  The Martian moons Phobos and Dei-
mos are probably asteroids captured by 
Mars early in its history. Their densities 
are far less than that of any planet in the 
inner solar system. These moons may be 
representative of conditions in the early 
solar system.
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Conceptual Self-Test: Multiple Choice
 1. Compared with the Earth’s orbit, the orbit of Mars (a) has 

the same eccentricity; (b) is more eccentric; (c) is less eccen-
tric; (d) is smaller.

 2. As seen from Earth, Mars exhibits a retrograde loop about 
once every (a) week; (b) 6 months; (c) 2 years; (d) decade.

 3. Compared with Earth’s diameter, the diameter of Mars is 
(a) significantly larger; (b) significantly smaller; (c) nearly 
the same size; (d) unknown.

 4. The lengths of the seasons on Mars can be determined by 
observing the planet’s (a) tilt; (b) eccentricity; (c) polar caps; 
(d) moons.

 5. In terms of area, the extinct Martian volcano Olympus 
Mons is about the size of (a) Mt. Everest; (b) Colorado;  
(c) North America; (d) Earth’s Moon.

 6. VIS Figure 10.4 (“Mars Map”) clearly shows (a) surface 
water and ice at northern latitudes; (b) a giant canyon 

for instructor-assigned homework go to MasteringAstronomy.com.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.

Review and Discussion

 9. LO5 Is there water on Mars today, in any form?
 10. POS Why do some scientists think Mars once had an ex-

tensive ocean? Where was it located?
 11. LO6 Compare and contrast the evolution of the atmos-

pheres of Mars, Venus, and Earth.
 12. LO7 What do measurements of Martian magnetism tell us 

about the planet’s interior?
 13. POS What is the evidence that Mars never melted as exten-

sively as did Earth?
 14. Since Mars has an atmosphere, and it is composed mostly of 

a greenhouse gas, why isn’t there a significant greenhouse 
effect to warm its surface?

 15. LO8 How were the masses of Mars’s moons measured, and 
what did these measurements tell us about their origin?

 1. Why is opposition the best time to see Mars from Earth? 
Why are some Martian oppositions better than others for 
viewing Mars?

 2. LO1 Imagine that you will be visiting the southern hemi-
sphere of Mars during its summer. Describe the atmospheric 
conditions you might face.

 3. LO2 Describe the two Martian polar caps, their seasonal and 
permanent composition, and the differences between them.

 4. Why is Mars red?
 5. LO3 Describe the major large-scale surface features of Mars.
 6. Why were Martian volcanoes able to grow so large?
 7. Why couldn’t you breathe on Mars?
 8. LO4 POS What is the evidence that water once flowed on 

Mars? Is there liquid water on Mars today?



Chapter Review 263

stretching all the way across the planet; (c) iron deposits 
in the mid-latitudes; (d) cratered terrain in the south.

 7. VIS The best evidence for the existence of liquid water  
on an ancient Mars is Figure (a) 10.11; (b) 10.13; (c) 10.14; 
(d) 10.16.

 8. Compared with the atmosphere of Venus, the Martian 
atmosphere has (a) a significantly higher temperature; 
(b) significantly more carbon dioxide; (c) a significantly 
lower atmospheric pressure; (d) significantly more acidic 
compounds. 

 9. In comparison to the atmosphere of Venus, the vastly 
different atmospheric character of Mars is likely due to a/an  
(a) ineffective greenhouse effect; (b) reverse greenhouse 
effect; (c) absence of greenhouse gases that would hold in 
heat; (d) greater distance from the Sun.

 10. The moons of Mars (a) are probably captured asteroids; 
(b) formed following a collision with Earth; (c) are the 
remnants of a larger moon; (d) formed simultaneously 
with Mars.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. •• What is the maximum elongation of Earth, as seen from 
Mars? (For simplicity, assume circular orbits for both planets.)

 2. • Calculate the minimum and maximum angular diameters 
of the Sun, as seen from Mars.

 3. • What would you weigh on Mars?
 4. • What was the minimum size of a Martian surface feature 

resolvable during the 2003 opposition (see Figure 10.1) by an 
Earth-based telescope with an angular resolution of 0.05–?

 5. • The mass of the Martian atmosphere is about 1/150 the mass 
of Earth’s atmosphere and is composed mainly (95 percent) 
of carbon dioxide. Taking the mass of Earth’s atmosphere to 
be roughly 5 * 1018 kg, estimate the total mass of carbon di-
oxide in the atmosphere of Mars. Compare your answer with 
the mass of a seasonal polar cap, approximated as a circular 

sheet of frozen carbon dioxide (“dry ice,” having a density of  
1600 kg/m3) of diameter 3000 km and thickness 1 m.

 6. • How long would it take the wind in a Martian dust storm, 
moving at a speed of 150 km/h, to encircle the planet’s equator?

 7. • The Hellas impact basin is roughly circular, 3000 km across, 
and 6 km deep. Taking the Martian crust to have a density 
of 3000 kg/m3, estimate how much mass was blasted off the 
Martian surface when the basin formed. Compare your an-
swer with the present total mass of the Martian atmosphere. 
(See Problem 5.)

 8. •• The outflow channel shown in Figure 10.9 is about 10 km 
across and 100 m deep. If it carried 107 metric tons (1010 kg) 
of water per second, as stated in the text, estimate the speed at 
which the water must have flowed.

Activities
Collaborative

 1. If Mars is visible in the night sky, observe it with as large a tel-
escope as is available to you; binoculars will not be of much use. 
Use your almanac (or go online) to find out which Martian sea-
son is occurring at the time of your observation, which hemi-
sphere is tilted in Earth’s direction, and what longitude is point-
ing toward Earth. Sketch what you see. Look carefully and take 
your time. Repeat this observation several times over the course 
of a night. Take turns making the sketches. Afterward, try to 
identify the various features you have seen by referring to known 
objects on Mars (e.g., as shown in Figure 10.2). You should also 

be able to see the planet’s rotation by watching the surface fea-
tures move. Do the same the next night. Because Mars’s rotation 
period is so similar to Earth’s, you should see the same surface  
features again.

Individual
 1. Several months before opposition, Mars begins retrograde 

motion. Chart the planet’s motion relative to the stars to de-
termine when it stops moving eastward and begins moving 
toward the west. Notice the increase in Mars’s brightness as 
it approaches opposition.
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Left: Jupiter is one of the most fascinating objects in the solar system. This true-color 

mosaic, constructed from two dozen images taken by a camera onboard the Cassini 

spacecraft, is the most detailed portrait of Jupiter ever made, resolving features as 

small as 60 km across. Note the Great Red Spot at lower middle—a storm that has 

been under way for several hundred years. Everything seen here is a cloud, from the 

equatorial regions that show alternating light and dark belts, to the high-latitude areas 

that appear more mottled. (JPL)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
Figures, and self-guided tutorials.

Jupiter
GiANT oF ThE SolAR SySTEM

11
Beyond the orbit of Mars, the solar system is very different from 
our own backyard. The outer solar system presents us with a 
totally unfamiliar environment: huge gas balls, peculiar moons, 
complex ring systems, and a wide variety of physical and chemical 
phenomena, many of which are still only poorly understood. 
Although the jovian planets—Jupiter, Saturn, Uranus, and 
Neptune—differ from one another in many ways, we will find that 
they have much in common, too. As with the terrestrial planets, we 
learn from their differences as well as from their similarities.

Our study of these alien places begins with the jovian planet 
closest to Earth: Jupiter, the largest planet in the solar system. In 
mass, composition, and internal structure, it offers a model for 
the other jovian worlds.

Learning Outcomes

Studying this chapter will enable you to

1  Specify the ways in which Jupiter 
differs from the terrestrial planets 
in its physical and orbital properties.

2  outline the processes responsible 
for the appearance of Jupiter’s  
atmosphere.

3  Describe Jupiter’s internal struc-
ture and composition, and explain 
how their properties are inferred 
from external measurements.

4  Summarize the characteristics of 
Jupiter’s magnetosphere.

5  list the orbital and physical 
properties of the Galilean moons 
of Jupiter, and describe the 
appearance and interior structure 
of each.

6  Explain how tidal forces can pro-
duce enormous internal stresses in 
a jovian moon, and discuss some 
effects of those stresses.

The Big Picture Despite their many peculiar properties, 
other planets in our solar system might offer some hints and clues 
about our own. Weather patterns observed and deciphered in the 
atmospheres of the big jovian planets could be especially helpful. 
Astronomers are currently using telescopes and spacecraft to 
examine Jupiter’s cloud heights, wind speeds, gas temperatures, 
and chemical composition. They seek not only to understand  
Jupiter itself, but also to gain a comparative understanding  
of Earth, most notably the changing climate on our much 
smaller world.
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11.1  Orbital and Physical 
Properties

Named after the most powerful god of the Roman pan-
theon, Jupiter is by far the largest planet in the solar system. 
Ancient astronomers could not have known the planet’s true 
size, but their choice of names was apt.

The View from Earth
Jupiter is the fifth planet from the Sun and the innermost 
jovian planet (Figure 11.1). It is the third-brightest object in 
the night sky (after the Moon and Venus), making it easy to 
locate and study. As in the case of Mars, Jupiter is bright-
est when it is near opposition. When this happens to occur 
close to perihelion, the planet can be up to 50– across, and a 
lot of detail can be discerned through even a small telescope.

Figure 11.2(a) is a photograph of Jupiter, taken through 
a telescope on Earth. In contrast to the terrestrial worlds, 
Jupiter has many moons that vary greatly in size and other 
properties. The four largest, visible in this telescopic view 
(and, to a few people, with the naked eye), are known as 
the Galilean moons, after Galileo Galilei, who discovered 
them in 1610.  (Sec. 2.4) Figure 11.2(b) is a Hubble Space 
Telescope image of Jupiter taken during the opposition of 
December 1990. Notice both the alternating light and dark 
bands that cross the planet parallel to its equator and also 
the large oval at the lower right. These atmospheric features 

are quite unlike anything found on the inner planets. Figure 
11.2(c) is an up-close, true-color image of Jupiter’s north 
polar region, taken by the Cassini spacecraft as it passed the 
planet in 2001 en route to Saturn.

Mass and Radius
Since astronomers have been able to study the motion of the 
Galilean moons for quite some time, Jupiter’s mass has long 
been known to high accuracy. It is 1.9 × 1027 kg, or 318 Earth 
masses—more than twice the mass of all the other planets 
combined. In the broadest sense, our solar system is a two-
object system with a lot of additional debris. Nonetheless, as 
massive as Jupiter is, it is still only 1/1000 the mass of the Sun.

Knowing Jupiter’s distance and angular size, we can 
easily determine the planet’s radius, which turns out to be 
71,500 km, or 11.2 Earth radii. More dramatically stated, 
more than 1400 Earths would be needed to equal the vol-
ume of Jupiter. From the planet’s size and mass, we derive a 
density of 1300 kg/m3 for Jupiter. Here (as if we needed it) is 
yet another indicator that Jupiter is radically different from 
the terrestrial worlds: It is clear that, whatever Jupiter’s com-
position, it cannot possibly be made up of the same mate-
rial as the inner planets. (Recall from Chapter 7 that Earth’s 
average density is 5500 kg/m3).  (Sec. 7.1)

In fact, theoretical studies of the planet’s internal 
structure indicate that Jupiter must be composed primar-
ily of hydrogen and helium. The enormous pressure in 
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▲ figure 11.1 Solar System Perspective This is a variation on Figure 6.5—neither an overhead view nor an 
edge-on view of our solar system, but an oblique view from a distant perspective—illustrating the jovian planets relative 
to their terrestrial cousins. Jupiter orbits at a distance of 5.2 AU from the Sun, outside the asteroid belt but well inside 
the Kuiper belt.
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the planet’s interior due to Jupiter’s strong gravity greatly 
compresses these light gases, whose densities on Earth (at 
room temperature and sea level) are 0.08 and 0.16 kg/m3, 
respectively, producing the relatively high average density 
we observe.

Rotation Rate
As with other planets, we can attempt to determine Jupiter’s 
rotation rate simply by timing a surface feature as it moves 
around the planet. However, in the case of Jupiter (and, 
indeed, all the gaseous outer planets), there is a catch: Jupiter 
has no solid surface. All we see are the features of clouds in 
the planet’s upper atmosphere. With no solid surface to “tie 
them down,” different parts of Jupiter’s atmosphere move 
independently of one another.

Visual observations and Doppler-shifted spectral 
lines indicate that the equatorial zones rotate a little faster 
(with a period of 9h50m) than the higher latitudes (with  
a period of 9h55m). Jupiter thus exhibits differential  
rotation—the rotation rate is not constant from one loca-
tion to another. Differential rotation is not possible in 
solid objects like the terrestrial planets, but it is normal 
for f luid bodies such as Jupiter.

Observations of Jupiter’s magnetosphere provide a 
more meaningful measurement of the rotation period. 
The planet’s magnetic field is strong and emits radia-
tion at radio wavelengths as charged particles accelerate 
in response to Jupiter’s magnetic field. Careful studies 
show a periodicity of 9h55m at these radio wavelengths.  
We assume that this measurement matches the rotation  
of the planet’s interior, where the magnetic field arises.  

 (Sec. 7.5) Thus, Jupiter’s interior rotates at the same 
rate as the clouds at the planet’s poles. The equatorial 
zones rotate more rapidly.

A rotation period of 9h55m is fast for such a large 
object. In fact, Jupiter has the fastest rotation rate of any 
planet in the solar system, and this rapid spin has altered 
Jupiter’s shape. As illustrated in Figure 11.3, a spinning 
object tends to f latten and develop a bulge around its 
midsection.  (Sec. 6.6) The more loosely the object’s 
matter is bound together, or the faster it spins, the larger 
the bulge becomes. In objects such as Jupiter, which are 
made up of gas or loosely packed matter, high spin rates 
can produce a quite pronounced bulge. Jupiter’s equatorial 

◀ figure 11.2 Jupiter (a) This photograph, made through a 
ground-based telescope, shows Jupiter and its four big Galilean moons. 
(b) A hubble Space Telescope image captures Jupiter in true color as our 
human eyes would see it and reveals features as small as a few hundred 
kilometers across. (c) A Cassini spacecraft image of part of Jupiter, 
taken while this robot vehicle was on its way to Saturn, shows intricate 
clouds of different heights, thicknesses, and chemical composition. 
(AURA; NASA)
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radius (71,500 km) exceeds its polar radius (66,900 km) by 
about 6.5 percent.*

But there is more to the story of Jupiter’s shape. Jupiter’s 
observed equatorial bulge also tells us something important 
about the planet’s deep interior. Careful calculations indicate 
that Jupiter would be more flattened than it actually is if its core 
were composed of hydrogen and helium alone. To account for 
the planet’s observed shape, we must assume that Jupiter has 
a dense, compact core, probably of rocky composition, about 
5–10 times the mass of Earth. This is one of the few pieces of 
data we have on Jupiter’s internal structure.

ConCePt Check

4 How do observations of a planet’s magnetosphere 
allow astronomers to measure the rotation rate of  
the interior?

11.2 Jupiter’s Atmosphere
Jupiter is visually dominated by two features: a series of 
ever-changing atmospheric bands arranged parallel to the 
equator and an oval atmospheric blob called the Great Red 
Spot, or, often, just the “Red Spot.” The bands of clouds, 
clearly visible in Figure 11.2, display many colors—pale 
yellows, light blues, deep browns, drab tans, and vivid 
reds, among others. Shown in more detail in Figure 11.4, a 
close-up photograph taken as Voyager 1 sped past in 1979, 
the Red Spot is the largest of many features associated with 
Jupiter’s weather. It seems to be a hurricane twice the size 
of planet Earth that has persisted for hundreds of years, the 
largest of numerous long-lived storm systems in the planet’s 
atmosphere.

Atmospheric Composition
Spectroscopic studies of sunlight reflected from Jupiter 
gave astronomers their first look at the planet’s atmospheric 
composition. Radio, infrared, and ultraviolet observations  
provided more details later. The most abundant gas is molec-
ular hydrogen (H2, 86.1 percent by number of molecules), 
followed by helium (He, 13.8 percent). Together, these two 
gases make up over 99 percent of Jupiter’s atmosphere. Small 
amounts of atmospheric methane (CH4), ammonia (NH3), 
and water vapor (H2O) are also found. Researchers think 
that hydrogen and helium in those same proportions make 
up the bulk of the planet’s interior as well.

The abundance of hydrogen and helium on Jupiter is a 
direct consequence of the planet’s strong gravity. Unlike the 
gravitational pull of the terrestrial planets, the gravity of the 
much more massive jovian planets is powerful enough to 
have retained even hydrogen.  (More Precisely 8-1) Little, 
if any, of Jupiter’s original atmosphere has escaped since the 
planet formed 4.6 billion years ago.

Atmospheric Bands
Astronomers generally describe Jupiter’s banded appearance 
—and, to a lesser extent, the appearance of the other jovian 
worlds as well—as a series of bright zones and dark belts 
crossing the planet. These variations appear to be the  
result of convective motion in the planet’s atmosphere.  

 (Sec. 7.2) Voyager sensors indicated that the light-
colored zones lie above upward-moving convective currents 
in Jupiter’s atmosphere. The dark belts are regions repre-
senting the other part of the convection cycle, during which 

A
N

IM
A

TI
O

N
/V

ID
E

O
 J

u
p

it
er

’s
 R

o
ta

ti
o

n

interactive figure 11.3 rotational flattening All 
spinning objects tend to develop an equatorial bulge 
because rotation causes matter to push outward against the 
inward-pulling gravity. The size of the bulge depends on the 
mechanical strength of the matter and the rate of rotation.

Nonrotating gas balls
have the shape
of a sphere c

 cbut rotation causes
them to bulge.

Gravity

N

S

S

Outward “push”
from rotation

Bulge

Gravity

N

(b)

(a)

Inward-pointing 
arrows denote 
gravity; the 
outward arrows 
the “push” due 
to rotation.

*Earth also bulges slightly at the equator because of rotation. However, our 
planet is much more rigid than Jupiter, and the effect is much smaller—
the equatorial diameter is only about 40 km larger than the distance from 
pole to pole, a tiny difference compared with Earth’s full diameter of nearly 
13,000 km. Relative to its overall dimensions, Earth is smoother and more 
spherical than a billiard ball.
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◀ figure 11.5  
Jupiter’s 
Convection The 
colored bands in 
Jupiter’s atmosphere 
are associated with 
vertical convective 
motion. As on Earth, 
winds tend to blow 
from high- to  
low-pressure regions. 
Jupiter’s rapid 
rotation channels 
those winds into a 
global east–west flow 
pattern, as indicated 
by the three  
yellow-red arrows 
drawn atop the belts 
and zones. (NASA)

This is a real Voyager photo of Jupiter’s clouds,
showing its actual banded structure.

Belt

Zonal wind pattern

Zone

North

R I V U X G

To planet’s
center

Cooler gas sinks into the 
atmosphere, creating darker bands 

atop lower-pressure regions.

Warm material rises and 
creates lighter-colored 

zones.

◀ figure 11.4 Jupiter's red Spot  
Voyager 1 took this photograph of 
Jupiter’s Great Red Spot (upper right) 
from a distance of about 100,000 km. 
Resolution is about 100 km. The arrows 
indicate direction of gas flow above, 
below, and inside the Red Spot. (NASA)

material is generally sinking downward, as illustrated sche-
matically in Figure 11.5.

Because of the upwelling material below them, the 
zones are regions of high pressure. The belts, conversely, are 
low-pressure regions. The belts and zones are Jupiter’s equiv-
alents of the familiar high- and low-pressure systems that 

cause our weather on Earth. A 
major difference between Jupiter  
and Earth is that Jupiter’s rapid 
rotation has wrapped these sys-
tems all the way around the 
planet, instead of forming local-
ized circulating storms, as on our 
own world.

Observations made by the 
Cassini mission in 2000 during its 
Jupiter flyby have challenged this 
standard view, suggesting instead 
that upward convection is actu-

ally confined to the belts. For now, planetary scientists have 
no clear resolution to the apparent contradiction between 
the Voyager and the Cassini findings.

Underlying the bands is an apparently very stable 
pattern of eastward and westward wind flow, known as 
Jupiter’s zonal flow. Figure 11.5 illustrates how the wind 

Note the complex turbulence to
the left of both the Red Spot and
the smaller white oval below it.

   This is Earth, drawn to scale
relative to Jupiter’s clouds. R I U X GV

10,000 km

Direction of gas �ow
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remains. The variations are not seasonal in 
nature: Having a low-eccentricity orbit and 
a rotation axis almost exactly perpendicular 
to its orbital plane, Jupiter has no seasons. 

 (Sec. 1.4) Instead, the annual changes 
appear to be the result of dynamic motion 
in the planet’s atmosphere.

Atmospheric Structure  
and Color
None of the atmospheric gases listed earlier 
can, by itself, account for Jupiter’s observed 

coloration. For example, frozen ammonia and water vapor 
would simply produce white clouds, not the many colors actu-
ally seen. Scientists suspect that the colors of the clouds are the 
result of complex chemical processes occurring in the planet’s 
turbulent upper atmosphere, although the details are still not 
fully understood. When we observe Jupiter’s colors, we are 
actually looking down to many different depths in the planet’s 
atmosphere.

Based on the best available data and mathematical 
models, Figure 11.7 is a cross-sectional diagram of Jupiter’s 
atmo sphere. Since the planet lacks a solid surface to use as a  
reference level for measuring altitude, the top of the tropo-
sphere is conventionally taken to lie at 0 km. As on all planets, 
weather on Jupiter is the result of convection in the tropo-
sphere, so the clouds, which are associated with planetary 
weather systems, all lie at negative altitudes in the diagram.  
Just above the troposphere lies a thin, faint layer of haze  
created by photochemical reactions (reactions involving sun-
light) similar to those that cause smog on Earth. The tem-
perature at this level is about 110 K; it increases with altitude 
as the atmo sphere absorbs solar ultraviolet radiation.

Jupiter’s clouds are arranged in three main layers. Below 
the haze, at a depth of about 40 km (shown as −40 km in 
Figure 11.7), lies a layer of white, wispy clouds made up of 
ammonia ice. The temperature here is approximately 125–150 
K; it increases quite rapidly with increasing depth. A few tens 
of kilometers below the ammonia clouds, the temperature is a 
little warmer—over 200 K—and the clouds are probably made 
up mostly of droplets or crystals of ammonium hydrosulfide, 

interactive figure 11.6 Zonal 
flow This graph shows wind speed 
in Jupiter’s atmosphere, measured 
relative to the planet’s internal rotation 
rate. Alternations in wind direction are 

associated with the atmospheric band structure. 
By studying global circulation patterns in the 
atmospheres of the jovian worlds, scientists also 
learn about the basic processes driving Earth’s 
atmosphere.
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direction alternates between adjacent bands as Jupiter’s 
rotation deflects surface winds into eastward or westward 
streams. The interaction between convective motion in 
Jupiter’s atmosphere and the planet’s rapid rotation chan-
nels the largest convective eddies into the observed zonal 
pattern. Smaller eddies—like the Red Spot—cause localized 
irregularities in the zonal flow.

The connection between Jupiter’s belts and zones and 
the zonal flow pattern is evident in Figure 11.6, which shows 
the wind speed at different planetary latitudes measured 
relative to the rotation of the planet’s interior (determined 
from studies of Jupiter’s magnetic field). As mentioned ear-
lier, the equatorial regions of the atmosphere rotate faster 
than the planet; their average flow speed is some 85 m/s, or 
about 300 km/h, in the easterly direction. The speed of this 
equatorial flow is quite similar to that of the jet stream on 
Earth. At higher latitudes, there are alternating regions of 
westward and eastward flow, roughly symmetric about the 
equator, with the flow speed generally diminishing toward 
the poles. Near the poles, where the zonal flow disappears, 
the band structure vanishes also.

Because of the pressure difference between the two, the 
zones lie slightly higher in the atmosphere than do the belts. 
The associated temperature differences (the temperature 
increases as we descend into the atmosphere, as we will see 
next) and the resulting differences in chemical reactions 
are the basic reasons for the different colors of these jovian 
features. The zones and belts vary in both latitude and 
intensity during the year, although the general banded pattern 
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▲ figure 11.7 Jupiter’s Atmosphere Models of the vertical 
structure of Jupiter’s atmosphere show the planet’s clouds arranged 
in three main layers, each with quite different colors and chemistry. 
The white regions are the tops of the upper ammonia clouds. The 
yellows, reds, and browns are associated with the second cloud 
layer, which is composed of ammonium hydrosulfide ice. The lowest 
(bluish) cloud layer is water ice. The blue curve shows how Jupiter’s 
atmospheric temperature depends on altitude. (For comparison with 
Earth, see Figure 7.2.)
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produced by reactions between ammonia and hydrogen 
sulfide in the planet’s atmosphere. At deeper levels in the 
atmosphere, the ammonium hydrosulfide clouds give way 
to clouds of water ice or water vapor. This lowest cloud layer, 
which is not seen in visible-light images of Jupiter, lies some  
80 km below the top of the troposphere.

Instead of being white (the color of ammonium hydro-
sulfide on Earth), Jupiter’s middle cloud layer is tawny in 
color. This is the level at which atmospheric chemistry 
begins to play a role in determining Jupiter’s appearance. 
Many planetary scientists think that molecules containing 
the element sulfur, and perhaps even sulfur itself, are impor-
tant in influencing the cloud colors—particularly the reds, 
browns, and yellows, all colors associated with sulfur or its 
compounds. It is also possible that compounds containing 
the element phosphorus contribute to the coloration.

Deciphering the detailed causes of Jupiter’s distinctive 
colors is a difficult task. The cloud chemistry is complex and 
highly sensitive to small changes in atmospheric conditions, 
such as pressure, temperature, and chemical composition. 

The atmosphere is in incessant, churning motion, causing 
conditions to change from place to place and from hour to 
hour. In addition, the energy that powers the reactions comes 
in many different forms: the planet’s own interior heat, solar 
ultraviolet radiation, aurorae in the planet’s magnetosphere, 
and lightning discharges within the clouds themselves. All 
of these factors combine to keep a complete explanation of  
Jupiter’s appearance beyond our present grasp.

The preceding description of Jupiter’s atmosphere, based 
largely on Voyager data, was put to the test in December 1995, 
when the Galileo atmospheric probe arrived at the planet.  

 (Discovery 6-2) The probe survived for about an hour 
before being crushed by atmospheric pressure at an altitude 
of −150 km (i.e., right at the bottom of Figure 11.7). Over-
all, Galileo’s findings on wind speed, temperature, and com-
position were in good agreement with the picture just pre-
sented. However, the probe’s entry location was in Jupiter’s 
equatorial zone and, as luck would have it, coincided with an 
atypical “hole” almost devoid of upper-level clouds (see Fig-
ure 11.8). The probe measured a temperature of 425 K at 150 
km depth—a little higher than indicated in Figure 11.7, but 
consistent with the craft’s having entered a clearing in Jupi-
ter’s cloud decks, where convective heat can more readily rise 
(and thus be detected). The probe also measured a slightly 
lower than expected water content, but that, too, may be nor-
mal for the hot, windy regions near Jupiter’s equator.

▲ figure 11.8 galileo’s entry Site The arrow on this image 
shows where the Galileo atmospheric probe plunged into Jupiter’s 
cloud deck on December 7, 1995. Until its demise, the probe took 
numerous weather measurements, transmitting those signals to the 
orbiting mother ship, which then relayed them to Earth. (NASA)

R I V U X G
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The experts were somewhat surprised by the depth to 
which Jupiter’s winds continued. Galileo’s probe measured 
high wind speeds throughout its descent into the clouds, 
not just at the cloud tops, implying that heat deep within 
the planet, rather than sunlight, drives Jupiter’s weather 
patterns. Finally, complex organic molecules were sought, 
but not found. Some simple carbon-based molecules, such 
as ethane (C2H6), were detected by one of the onboard 
spectrometers, but nothing suggesting prebiotic compounds 
(molecules that could combine to form the building 
blocks of life—see Section 28.1) or bacteria floating in the 
atmosphere was found. That same instrument also detected 
traces of phosphine (PH3), which may be a key coloring 
agent for Jupiter’s clouds.

Weather on Jupiter
In addition to the zonal flow pattern, Jupiter has many “small-
scale” weather patterns. The Great Red Spot (Figure 11.4) 
 is a prime example. It was first reported by British scientist 
Robert Hooke in the mid-17th century, so we can be rea-
sonably sure that it has existed continuously, in one form or 
another, for over 300 years. It may well be much older. Voy-
ager observations showed the spot to be a region of swirling, 
circulating winds, rather like a whirlpool or a terrestrial hur-
ricane—a persistent and vast atmospheric storm. The size of 
the spot varies, although it averages about twice the diameter 
of Earth. Its present dimensions are roughly 25,000 km by 
15,000 km. The spot rotates around Jupiter at a rate similar to 
that of the planet’s interior, perhaps suggesting that the roots 
of the Great Red Spot lie far below the atmosphere.

The origin of the spot’s red color is uncertain, as is its 
source of energy, although it is generally supposed that the 
spot is somehow sustained by Jupiter’s large-scale atmo-
spheric motion. Repeated observations show that the gas 
flow around the spot is counterclockwise, with a period of 
about 6 days. Turbulent eddies form and drift away from its 
edge. The spot’s center, however, remains quite tranquil in 
appearance, like the eye of a hurricane on Earth. The zonal 
motion north of the Great Red Spot is westward, whereas 
that to the south is eastward (see Figure 11.9), supporting 
the idea that the spot is confined and powered by the zonal 
flow. However, the details of how it is so confined are still 
unclear. Computer simulations of the complex fluid flows 
in Jupiter’s atmosphere only hint at answers.

Storms, which as a rule are much smaller than the Great 
Red Spot, may be quite common on Jupiter. Spacecraft pho-
tographs of the dark side of the planet reveal bright flashes 
resembling lightning. The Voyager mission discovered many 
smaller light- and dark-colored spots that are also apparently 
circulating storm systems. Note the white ovals in Figures 11.4  
and 11.9, south of the spot. Like the spot itself, they rotate 
counterclockwise. Their high cloud tops give them their color. 
These particular white ovals are known to be at least 40 years 
old. Figure 11.10 shows a brown oval, a “hole” in the clouds 
that allows us to look down into Jupiter’s lower atmosphere. 
For unknown reasons, brown ovals appear only at latitudes 
around 20°N. Although not as long lived as the Great Red 
Spot, these systems can persist for many years or even decades.

Continuous monitoring of conditions on the outer plan-
ets has recently yielded important insights into the formation 
and evolution of large storm systems on the jovian worlds. In 

A
N

IM
A

TI
O

N
/V

ID
E

O
 G

al
ile

o 
M

is
si

o
n

 t
o

 J
u

p
it

er

Direction of gas �ow

R I U X GV

10,000 km

▲ figure 11.9 red Spot Details These Voyager 2 close-up views of the Great Red Spot, taken 4 hours apart, show 
clearly the turbulent flow around its edges. The general direction of motion of the gas north of (above) the spot is 
westward (to the left), whereas gas south of the spot flows east. The spot itself rotates counterclockwise, suggesting 
that it is being “rolled” between the two oppositely directed flows. The colors have been exaggerated somewhat to 
enhance the contrast. (NASA)
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the late 1990s, astronomers noted with interest the collision  
and merger of three relatively small white ovals in Jupiter’s 
atmosphere (Figure 11.11a). For several years the resultant 
larger system remained a white 
oval, but in early 2006 it changed 
from white to brown to red, becom-
ing in a matter of months a smaller  
version of the Great Red Spot!  
Figure 11.11(b) shows a Hubble Space 
Telescope image of the new red spot, 
known as “Junior,” as well as a third, 
“baby” red spot that appeared in 
2008 at almost the same latitude as 
the other two storms.

Scientists speculate that the 
red coloration of the Great Red 
Spot may be due to that storm’s 
enormous size and strength, which 
lifts its cloud tops high above the 
surrounding clouds, where solar 
ultraviolet radiation causes chemi-
cal reactions producing the color. 
In that case, the reddening of the 
smaller spot may indicate that 

5000 km

10,000 km

(c)
R I U X GV

(a)

(b)

Red Spot Jr.

Great Red Spot

Three storms

▲ figure 11.11 red Spot Junior (a) Between 1997 and 2000, astronomers watched as three 
white ovals in Jupiter’s southern hemisphere merged to form a single large storm. Each oval, 
captured here by the Cassini spacecraft cameras, is about half the size of Earth. (b) in early 2006 
the white oval turned red, producing a second red spot! The color change may indicate that the 
storm is intensifying. (c) in mid-2008, the hubble telescope recorded this sequence of images at 
monthly intervals (left to right), showing a “baby red spot” (arrows) approaching the Great Red 
Spot and being destroyed by it. Jupiter’s storm systems allow terrestrial scientists to probe the 
complexities of atmospheric dynamics under conditions not found on Earth. (NASA)
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The brown oval is nearly as large as Earth’s diameter.

▲ figure 11.10 Brown oval This brown oval in Jupiter’s 
northern hemisphere is actually a break in the upper cloud layer, 
allowing us to see deeper into the atmosphere, where the clouds are 
brown. (NASA)
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A Cometary impact
In July 1994 astronomers were granted a novel means of study-
ing Jupiter’s atmos phere and interior—the collision of a comet 
(called Shoemaker-Levy 9, after its discoverers) with the planet!

When it was discovered in March 1993, comet Shoemaker-
Levy 9 appeared to have an odd “squashed” appearance. Higher 
resolution images such as that shown in part (a) on the facing 
page, revealed that the comet was really made up of several 
pieces, the largest no more than 1 km across. All the pieces were 
following the same orbit, but they were spread out along the 
comet’s path, like a string of pearls 1 million kilometers long.

How could such an unusual object have originated? Tracing 
the orbit backward in time, researchers calculated that early in 
July 1992 the comet had approached within about 100,000 km 
of Jupiter. They realized that the objects shown in the figure were 
the fragments produced when a previously “normal” comet was 
captured by Jupiter and torn apart by its strong gravitational field. 
The data revealed an even more remarkable fact: On its next 
approach, roughly a year later, the comet would collide with Jupiter!

Between July 16 and July 22, 1994, fragments from  
Shoemaker-Levy 9 struck Jupiter’s upper atmosphere, plow-
ing into it at a speed of more than 60 km/s and causing a series 
of enormous explosions. Every major telescope on Earth, the  
Hubble Space Telescope, Galileo (which was only 1.5 AU from 
the planet at the time), and even Voyager 2 were watching. Each 
impact created, for a period of a few minutes, a brilliant fireball 
hundreds of kilometers across with a temperature of many thou-
sands of kelvins. The largest of the fireballs was bigger than planet 
Earth. The energy released in each explosion was comparable to 
a billion terrestrial nuclear detonations, rivaling in violence the 
prehistoric impact suspected of causing the extinction of the 
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dinosaurs on Earth 65 million years ago (see Discovery 14-1). 
One of the largest pieces of the comet, fragment G, produced the 
spectacular fireball shown in part (b).

The effects on the planet’s atmosphere and the vibrations 
produced throughout Jupiter’s interior were observable for days 
after the impact. The fallen material from the impacts spread 
slowly around Jupiter’s bands and reached completely around 
the planet after 5 months. It took years for all the cometary mat-
ter to settle into Jupiter’s interior.

As best we can determine, none of the cometary fragments 
breached the jovian clouds. Only Galileo had a direct view of the 
impacts on the back side of Jupiter, and in every case the explo-
sions seemed to occur high in the atmosphere, above the upper-
most cloud layer. Most of the dark material seen in the images (see 
part c) is probably pieces of the comet rather than parts of Jupiter. 
Water vapor was also detected spectroscopically, again apparently 
from the melted and vaporized comet—the composition of which 
resembled a “dirty snowball,” just as astronomers had long pre-
dicted (see Section 14.2).

When the Shoemaker-Levy 9 impacts were first observed in 
1994, they were vindication for scientists (like Shoemaker) who 
had been claiming for years that collisions were important events 
in solar system evolution. However, they were still thought of as 
rare. Recent observations suggest that this is not the case. Thanks 
in large part to improving technology in the hands of amateur 
astronomers, Jupiter is now monitored more closely than ever 
before, and it is becoming clear that cometary impacts may be 
commonplace. The HST image in part (d) shows a 2009 impact 
comparable in violence to the 1994 events. Since then, three 
more impacts have been observed—two in 2010 and one in 2012. 
Scientists speculate that such collisions may become an important 
future source of information about the planet’s interior.

that storm is intensifying and might even come to rival the 
Great Red Spot some day. Merger and growth may well be 
the mechanism by which large storms on the jovian planets 
form and strengthen. Small storms that approach too close 
to larger ones are swept up and absorbed. Figure 11.11(c) 
shows a time sequence of HST images of the Great Red Spot, 
the Junior Spot, and the 2008 “baby,” which was shredded 
within a few months by the swirling winds of the two larger 
storms.

Despite these many mysteries, we can offer at least a 
partial explanation for the longevity of storm systems on 
Jupiter. On Earth, a large storm, such as a hurricane, forms 
over the ocean and may survive for many days, but it dies 
quickly once it encounters land. Earth’s continental land-
masses disrupt the flow patterns that sustain the storm. 
Jupiter has no continents, so once a storm becomes estab-
lished and reaches a size at which other storm systems  
cannot destroy it, apparently little affects it. The larger the 
system, the longer its lifetime.

ConCePt Check

4 List some similarities and differences between Jupiter’s 
belts, zones, and spots, on the one hand, and weather 
systems on Earth, on the other.

11.3 Internal Structure
Much of our knowledge of Jupiter’s interior comes from the-
oretical modeling. Indeed, apart from data gained following 
the collision of a comet with Jupiter in 1994 (see Discovery 
11-1), we have very little direct evidence of the planet’s inter-
nal properties. Planetary scientists use all available bulk 
data on the planet—mass, radius, composition, rotation, 
temperature, etc.—to construct a model of the interior that 
agrees with observations. Modeling is an integral part of the 
scientific method, and our statements about Jupiter’s struc-
ture are really statements about the model that best fits the 
observed facts.  (Sec. 1.2) However, because the planet 
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consists largely of hydrogen and helium—two simple gases 
whose physics we think we understand well—we can be fairly 
confident that Jupiter’s internal structure is now understood.

An Internal Energy Source
On the basis of Jupiter’s distance from the Sun, astronomers 
had expected to find the temperature of the cloud tops to be 
around 105 K. At that temperature, they reasoned, Jupiter 
would radiate back into space exactly the same amount of 
energy as it received from the Sun. When radio and infrared 
observations were first made of the planet, however, astrono-
mers found that its blackbody spectrum corresponded to a 
temperature of 125 K instead. Subsequent measurements, 
including those made by Voyager and Galileo, have verified 
that finding. Although a difference of 20 K may seem small, 
recall from Chapter 3 that the energy emitted by a planet 
grows as the fourth power of the surface temperature (in  
Jupiter’s case, the temperature of the cloud tops).  (Sec. 3.4) 

A planet at 125 K therefore radiates (125/105)4, or about twice 
as much energy as a planet at 105 K radiates. Put another 
way, Jupiter actually emits about twice as much energy as 
it receives from the Sun. Thus, unlike any of the terrestrial 
planets, Jupiter must have its own internal source of heat.

What is responsible for Jupiter’s extra energy? It is not 
the decay of radioactive elements within the planet. That pro-
cess must be occurring, as in Earth, but estimates of the total 
amount of energy released into Jupiter’s interior are far below 
the levels needed to account for the temperature we measure. 

 (Sec. 7.3) Nor is it nuclear fusion, the process that generates 
energy in the Sun. The temperature in Jupiter’s interior, high 
as it is, is still far too low for that (see Discovery 11-2). Instead, 
astronomers theorize that the source of Jupiter’s excess energy 
is the slow escape of gravitational energy released during the 
planet’s formation. As the planet took shape, some of its gravi-
tational energy was converted into heat in the interior. That 
heat is still slowly leaking out through the planet’s heavy atmos-
pheric blanket, resulting in the excess emission we observe.
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◀ figure 11.12 Jupiter’s interior Jupiter’s internal structure, as 
deduced from spacecraft measurements and theoretical modeling. 
Pressure and temperature increase with depth, and the atmosphere 
gradually liquefies at a depth of a few thousand kilometers. Below 
20,000 km, the hydrogen behaves like a liquid metal. At the center of 
the planet lies a large rocky core, somewhat terrestrial in composition, 
but much larger than any of the terrestrial planets.

Almost a Star?
Jupiter has a starlike composition—predominantly hydrogen 
and helium, with a trace of heavier elements. Did Jupiter ever 
come close to becoming a star itself? Might the solar system 
have formed as a double-star system? Probably not. Unlike a 
star, Jupiter is cold. Its central temperature is far too low to 
ignite the nuclear fires that power our Sun (see Section 16.6). 
Jupiter’s mass would have to increase 80-fold before its central 
temperature would rise to the point where nuclear reactions 
could begin, converting Jupiter into a small, dim star.

Even so, it is interesting to note that, although Jupiter’s 
present-day energy output is very small (by solar standards, at 
least), it must have been much greater in the distant past, while 
the planet was still contracting rapidly toward its present size. For 
a brief period—perhaps a few hundred million years—Jupiter 
might actually have been as bright as a faint star, although its 
brightness never came within a factor of 100 of the Sun’s. Still, seen 
from Earth at that time, Jupiter would have been about 100 times 
brighter than the Moon!

What might have happened had our solar system 
formed as a double-star system? Conceivably, had Jupiter 
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been massive enough, its radiation might have produced 
severe temperature fluctuations on all the planets, perhaps 
to the point of making life on Earth impossible. Even if 
Jupiter’s brightness were too low to cause us any problems, 
its gravitational pull (which would be 1/12 that of the Sun 
if its mass were 80 times its present value) might have made 
the establishment of stable, roughly circular planetary orbits 
in the inner solar system an improbable event, again to the 
detriment of life on Earth.

Curiously, in recent years astronomers have come to 
realize that, had Jupiter been too small, that also could have 
adversely affected the chances for life on our planet! As you 
learned in Chapter 6, Jupiter played a crucial role in clearing 
debris from the outer solar system during and after the 
period when the planets formed.  (Sec. 6.7) Had that not 
occurred, the meteoritic bombardment of our planet might 
have been too severe and too extended for complex life ever 
to have evolved.  (Sec. 8.5) Many stars near the Sun are 
now known to have Jupiter-sized planets orbiting them. It 
seems that the size of the “Jupiter,” or second-largest body, 
in a newborn planetary system may be a critical factor in 
determining the likelihood of the appearance of life there.

Despite the huge amounts of energy involved—Jupiter 
emits about 4 × 1017 watts more energy than it receives from 
the Sun—the loss is slight compared with the planet’s total 
energy. On the basis of the planet’s mass and temperature, as 
well as the rate at which thermal energy is leaving the planet, 
astronomers calculate that the average temperature of the 
interior of Jupiter decreases by only about a millionth of a 
kelvin per year.  (More Precisely 3-1)

Jupiter’s Deep Interior
Jupiter’s clouds, with their complex chemistry, are probably 
less than 200 km thick. Below them, the temperature and 
pressure steadily increase as the atmosphere becomes the 
“interior” of the planet.

Both the temperature and the density of Jupiter’s 
atmo sphere increase with depth below the cloud cover.  
However, no “surface” of any kind exists anywhere inside. 
Instead, Jupiter’s atmosphere just becomes denser and 
denser because of the pressure of the overlying layers. At 
a depth of a few thousand kilometers, the gas makes a 
gradual transition into the liquid state (see Figure 11.12). 
By a depth of about 20,000 km, the pressure is about 3 
million times greater than atmospheric pressure on 
Earth. Under those conditions, the hot liquid hydrogen 
is compressed so much that it undergoes another 
transition, this time to a “metallic” state with properties 
in many ways similar to those of a liquid metal. Of 
particular importance for Jupiter’s magnetic field (see 
Section 11.4) is that this metallic hydrogen is an excellent 
conductor of electricity.

As mentioned earlier, Jupiter’s observed flattening 
requires that there be a relatively small (i.e., relatively small 
compared with the size of Jupiter), dense core at its center. 
On the basis of Voyager data, scientists once thought that the 
core might contain as much as 20 Earth masses of material. 

Depth 100 km
Temperature 300 K
Pressure 10 atm

Molecular
hydrogen

Metallic
hydrogen

Depth 20,000 km
Temperature 11,000 K
Pressure 3 * 106 atm

Depth 60,000 km
Temperature 18,000 K
Pressure 4 * 107 atm

Icy, rocky core
Depth 70,000 km
Temperature 25,000 K
Pressure 6 x 107 atm
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However, following Galileo’s arrival, it now appears that the 
core’s mass could be as low as 5 Earth masses and perhaps 
even less. The precise composition of the core is unknown, 
but planetary scientists think that it contains much denser 
materials than the rest of the planet.

Current best estimates indicate that the core consists of 
“rocky” materials, similar to those found on the terrestrial 
worlds. (Note that the term rocky here refers to the chemical 
composition of the core, not to its physical state. At the 
high temperatures and pressures found deep in the jovian 
interiors, the core material bears little resemblance to rocks 
found on Earth’s surface.) In fact, it now appears that all four 
jovian planets contain similarly large rocky cores and that 
the formation of such a large “terrestrial” planetary core may 
be a necessary stage in the process of building up a gas giant 
(see Section 15.2).

Because of the enormous pressure at the center of 
Jupiter—approximately 60 million times that on Earth’s 
surface, or 12 times that at Earth’s center—the core must be 
compressed to a very high density (perhaps twice the density 
of Earth’s core). The jovian core is probably not much more 
than 20,000 km in diameter (still big enough for Earth to fit 
inside, with plenty of room left over), and the central tem-
perature may be as high as 25,000 K.

ProCeSS of SCienCe Check

4 How have astronomers determined the properties of 
Jupiter’s core?

11.4 Jupiter’s Magnetosphere
For decades, ground-based radio telescopes monitored radi-
ation leaking from Jupiter’s magnetosphere, but only when 
the Pioneer and Voyager spacecraft reconnoitered the planet 
in the mid-1970s did astronomers realize the full extent of 
its magnetic field. The Galileo probe spent many years orbit-
ing within Jupiter’s magnetosphere, returning a wealth of 
detailed information about its structure.

Jupiter, it turns out, is surrounded by a vast sea of 
energetic charged particles, mostly electrons and protons, 
somewhat similar to Earth’s Van Allen belts, but much, 
much larger. The radio radiation detected on Earth is 
emitted when these particles are accelerated to very high 
speeds—close to the speed of light—by Jupiter’s powerful 
magnetic field. This radiation is several thousand times 
more intense than that produced by Earth’s magnetic 
field. The particles present a serious hazard to manned 
and unmanned space vehicles alike. Sensitive electronic 
equipment (not to mention even more sensitive human 
bodies) requires special protective shielding to operate for 
long in this hostile environment. Galileo was not expected 
to survive as long as it did.

Direct measurements from spacecraft show Jupiter’s 
magnetosphere to be almost 30 million kilometers across, 
roughly a million times more voluminous than Earth’s mag-
netosphere and far larger than the entire Sun. As with Earth’s, 
the size and shape of Jupiter’s magnetosphere are determined 
by the interaction between the planet’s magnetic field and the 
solar wind. Jupiter’s magnetosphere has a long tail extending 
away from the Sun at least as far as Saturn’s orbit (over 4 AU 
farther out from the Sun), as sketched in Figure 11.13. How-
ever, on the sunward side, the magnetopause—the boundary 
of Jupiter’s magnetic influence on the solar wind—lies only 3 
million kilometers from the planet. Near Jupiter’s surface, the 
magnetic field channels particles from the magnetosphere 
into the upper atmosphere, forming aurorae vastly larger and 
more energetic than those observed on Earth (Figure 11.14). 

 (Sec. 7.5)
The outer magnetosphere of Jupiter appears to be 

quite unstable, sometimes deflating in response to “gusts” 
in the solar wind and then reexpanding as the wind sub-
sides. In the inner magnetosphere, Jupiter’s rapid rotation 
has forced most of the charged particles into a f lat current 
sheet, lying on the planet’s magnetic equator, quite unlike 
the Van Allen belts surrounding Earth.  (Sec. 7.5) The 
portion of the magnetosphere close to Jupiter is sketched 

No solar wind
particles seen

Saturn’s
orbit

Mar. 1976
Path of
Pioneer 10

Jupiter’s
orbit

Earth

Dec. 1973

▲ figure 11.13 Pioneer Mission The Pioneer 10 spacecraft (a 
forerunner of the Voyager missions) did not detect any solar particles 
while moving far behind Jupiter in 1976. Apparently, as sketched here, 
the tail of Jupiter’s magnetosphere extends beyond the orbit of Saturn.
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◀ figure 11.14 Aurorae on Jupiter The main (underlying) 
image was taken by the hubble telescope in visible (true-color) light, 
but the two insets at the poles were taken in the ultraviolet part 
of the spectrum. The oval-shaped aurorae, extending hundreds 
of kilometers above Jupiter’s surface, result from charged 
particles escaping the jovian magnetosphere and colliding with the 
atmosphere, causing the gas to glow. (NASA)

in Figure 11.15. Notice that the planet’s magnetic axis is 
not exactly aligned with its rotation axis, but is inclined to 
it at an angle of approximately 10°. Jupiter’s magnetic field 
happens to be oriented opposite Earth’s, with field lines 
running from north to south, rather than south to north 
as in the case of our own planet (see Figure 7.18).

Both ground- and space-based observations of the 
radiation emitted from Jupiter’s magnetosphere imply 
that the intrinsic strength of the planet’s magnetic field is 
nearly 20,000 times greater than Earth’s. The existence of 
such a strong field further supports our theoretical model 
of Jupiter’s internal structure. The conducting liquid inte-
rior that is thought to make up most of the planet should 
combine with Jupiter’s rapid rotation to produce a large 
dynamo effect and a strong magnetic field, just as are 
observed.  (Sec. 7.5)
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▲ figure 11.15 Jupiter’s Magnetosphere Jupiter’s inner magnetosphere is characterized by a flat current sheet 
(white dashed line) consisting of charged particles squeezed into the magnetic equatorial plane by the planet’s rapid 
rotation. The plasma torus (green tube), a ring of charged particles associated with the moon io, is discussed in Section 11.5.  
Compare this figure with Earth’s magnetosphere in Figure 7.18.
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ConCePt Check

4 Why is Jupiter’s magnetosphere so much 
larger than Earth’s?

11.5  The Moons of Jupiter
As of early 2013, Jupiter’s official satellite count 
stands at 67. Table 11.1 presents some properties of 
the four largest members of Jupiter’s moon system—
the Galilean moons. The 63 small bodies not listed in 
the table all have diameters less than 300 km.

The Galilean moons are each comparable in 
size to Earth’s Moon.  (Sec. 2.4) Moving outward 
from Jupiter, the four are named Io, Europa, Gany-
mede, and Callisto, after the mythical attendants of 
the Roman god Jupiter. As illustrated in Figure 11.16, 
they move in nearly circular orbits about 
their parent planet. When the Voyager 1 
spacecraft passed close to the Galilean 
moons in 1979, it sent some remark-
ably detailed photographs back to 
Earth, allowing planetary scientists 
to discern fine surface features on 
each moon.  (Discovery 6-2) More 
recently, in the late 1990s, the Gali-
leo mission expanded our knowl-
edge of these small, but complex, 
worlds still further. We will con-
sider the Galilean satellites in more 
detail momentarily.

Within the orbit of Io lie four 
small satellites, all but one discov-
ered by Voyager cameras. The largest of the four, Amalthea, 
is 260 km across and irregularly shaped. Discovered by 
American astronomer E. E. Barnard in 1892, it orbits at a 
distance of 181,000 km from Jupiter’s center—only 110,000 
km above the cloud tops. Like the Galilean moons, all four 
inner satellites have roughly circular, prograde orbits, and 
they rotate synchronously with their orbital motion due to 
Jupiter’s strong tidal field.

The remaining 59 small satellites lie well outside 
the Galilean moons. All have been discovered since 
the start of the 20th century, most since the late 1990s, 
thanks to painstaking observations using large Earth-
based telescopes with specially designed instruments 
and software to scan large areas of the sky for very faint 
objects. Steadily improving technology means that small 
bodies once far too faint for Earth-based telescopes to see 

tABLe 11.1 The Major Moons of Jupiter*

name Distance from Jupiter orbital Period Size Mass** Density
(km) (planetary radii) (days) (longest diameter, km) (Earth Moon masses) (kg/m3) (g/cm3)

Io 422,000    5.90  1.77 3640 1.22 3500 3.5
Europa 671,000    9.38  3.55 3130 0.65 3000 3.0
Ganymede 1,070,000 15.0  7.15 5270 2.02 1900 1.9
Callisto 1,880,000 26.3 16.7 4800 1.46 1900 1.9

* This table does not include the 63 small moons described in the text. All of these small moons are less than 300 km in diameter (most are less than 10 km across).
** Mass of Earth’s Moon = 7.4 × 1022 kg = 3.9 × 10−5 Jupiter masses.
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interactive figure 11.16 galilean Moons The orbits of Jupiter’s Galilean moons, 
drawn to scale, as seen from above the planet’s north pole. The four inserts show actual 
images of those moons, taken by the Galileo spacecraft and scaled here as they would 
appear from a distance of about 1 million kilometers. (NASA)
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(Figure 11.18). The innermost two Galilean moons, Io and 
Europa, have thick rocky mantles, possibly similar to the 
crusts of the terrestrial planets, surrounding iron–iron 
sulfide cores. Io’s core accounts for about half that moon’s 
total radius. Europa has a water–ice outer shell between 100 
and 200 km thick. The two outer moons, Ganymede and 
Callisto, are clearly deficient in rocky materials. Lighter 
materials, such as water and ice, may account for as much 
as half of their total mass. Ganymede appears to have a 

▲ figure 11.17 Jupiter, up Close Voyager 1 took this photo 
of Jupiter with ruddy io on the left and pearl-like Europa toward 
the right. Note the scale of objects here: Both io and Europa are 
comparable in size to our Moon, and the Red Spot is roughly twice  
as big as Earth. (NASA)

R I V U X G
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▲ figure 11.18 galilean Moon interiors Cutaway diagrams of 
the interior structure of the four Galilean satellites. Moving outward 
from io to Callisto, densities steadily decrease as the composition 
shifts from rocky mantles and metallic cores in io and Europa, to a 
thick icy crust and smaller core in Ganymede, to an almost uniform 
rock and ice mix in Callisto.
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Iron/
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Iron/
iron sul�de core

Europa and Ganymede may
have layers of liquid water
beneath their icy surfaces.

are now being detected and cataloged almost routinely. 
As a class, these outer moons are small—mostly less than 
a few tens of kilometers across—and move in eccentric, 
predominantly retrograde, orbits far from the planet. Their 
masses, and hence their densities, are unknown. However, 
their appearance and size suggest compositions more like 
asteroids or comets than their larger Galilean companions. 
Most astronomers think that these satellites did not form 
along with Jupiter, but instead are bodies that were captured 
by Jupiter’s strong gravitational field long after the planet 
and its larger inner moons originally formed.

The Galilean Moons: A Model  
of the Inner Solar System
Jupiter’s Galilean moons have several interesting parallels 
with the terrestrial planets. Their orbits are direct (i.e., in 
the same sense as Jupiter’s rotation), are roughly circular, 
and lie close to Jupiter’s equatorial plane. They range in 
size from slightly smaller than Earth’s Moon (Europa) to 
slightly larger than Mercury (Ganymede). Figure 11.17 is a 
Voyager 1 image of Io and Europa, with Jupiter providing a 
spec tacular backdrop. Figure 11.18 shows the four Galilean 
moons to scale.

The similarity to the inner solar system continues with 
the fact that the moons’ densities decrease with increasing 
distance from Jupiter.  (Sec. 6.4) Largely on the basis 
of detailed measurements made by Galileo of the moons’ 
gravitational fields, together with mathematical models of 
the interiors, researchers have built up fairly detailed pic-
tures of each moon’s composition and internal structure 
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relatively small metallic core topped by a rocky mantle and 
a thick icy outer shell. Callisto seems to be a largely undif-
ferentiated mixture of rock and ice.

 Many astronomers think that the formation of Jupiter 
and the Galilean satellites may in fact have mimicked, on a 
small scale, the formation of the Sun and the inner planets. 
For that reason, studies of the Galilean moon system could 
provide us with valuable insight into the processes that 
created our own world. We will return to this parallel in 
Chapter 15. So interested were mission planners in learning 
more about the Galilean moon system that the already 
highly successful Galileo mission was extended for 6 more 
years to allow for even more detailed study, particularly 
of Europa.  (Discovery 6-2) The Galilean moons were 
scrutinized at resolutions as fine as a few meters during 
numerous extremely close passages by the spacecraft.

Not all the properties of the Galilean moons find ana-
logs in the inner solar system, however. For example, all 
four Galilean satellites are locked into states of synchronous 
rotation by Jupiter’s strong tidal field, so they all keep one 
face permanently pointing toward their parent planet. By 
contrast, of the terrestrial planets, only Mercury is strongly 
influenced by the Sun’s tidal force, and even its orbit is not 
synchronous.  (Sec. 8.4) Finally, inspection of Table 11.1 
shows a remarkable coincidence in the orbital periods of 
the three inner Galilean moons: Their periods are almost 
exactly in the ratio 1:2:4 (and the fourth moon Callisto is 

not too far from being the “8” in the sequence). This con-
figuration may be the result of a complex, but poorly under-
stood, three-body (or perhaps even four-body) resonance in 
the Galilean moon system, something not found among the 
terrestrial worlds.

Io: The Most Active Moon
Io, the densest of the Galilean moons, is the most geologi-
cally active object in the entire solar system. Its mass and 
radius are fairly similar to those of Earth’s Moon, but there 
the resemblance ends. Shown in Figure 11.19, Io’s surface is 
a collage of reds, yellows, and blackish browns—resembling 
a giant pizza in the minds of some startled Voyager scien-
tists. As the spacecraft sped past Io, it made an outstanding 
discovery: Io has active volcanoes! Voyager 1 photographed 
eight erupting volcanoes. Six were still erupting when  
Voyager 2 passed by 4 months later.

By the time Galileo arrived in 1995, several of the 
eruptions observed by Voyager had subsided. However, 
many new ones were seen—in fact, Galileo found that 
Io’s surface features can change significantly in as little 
as a few weeks. In all, more than 80 active volcanoes have 
been identified on Io. The largest, called Loki (on the far 
side of Figure 11.20), is larger than the state of Mary-
land and emits more energy than all of Earth’s volcanoes 
combined.

▲ figure 11.19 io Jupiter’s innermost moon, io, is quite different in character from the other three Galilean satellites. 
its surface is kept smooth and brightly colored by the moon’s constant volcanism. The resolution of the Galileo photograph 
in (a) is about 7 km. in the more detailed Voyager image (b), features as small as 2 km across can be seen. (NASA)

(a)

(b)
R I V U X G
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interactive figure 11.20 Volcanoes on io The main image shows a Galileo 
view of io, whose surface is kept smooth and brightly colored by constant volcanism, 
revealed here as dark, circular features. The left inset shows an umbrella-like 
eruption of one of io’s volcanoes as Galileo flew past this fascinating moon in 1997; 
the plume measures about 150 km high and 300 km across. The right inset shows 

another volcano, this one face-on, where surface features here are resolved to just a few 
kilometers. (NASA)

The top right inset in Figure 11.20 shows a volcano called 
Prometheus ejecting matter at speeds of up to 2 km/s to an alti-
tude of about 150 km. These high-speed gases are quite unlike 
the (relatively) sluggish ooze that emanates from Earth’s vol-
canoes. According to Galileo’s instruments, lava temperatures 
on Io generally range from 650 to 900 K, with the higher end 
of the range implying that at least some of the volcanism is 
similar to that found on Earth. However, temperatures as 
high as 2000 K—far hotter than any earthly volcano—have 
been measured at some locations. Mission scientists speculate 
that these “superhot” volcanoes may be similar to those that 
occurred on Earth more than 3 billion years ago.

The orange color immediately surrounding the volca-
noes most likely results from sulfur compounds in the ejected 
material. In stark contrast to the surfaces of the other Galilean 
moons, Io’s surface is neither cratered nor streaked (the circu-
lar features visible in Figures 11.19 and 11.20 are volcanoes), 
but is instead exceptionally smooth, mostly varying in altitude 
by less than about 1 km, although some volcanoes are several 
kilometers high. The smoothness is apparently the result of 
molten matter that constantly fills in any “dents and cracks.” 
This remarkable moon has the youngest surface of any known 
object in the solar system. Io also has a thin, temporary atmos-
phere made up primarily of sulfur dioxide, presumably the 
result of gases ejected by volcanic activity.

Io’s volcanism has a major effect on Jupiter’s magne-
tosphere. All the Galilean moons orbit within the magne-
tosphere and play some part in modifying its properties, 
but Io’s influence is particularly marked. Although many of 
the charged particles in Jupiter’s magnetosphere come from  
the solar wind, there is strong evidence that Io’s volcanism is 
the primary source of heavy ions in the inner regions. Jupiter’s 
magnetic field continually sweeps past Io, gathering up the 
particles its volcanoes spew into space and accelerating them 
to high speed. The result is the Io plasma torus (Figure 11.21; 
see also Figure 11.15), a doughnut-shaped region of energetic 
heavy ions that follows Io’s orbital track, completely encir-
cling Jupiter. (A plasma is a gas that has been heated to such 
high temperatures that all its atoms are ionized. A few neutral 
atoms have also been observed in the Io plasma torus.)

The plasma torus is quite easily detectable from Earth, 
but before Voyager its origin was unclear. Galileo made 
detailed studies of the plasma’s dynamic and rapidly vary-
ing magnetic field. Spectroscopic analysis shows that sul-
fur is indeed one of the torus’s major constituents, strongly 
implicating Io’s volcanoes as its source. As a hazard to 
spacecraft—manned or unmanned—the plasma torus is 
formidable, with lethal radiation levels.

What causes such astounding volcanic activity on Io? 
The moon is far too small to have geological activity like that 
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on Earth. Io should be long dead, like our own Moon. At one 
time, some scientists suggested that Jupiter’s magnetosphere 
might be the culprit: Perhaps the (then-unknown) processes 
creating the plasma torus were somehow also stressing the 
moon. We now know that this is not the case. The real source 
of Io’s energy is gravity—Jupiter’s gravity. Io orbits very close 
to Jupiter—only 422,000 km, or 5.9 Jupiter radii, from the 
center of the planet. As a result, Jupiter’s huge gravitational 
field exerts strong tidal forces on the moon. If Io were the only 
satellite in the Jupiter system, it would long ago have come into 
a state of synchronous rotation with the planet, just as our own 
Moon has with Earth, for the reasons discussed in Chapter 8. 

 (Sec. 8.4) In that case, Io would move in a perfectly circular 
orbit, with one face permanently turned toward Jupiter, and 
the tidal bulge would be stationary with respect to the moon.

But Io is not alone. As it orbits, it is constantly tugged by 
the gravity of its nearest large neighbor, Europa. The tugs are 
small and not enough to cause any great tidal effect, but they 
are sufficient to make Io’s orbit slightly noncircular, prevent-
ing the moon from settling into a precisely synchronous state. 
The reason for this effect is exactly the same as in the case 
of Mercury, also as discussed in Chapter 8.  (Sec. 8.4) In a 
noncircular orbit, the moon’s speed varies from place to place 
as it revolves around its planet, but its rate of rotation on its 
axis remains constant. Thus, it cannot keep one face always 

turned toward Jupiter. Instead, as seen from Jupiter, Io rocks 
or “wobbles” slightly from side to side as it moves. The large 
(100 m) tidal bulge, however, always points directly toward 
Jupiter, so it moves back and forth across Io’s surface as the 
moon wobbles. These conflicting forces result in enormous 
tidal stresses that continually flex and squeeze Io’s interior.

Just as the repeated back-and-forth bending of a piece of 
wire can produce heat through friction, the ever-changing 
distortion of Io’s interior constantly energizes the moon. 
This generation of large amounts of heat within Io ulti-
mately causes huge jets of gas and molten rock to squirt out 
of the moon’s surface. Galileo’s sensors indicated extremely 
high temperatures in the outflowing material. It is likely 
that much of Io’s interior is soft or molten, with only a thin 
solid crust overlying it. Researchers estimate that the total 
amount of heat generated within Io as a result of tidal flexing 
is about 100 million megawatts. This phenomenon makes Io 
one of the most fascinating objects in our solar system.

Europa: Liquid Water Locked in Ice
Europa (Figure 11.22) is a world very different from Io. Lying 
outside Io’s orbit, 671,000 km (9.4 Jupiter radii) from Jupiter, 
Europa showed relatively few craters on its surface in images 
taken by Voyager, suggesting geologic youth—perhaps just 
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▲ figure 11.21 io Plasma torus io’s torus is the result of material ejected from io’s volcanoes and swept up by 
Jupiter’s rapidly rotating magnetic field. Spectroscopic analysis indicates that the torus is made mainly of sodium and 
sulfur atoms and ions.
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a few million years. Recent activity has erased any scars of 
ancient meteoritic impacts. The dark areas are rocky depos-
its that may have come from the moon’s interior or that 
may have been swept up by Europa as it moved in its orbit. 
Europa’s surface also displays a vast network of lines criss-
crossing bright, clear fields of water ice. Some of these lin-
ear “bands,” or fractures, extend halfway around the satellite 
and resemble, in some ways, the pressure ridges that develop 
in ice floes on Earth’s polar oceans.

On the basis of Voyager images, planetary scientists 
had theorized that Europa might be completely covered by 
an ocean of liquid water with its top frozen at the low tem-
peratures prevailing so far from the Sun. In this view, the 
cracks in the surface are attributed to the tidal influence 
of Jupiter and the gravitational pulls of the other Galilean 
satellites, although these forces are considerably weaker 
than those powering Io’s violent volcanic activity. How-
ever, other researchers had contended that Europa’s frac-
tured surface was instead related to some form of tectonic 
activity—involving ice rather than rock. High-resolution 
Galileo observations strongly support the former idea. Fig-
ure 11.22(c) is a Galileo image of this weird moon, showing 
what look like icebergs—flat chunks of ice that have been 
broken apart, moved several kilometers, and reassembled, 
perhaps by the action of water currents below. Mission  
scientists estimate that Europa’s surface ice may be several 
kilometers thick, with a 100-km-deep liquid ocean below it.

Other detailed images of Europa’s surface lend further 
support to this hypothesis. Figure 11.22(d) shows a region 
where Europa’s icy crust appears to have been pulled apart 
and new material has filled in the gaps between the separat-
ing ice sheets. Elsewhere on the surface, Galileo found what 
appeared to be the icy equivalent of lava flows on Earth—
regions where water apparently “erupted” through the sur-
face and flowed for many kilometers before solidifying. The 
smooth “trenches” shown in Figure 11.22(d) strongly suggest 
local flooding of the terrain. The scarcity of impact craters 
on Europa implies that the processes responsible for these 
features did not stop long ago. Rather, they must be ongoing.

Further evidence comes from studies of Europa’s mag-
netic field. Measurements made by Galileo on repeated flybys 
of the moon revealed that Europa has a weak magnetic field 
that constantly changes strength and direction. This finding 
is consistent with the idea that the field is generated by the 
action of Jupiter’s magnetism on a shell of electrically con-
ducting fluid about 100 km below Europa’s surface—in other 
words, the salty layer of liquid water suggested by the surface 
observations. This discovery convinced quite a few skeptical 
scientists of the reality of Europa’s ocean.

The likelihood that Europa has an extensive layer of 
liquid water below its surface ice opens up many interesting 
avenues of speculation about the possible development of life 
there. In the rest of the solar system, only Earth has liquid 
water on or near its surface, and most scientists agree that 
water played a key role in the appearance of life on Earth (see 

▲ figure 11.22 europa (a) Voyager 1 mosaic of Europa, showing 
resolution of about 5 km. (b) Europa’s icy surface is only lightly cratered, 
indicating that some ongoing process must be obliterating impact 
craters soon after they form. The origin of the cracks crisscrossing the 
surface is uncertain. (c) A closer look from the Galileo spacecraft shows 
a smooth yet tangled surface, called Conamara Chaos, resembling 
the huge ice floes that cover Earth’s polar regions. (d) This detailed 
(5-meter-resolution) Galileo image shows “pulled apart” terrain that 
suggests liquid water upwelling from the interior and freezing, filling in 
the gaps between separating surface ice sheets. (NASA)

20 km
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Chapter 28). Europa may well contain more liquid water than 
exists on our entire planet! Of course, the existence of water 
does not necessarily imply the emergence of life. Europa, even 
with its liquid ocean, is still a hostile environment compared 
with Earth (although recent laboratory studies suggest that 
icy chemical reactions in Europa’s dark, frigid depths may 
proceed much faster than had previously been thought possi-
ble). Nevertheless, the possibility—even a remote one—of life 
on Europa was an important motivating factor in the deci-
sion to extend the Galileo mission for 6 more years.

ProCeSS of SCienCe Check

4 Why are scientists so interested in the existence of 
liquid water on Europa and Ganymede?

Ganymede and Callisto: Fraternal Twins
The two outermost Galilean moons are Ganymede (at 1.1 million  
kilometer, or 15 planetary radii, from the center of Jupiter) 
and Callisto (at 1.9 million kilometer, or 26 Jupiter radii). The 
density of each is only about 2000 kg/m3, suggesting that they 
harbor substantial amounts of ice throughout and are not just 
covered by thin icy or snowy surfaces. Ganymede, shown in 
Figure 11.23, is the largest moon in the solar system, exceed-
ing not only Earth’s Moon, but also the planet Mercury in size. 
It has many impact craters on its surface and patterns of dark 
and light markings that are reminiscent of the highlands and 
maria on Earth’s own Moon. In fact, Ganymede’s history has 
many parallels with that of the Moon (with water ice replac-
ing lunar rock). The large, dark region clearly visible in Figure 
11.23(a) is called Galileo Regio.

As on the inner planets, we can estimate ages on Gany-
mede by counting craters. We learn that the darker regions, 
such as Galileo Regio (marked in Figure 11.23a), are the old-
est parts of Ganymede’s surface. These regions are the origi-
nal icy surface of the moon, just as the ancient highlands on 
our own Moon are its original crust. The surface darkens 
with age as micrometeorite dust slowly covers it. The light-
colored parts of Ganymede are much less heavily cratered, 
so they must be younger. They are Ganymede’s “maria” and 
probably formed in a manner similar to the way that maria 
on the Moon were created.  (Sec. 8.5) Intense meteoritic 
bombardment caused liquid water—Ganymede’s counter-
part to our own Moon’s molten lava—to upwell from the 
interior and flood the affected regions before solidifying.

Not all of Ganymede’s surface features follow the lunar 
analogy. Ganymede has a system of grooves and ridges 
(shown in Figure 11.23c) that may have resulted from crus-
tal tectonic motion, much as Earth’s surface undergoes 
mountain building and faulting at plate boundaries.  
(Sec. 7.4) Ganymede’s large size indicates that its original 
radioactivity probably helped heat and differentiate its inte-
rior, after which the moon cooled and the crust cracked. 
Ganymede seems to have had some early plate tectonic 

▲ figure 11.23 ganymede (a) and (b) in these Voyager 2 
images of Ganymede, the dark regions are the oldest parts of 
the moon’s surface and might represent its original icy crust. The 
largest dark region visible here, called Galileo Regio, spans some 
3200 km. The lighter, younger regions are the result of flooding and 
freezing that occurred within a billion years or so of Ganymede’s 
formation. The brightest-colored spots are recent impact craters. 
(c) Grooved terrain on Ganymede may have been caused by a 
process similar to plate tectonics on Earth. The area shown in  
this Galileo image spans about 50 km and reveals a multitude of 
ever-smaller ridges, valleys, and craters, down to the resolution  
of a football field. (NASA)
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ice was partially melted, but it resolidified quickly, before the 
ripples had a chance to subside.

Today, both the ridges and the rest of the crust are frigid 
ice and show no obvious signs of geological activity (such 
as the grooved terrain on Ganymede). Apparently, Callisto 
froze before plate tectonic or other activity could start. The 
density of impact craters on the Valhalla basin indicates 
that it formed long ago, perhaps 4 billion years in the past. 
Yet, even on this frozen world, there are hints from Galileo’s 
magnetometers that there might be a thin layer of water, or 
more likely slush, deep below the surface.

Ganymede’s internal differentiation indicates that the 
moon was largely molten at some time in the past; Cal-
listo is undifferentiated and hence apparently never melted. 
Researchers are uncertain why two such similar bodies 
should have evolved so differently. Complicating matters 
further is Ganymede’s magnetic field and possible subsur-
face liquid water, which suggest that the moon’s interior may 
still be relatively warm. If that is so, then Ganymede’s heat-
ing and differentiation must have happened quite recently—
less than a billion years ago, based on recent estimates of 
how rapidly the moon’s heat escapes into space.

Scientists have no clear explanation for how Ganymede 
could have evolved in this manner. Heating by meteoritic 
bombardment ended too early, and radioactivity probably 
could not have provided enough energy at such a late time. 

 (Sec. 7.3) Some astronomers speculate that interactions 
among the inner moons, possibly related to the 1:2:4 near 

▲ figure 11.24 Callisto (a) Callisto resembles Ganymede in overall composition but is more heavily cratered. 
Extending nearly 1500 km from the Valhalla basin center, its concentric ridges formed when “ripples” from a large 
meteoritic impact froze before they could disperse completely. (b) This higher-resolution Galileo image of Callisto’s 
equatorial region displays more clearly its heavy cratering. (NASA)

(a) (b)
R I V U X G

100 km

Valhalla

activity, but the process stopped about 3 billion years ago, 
when the cooling crust became too thick for such activity 
to continue. The Galileo data suggest that the surface of 
Ganymede may be older than was previously thought. With 
the improved resolution of that spacecraft’s images (Figure 
11.23c), some regions thought to have been smooth, and 
hence young, are now seen to be heavily splintered by frac-
tures and thus probably very old.

In 1996, Galileo detected a weak magnetosphere 
surrounding Ganymede, making it the first moon in the 
solar system on which a magnetic field had been observed 
and implying that Ganymede has a modest iron-rich core. 
Ganymede’s magnetic field is about 1 percent that of Earth. In 
December 2000, the magnetometer team reported fluctuations 
in the field strength similar to those near Europa, suggesting 
that Ganymede, too, may have liquid or perhaps “slushy” water 
under its surface. Recent observations of surface formations 
similar to those attributed to flowing water “lava” on Europa 
appear to support this view.

Callisto, shown in Figure 11.24, is in many ways similar 
in appearance to Ganymede, although it has more craters and 
fewer fault lines. Its most obvious feature is a huge series of 
concentric ridges surrounding each of two large basins. The 
larger of the two, on Callisto’s Jupiter-facing side, is named 
Valhalla and measures some 3000 km across. It is clearly vis-
ible in the Figure. The ridges resemble the ripples made as a 
stone hits water, but on Callisto they probably resulted from 
a cataclysmic impact with an asteroid or comet. The upthrust 
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resonance mentioned earlier, may have been responsible. 
These interactions might have caused Ganymede’s orbit to 
change significantly about a billion years ago, and prior tidal 
heating by Jupiter could have helped melt the moon’s interior.

ConCePt Check

4 What is the ultimate source of all the activity observed 
on Jupiter’s Galilean satellites?

11.6 Jupiter’s Ring
Yet another remarkable finding of the 1979 Voyager missions 
was the discovery of a faint ring of matter encircling Jupiter in 
the plane of the planet’s equator (see Figure 11.25). The ring 
lies roughly 50,000 km above the top cloud layer of the planet, 
inside the orbit of the innermost moon. A thin sheet of material 
may extend all the way down to Jupiter’s cloud tops, but most of 
the ring is confined within a region only a few thousand kilom-
eters across. The outer edge of the ring is quite sharply defined. 
In the direction perpendicular to the equatorial plane, the ring 
is only a few tens of kilometers thick. The small, dark particles 
that make up the ring may be fragments chipped off by mete-
oritic impact from two small moons—Metis and Adrastea, 

▲ figure 11.25 Jupiter’s ring Jupiter’s faint ring was captured 
nearly edge-on by Voyager 2’s cameras. Made of dark fragments 
of rock and dust possibly chipped off the innermost moons by 
meteorites, the ring was unknown before the two Voyager spacecraft 
arrived at the planet. (NASA)

20,000 km

R I V U X G

discovered by Voyager—that lie very close to the ring itself. 
Despite differences in appearance and structure, Jupiter’s ring 
can perhaps be best understood by studying the most famous 
planetary ring system—that of Saturn—so we will postpone 
further discussion of ring properties until the next chapter.

The Big Question Perhaps the most enduring question about Jupiter concerns the Red Spot, 
which is larger than Earth itself. What caused this huge feature to form in Jupiter’s atmosphere, 
how has it continued swirling for hundreds of years, and why is it red-orange? Perhaps the spot is 
merely a gaseous vortex resembling a hurricane on Earth—yet it oddly remains in nearly the same 
location relative to its interior, unlike Earth’s storms that move with weather patterns. Or maybe 
some underlying structure lurks beneath the storm, an atmospheric anomaly that somehow traps the 
turbulent gas above it. What’s needed is a robot space probe that would fly directly into the Red Spot, 
radioing its secrets back to Earth.

1  Jupiter is the largest planet in the solar 
system. Its mass is more than twice the 
mass of all the other planets combined, 
although still only 1/1000 the mass of the 
Sun. Composed primarily of hydrogen and 
helium, Jupiter rotates rapidly, producing 
a pronounced equatorial bulge. The planet’s 
flattened shape allows astronomers to infer the 
presence of a large rocky core in its interior. Unlike the terrestrial 
planets, Jupiter displays differential rotation (p. 267): the 
planet has no solid surface, and the rotation rate varies from 

place to place in the atmosphere. Measurements of radio emission 
from Jupiter’s magnetosphere provide a measure of the planet’s 
interior rotation rate. Jupiter has many moons and a faint, dark 
ring extending down to the planet’s cloud tops.
2  Jupiter’s atmosphere consists of three main cloud layers, form-

ing bands of bright zones (p. 268) and darker belts (p. 268) 
crossing the planet parallel to the equator. The bands are the result 
of convection in Jupiter’s interior and the planet’s rapid rotation. 
The lighter zones are the tops of upwelling, warm currents, and 
the darker belts are cooler regions where gas is sinking. Underlying 
them is a stable pattern of eastward or westward wind flow called 
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Review and Discussion

 9. LO4 What is responsible for Jupiter’s enormous magnetic field?
 10. LO5 How does the density of the Galilean moons vary with 

increasing distance from Jupiter? Is there a trend to this 
variation? If so, why?

 11. LO6 What is the cause of Io’s volcanic activity?
 12. What evidence do we have for liquid water below Europa’s 

surface?
 13. How does the amount of cratering vary among the Galilean 

moons? Does it depend on their location? If so, why?
 14. POS Why is there speculation that the Galilean moon 

Europa might be an abode for life?
 15. What might be the consequences of the discovery of life on 

Europa?

 1. LO1 In terms of orbit and bulk properties, how does Jupiter 
compare to Earth?

 2. What is differential rotation, and how is it observed on Jupiter?
 3. POS Describe some of the ways in which the Voyager and 

Galileo missions changed our perception of Jupiter.
 4. What is the Great Red Spot? What is known about the 

source of its energy?
 5. LO2 What is the cause of the colors in Jupiter’s atmosphere?
 6. Why has Jupiter retained most of its original atmosphere?
 7. LO3 POS Explain the theory that accounts for Jupiter’s 

internal heat source.
 8. What is Jupiter thought to be like beneath its clouds? Why 

do we think this?

For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning outcomes.

a zonal flow (p. 269). The wind direction 
alternates as we move north or south away 
from the equator. The colors we see are the 
result of chemical reactions, fueled by the 
planet’s interior heat, solar ultraviolet radia-
tion, auroral phenomena, and lightning. 
The main weather pattern on Jupiter is the 
Great Red Spot (p. 268), an Earth-sized 
hurricane that has been raging for at least three centuries. Smaller 
weather systems—white ovals (p. 272), brown ovals (p. 272), 
and new red spots—are also observed and can last for decades.

3  Jupiter’s atmosphere becomes hotter 
and denser with depth, eventually becom-
ing liquid. Interior pressures are so high 
that the hydrogen is “metallic” in nature 
near the center. The planet has a large 
“terrestrial” core about 10 times the mass 
of Earth. Jupiter radiates about twice as 
much energy into space as it receives from 
the Sun. The source of this energy is most 
likely heat released into the planet’s interior when Jupiter formed  
4.6 billion years ago, now slowly leaking from the surface.
4  The magnetosphere of Jupiter is 

about a million times more volumi-
nous than Earth’s magnetosphere, 
and the planet has a long magnetic 
“tail” extending away from the Sun 
to at least the distance of Saturn’s 
orbit. Energetic particles spiral 
around magnetic field lines, accelerated by Jupiter’s rotating mag-
netic field, producing intense radio radiation.

5  Jupiter and its system of moons resemble a 
small solar system. Sixty-three moons have been 
discovered so far. The outermost eight resemble 
asteroids and have retrograde orbits, suggesting that 
they may have been captured by Jupiter’s gravity long 
after the planets and largest moons formed. Jupiter’s 
four major moons are called the Galilean moons  
(p. 266), after their discoverer, Galileo Galilei. Their 
densities decrease with increasing distance from the 
planet. The innermost Galilean moon, Io, has active 
volcanoes and a smooth surface. Europa has a cracked, 
icy surface that probably conceals an ocean of liquid 
water, making the moon an interesting candidate for 
life in the solar system. Ganymede and Callisto have 
ancient, heavily cratered surfaces. Ganymede, the 
largest moon in the solar system, shows evidence of past geological 
activity, but now appears to be solid rock and ice, although recent 
evidence suggests that it, too, may have subsurface liquid water. 
Callisto apparently froze before tectonic activity could start there.
6  Io’s volcanism is powered by 

the constant flexing of the moon 
by Jupiter’s tidal forces. As Io 
orbits Jupiter, the moon “wobbles” 
because of the gravitational pull 
of Europa. The ever-changing 
distortion of its interior ener-
gizes Io, and geyserlike volcanoes keep its surface smooth with 
constant eruptions. Europa’s fields of ice are nearly devoid of cra-
ters, but have extensive large-scale fractures, due most likely to 
the tidal influence of Jupiter, the gravitational effects of the other 
Galilean satellites, and the action of the underlying ocean.
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Conceptual Self-Test: Multiple Choice
 1. Compared with Earth’s orbit, the orbit of Jupiter is approxi-

mately (a) half as large; (b) twice as large; (c) 5 times larger; 
(d) 10 times larger.

 2. Compared with Earth’s density, the density of Jupiter is  
(a) much greater; (b) much less; (c) about the same.

 3. The main constituent of Jupiter’s atmosphere is (a) hydro-
gen; (b) helium; (c) ammonia; (d) carbon dioxide.

 4. VIS Figure 11.6 (“Zonal Flow”) shows that the most rapid 
westerly wind flows on Jupiter occur at (a) northern midlati-
tudes; (b) equatorial latitudes; (c) southern mid-latitudes; 
(d) polar latitudes.

 5. VIS According to Figure 11.7 (“Jupiter’s Atmosphere”), 
if ammonia and ammonium hydrosulfide ice were 
transparent to visible light, Jupiter would appear  
(a) bluish; (b) red; (c) tawny brown; (d) exactly as it does 
now.

 6. Jupiter’s rocky core is (a) smaller than Earth’s Moon;  
(b) comparable in size to Mars; (c) almost the same size as 
Venus; (d) larger than Earth.

 7. Jupiter’s magnetosphere extends far into space, stretching 
(a) 1 AU; (b) 5 AU; (c) 10 AU; (d) 20 AU beyond the planet.

 8. The moon of Jupiter most similar in size to Earth’s Moon is 
(a) Io; (b) Europa; (c) Ganymede; (d) Callisto.

 9. Io’s surface appears very smooth because it (a) is continually 
resurfaced by volcanic activity; (b) is covered with ice; (c) has 
been shielded by Jupiter from meteorite impacts; (d) is liquid.

 10. The Galilean moons of Jupiter are sometimes described as a 
miniature inner solar system because (a) there are as many 
Galilean moons as there are terrestrial planets; (b) the moons 
have generally “terrestrial” composition; (c) the moons’ den-
sities decrease with increasing distance from Jupiter; (d) the 
moons all move on circular, synchronous orbits.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • How does the force of gravity at Jupiter’s cloud tops com-
pare with the force of gravity at Earth’s surface?

 2. • What are the angular diameters of the orbits of Jupiter’s four 
Galilean satellites, as seen from Earth at closest approach (assum-
ing, for definiteness, that opposition occurs near perihelion)?

 3. • Using the Figures given in the text, calculate how long it 
takes Jupiter’s equatorial winds to circle the planet, relative to 
the interior.

 4. •• Calculate the rotational speed (in km/s) of a point on 
Jupiter’s equator at the level of the cloud tops. Compare it 
with the orbital speed just above the cloud tops.

 5. • Given Jupiter’s age and current atmospheric temperature, 
what is the smallest possible mass the planet could have 

and still have retained its hydrogen atmosphere?  (More  
Precisely 8-1)

 6. • If Jupiter had been just massive enough to fuse hydrogen 
(see Discovery 11-2), calculate what the planet’s gravitational 
force on Earth would have been at closest approach, relative to 
the gravitational pull of the Sun. Assume circular orbits. Also, 
estimate what the magnitude of the planet’s tidal effect on our 
planet would have been, again relative to that of the Sun.

 7. • Calculate the ratio of Jupiter’s mass to the total mass of 
the Galilean moons. Compare your answer with the ratio of 
Earth’s mass to that of the Moon.

 8. •• Calculate the strength of Europa’s gravitational pull on Io at 
closest approach, relative to Jupiter’s gravitational attraction on Io.

Activities
Collaborative

 1. Jupiter’s rapid (10 hour) rotation and ever-changing atmos-
pheric features make it a highly dynamic telescopic object. 
Even a small telescope should reveal several of the planet’s 
cloud belts, as well as its four brightest moons. Can you see 
the Great Red Spot? Make a series of sketches of the planet. 
You’ll have to work fast because of the planet’s rotation! Try 
to complete each sketch within 20–30 minutes, and prepare 
in advance a series of sheets of paper with a circle to represent 
the planet. Note the date and time of each sketch. By carefully 
timing some easily recognizable surface feature, such as the 

Great Red Spot, measure Jupiter’s rotation period. (You may 
have to come back on another night to be able to conveniently 
observe the chosen feature cross the entire planetary disk.) 
Repeat your observations a week or two later. Have any of the 
surface features, or their relation to one another, changed?

Individual
 1. Consult a sky chart and find Jupiter in the night sky. It’s an 

easy-to find naked-eye object. Do any stars look as bright 
as Jupiter? What other differences do you notice between 
Jupiter and the stars?
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Left: Saturn, a huge ball of lightweight gas surrounded by a spectacular ring system 

of orbiting rocky debris, is a planet much different from Earth. This image combines 

visible, infrared, and ultraviolet data acquired by cameras aboard the Cassini spacecraft 

as it cruised behind Saturn in 2005, revealing both the planet and its intricate rings in 

exquisite detail. We can also see, since this photo looks back toward the inner solar  

system, part of the bright Sun (bottom center) and a speck of reflected light from a dim 

and distant planet Earth (at the 8 o’clock position just outside the brightest ring). (JPL)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Saturn
SPECTACuLAr ringS And MySTEriouS MoonS

12
Saturn is one of the most beautiful and enchanting of all astro-
nomical objects. Its rings are a breathtaking sight when viewed 
through even a small telescope, and they are probably the planet’s 
best-known feature. Aside from its famous rings, though, Saturn 
presents us with another example of a jovian planet, allowing us 
to explore further the properties of these giant gaseous worlds.

Saturn is in many ways similar to its larger neighbor, Jupiter, in 
terms of composition, size, and structure, although its lower mass 
and greater distance from the Sun mean that Saturn’s atmospheric 
colors are far less pronounced than those on Jupiter, and its weather 
patterns, although just as violent, are much harder to see. On the other 
hand, Saturn’s rings and moons differ greatly from those of Jupiter. 
The comparison between these worlds provides us with invaluable 
insight into the structure and evolution of all the jovian planets.

Learning Outcomes

Studying this chapter will enable you to

1  Summarize the orbital and physical 
properties of Saturn, and compare 
them with those of Jupiter.

2  describe the composition and 
structure of Saturn’s atmosphere 
and interior.

3  Explain why Saturn’s internal heat 
source and magnetosphere differ 
from those of Jupiter.

4  describe the structure and compo-
sition of Saturn’s rings.

5  define the roche limit, and explain 
its relevance to the origin of Sat-
urn’s rings.

6  Summarize the general charac-
teristics of Titan, and discuss the 
chemical processes in its atmo-
sphere.

7  outline some of the orbital and 
geological properties of Saturn’s 
smaller moons.

The Big Picture Engineering feats of today’s space age 
have allowed us to explore many of the planets and moons of our 
rich and varied solar system. Such thrilling exploration calls to 
mind earlier voyages of discovery, launched from Europe toward 
the Americas by Columbus, Magellan, Cortes, de Champlain, 
and many other seafarers who ventured forth across an unknown 
Atlantic and eventually around our world. Now, in the 21st 
century, robot spacecraft controlled by humans back on Earth 
act as modern spacefarers while exploring whole new, unknown 
worlds, and what they are finding is absolutely amazing.
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12.1  Orbital and Physical  
Properties

Saturn was the outermost planet known to ancient 
astronomers. Named after the father of Jupiter in Roman 
mythology, Saturn orbits the Sun at almost twice the dis-
tance of Jupiter. The planet’s sidereal orbital period of 29.4 
Earth years was the longest natural unit of time known to 
the ancient world.

Overall Properties
At opposition, when most of the Earth-based (or Earth-
orbit-based) photographs of Saturn were taken, the planet is 
at its brightest and can lie within 8 AU of Earth. However, 
its great distance from the Sun still makes Saturn consider-
ably fainter than either Jupiter or Mars. Saturn ranks behind 
Jupiter, the inner planets, and several of the brightest stars in 
the sky in terms of apparent brightness.

As with Jupiter, Saturn’s many moons allowed an accu-
rate determination of the planet’s mass long before the arrival 
of spacecraft from Earth. Saturn’s mass is 5.7 × 1026 kg,  
or 95 times the mass of Earth.  (Sec. 6.1) Although less 
than one-third the mass of Jupiter, Saturn is still an enor-
mous body, at least by terrestrial standards.

From Saturn’s distance and angular size, the planet’s 
radius—and hence its average density—quickly follow. 
Saturn’s equatorial radius is 60,000 km, or 9.5 Earth radii. 
The average density is 700 kg/m3—less than the density of 
water (1000 kg/m3). Here we have a planet that would f loat 
in the ocean—if Earth had one big enough! Saturn’s low 
average density indicates that, like Jupiter, it is composed 
primarily of hydrogen and helium. Saturn’s lower mass, 
however, results in lower interior pressure, so these gases 
are less compressed than in Jupiter’s case.

Rotation Rate
Saturn, like Jupiter, rotates very rapidly and differen-
tially.  (Sec. 11.1) The atmospheric rotation period, 
deter mined by tracking weather features observed in the 
planet’s atmosphere, is 10h14m at the equator and roughly 
10h40m at higher latitudes. However, the rotational period 
of the interior, obtained from Cassini measurements of 
magnetospheric outbursts, which should better trace the 
rotation of the planet’s core, is 10h46m, significantly longer 
than the surface values.

Curiously, the Cassini measurement is about 6 
minutes longer than the corresponding result obtained 
(using similar means) by Voyager more than 20 years 
earlier. Scientists are uncertain as to the cause of this 
difference, although they do not think that Saturn’s 
actual rotation rate has changed by as much as 1 percent 
during this relatively short time. Rather, it seems that 
the planet’s magnetic field is not as good an indicator 
of interior rotation as was previously thought. Saturn’s 
axis of rotation is significantly tilted with respect to the 
planet’s orbital plane—27°, similar to that of both Earth 
and Mars. Researchers think that the interaction between 
the planet’s magnetic field and the moon Enceladus (see 
Section 12.5) tends to slow the field’s rotation, accounting 
for the observed difference in periods.

▶ figure 12.1 ring 
Orientation over time, Saturn’s rings 
change their appearance to terrestrial 
observers as the tilted ring plane 
orbits the Sun. The roughly true-color 
images (inset) span a period of several 
years from 2003 (bottom) to nearly 
the present (top) and show how the 
rings change from our perspective on 
Earth, from almost edge-on to more 
nearly face-on. See also Figure 12.2 for a 
close-up image of its tilted ring system 
relative to Earth. (NASA)
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At some times during Saturn’s 29.5-year orbital
period, the rings seem to disappear as Earth 
passes through their plane and we view them
edge-on.
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Because of Saturn’s lower density, this rapid rotation 
makes Saturn even more f lattened than Jupiter. In fact, 
Saturn is the “f lattest” planet in the solar system, with 
a polar radius of just 54,000 km, about 10 percent less 
than the planet’s equatorial radius. Careful calculations 
show that this degree of f lattening, large as it is, is 
less than would be expected for a planet composed of 
hydrogen and helium alone. Accordingly, astronomers 
think that Saturn also has a rocky core, perhaps as much 
as 15 times the mass of Earth, or 1.5 times the mass of 
Jupiter’s core.

Rings
Saturn’s best-known feature is its spectacular ring system. 
Because the rings lie in the planet’s equatorial plane, their 
appearance (as seen from Earth) changes as Saturn orbits 
the Sun, as shown in Figure 12.1. As Saturn moves along 
its orbit, the angles at which the rings are illuminated 
and at which we view them vary. When the planet’s north 
or south pole is tipped toward the Sun during Saturn’s 
summer or winter, the highly reflective rings are at their 
brightest. During Saturn’s spring and fall, the rings are 
close to being edge-on, both to the Sun and to us, so they 
seem to disappear altogether. The last two “ring crossings” 
occurred in 1996 and 2010.

One important deduction that we can make from this 
simple observation is that the rings are very thin. In fact, we 
now know that their thickness is only a few tens of meters, 
even though they are over 200,000 km in diameter.

COnCept Check

4 Why do some of the Earth-based images of Saturn in 
this chapter show the rings seen from above, whereas 
others show them from below?

12.2 Saturn’s Atmosphere
Saturn is much less colorful than Jupiter. Figure 12.2 shows 
yellowish and tan cloud belts that parallel the equator, but these 
regions display less atmospheric structure than do the belts on 
Jupiter. No obvious large, long-lived “spots” or “ovals” adorn 
Saturn’s cloud decks. Bands and storms do exist, but the color 
changes that distinguish them on Jupiter are largely absent on 
Saturn. This is the highest-resolution global image ever made of 
Saturn—a mosaic of more than 100 photographs taken in true 
color—showing great subtlety in the structure of its cloud deck.

Composition and Coloration
Astronomers first observed methane in the spectrum of sun-
light reflected from Saturn in the 1930s, about the same time 
that it was discovered on Jupiter. However, it was not until 
the early 1960s, when more sensitive observations became 
possible, that ammonia was finally detected on Saturn. In 
the planet’s cold upper atmosphere, most ammonia is in the 
solid or liquid form, with relatively little of it present as a gas 
to absorb sunlight and create spectral lines. Astronomers 
finally made the first accurate determinations of Saturn’s 
hydrogen and helium content in the late 1960s. These Earth-
based measurements were later confirmed with the arrival of 
the Pioneer and Voyager spacecraft in the 1970s.

Saturn’s atmosphere consists of molecular hydrogen  
(H2, 92.4 percent), helium (He, 7.4 percent), methane (CH4, 
0.2 percent), and ammonia (NH3, 0.02 percent). As on Jupiter, 
hydrogen and helium dominate—these most abundant 
elements never escaped from Saturn’s atmosphere because 
of the planet’s large mass and low temperature (see More 
Precisely 8-1). However, the fraction of helium on Saturn is 
far less than is observed on Jupiter (where, as we saw, helium 
accounts for nearly 14 percent of the atmosphere) or in the Sun.

It is extremely unlikely that the processes that created 
the outer planets preferentially stripped Saturn of nearly half 

its helium or that the missing helium 
somehow escaped from the planet 
while the lighter hydrogen remained 
behind. Instead, astronomers think 
that, at some time in Saturn’s past, 
the heavier helium began to sink 
toward the center of the planet, 
reducing its abundance in the outer 
layers and leaving them relatively 

◀ figure 12.2 Saturn This image, 
acquired in 2005 by the Cassini spacecraft 
while approaching Saturn, is actually a 
mosaic of many images taken in true 
color. note the bland coloration of the 
gas ball and the detail in the planet’s 
rings. resolution is 40 km. (NASA)

R I V U X G
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is pulled much more powerfully toward the center of the 
planet. Thus, Jupiter’s atmosphere is compressed more than 
Saturn’s, and the clouds are squeezed more closely together.

The colors of Saturn’s cloud layers, as well as the planet’s 
overall butterscotch hue, are due to the same basic cloud 
chemistry as on Jupiter. However, because Saturn’s clouds 
are thicker, there are few holes and gaps in the top layer, so 
we rarely glimpse the more colorful levels below. Instead, we 
see different levels only in the topmost layer, which accounts 
for Saturn’s rather uniform appearance.

Weather
Saturn has atmospheric wind patterns that are in many ways 
reminiscent of those on Jupiter. There is an overall east–west 
zonal flow, which is apparently quite stable. Computer-
enhanced images of the planet that bring out more cloud 
contrast (see Figure 12.4) clearly show the existence of bands, 
oval storm systems, and turbulent flow patterns looking very 
much like those seen on Jupiter. Scientists think that Saturn’s 
bands and storms have essentially the same cause as does 
Jupiter’s weather. Ultimately, the large-scale flows and small-
scale storm systems are powered by convective motion in 
Saturn’s interior and by the planet’s rapid rotation.

The zonal flow on Saturn is considerably faster than on 
Jupiter and shows fewer east–west alternations, as can be seen 
from Figure 12.5 (see also Figure 11.6). The equatorial east-
ward jet stream, which reaches a speed of about 400 km/h  
on Jupiter, moves at a brisk 1500 km/h on Saturn and extends 
to much higher latitudes. Not until latitudes 40° north and 
south of the equator are the first westward flows found. 
Latitude 40° north also marks the strongest bands on Saturn 
and the most obvious ovals and turbulent eddies. Astronomers 
still do not fully understand the reasons for the differences 
between Jupiter’s and Saturn’s flow patterns.

In September 1990, amateur astronomers detected a 
large white spot in Saturn’s northern hemisphere, just above 
the equator. A month later, when the Hubble Space Telescope 
imaged the phenomenon in more detail (Figure 12.6), the 
spot had developed into a band of clouds completely encir-
cling the planet’s equator. Astronomers think that the white 
coloration arose from crystals of ammonia ice formed when 
an upwelling plume of warm gas penetrated the cool upper 
cloud layers. Because the crystals were freshly formed, they 
had not yet been affected by the chemical reactions that 
color the planet’s other clouds.

Such large spots are relatively rare on Saturn. They 
seem to appear roughly every 30 years, during the planet’s 
northern summer. The previous one visible from Earth 
appeared in 1933, but it was smaller than the 1990 system 
and much shorter lived, lasting for only a few weeks. The 
turbulent flow patterns seen around the 1990 white spot 
had many similarities to the flow around Jupiter’s Great 
Red Spot.  Scientists hope that routine observations of such 

rich in hydrogen. We will return to the reasons for this dif-
ferentiation and its consequences in a moment.

Figure 12.3 illustrates Saturn’s atmospheric structure 
(recall the corresponding diagram for Jupiter, Figure 11.7).  
In many respects, Saturn’s atmosphere is quite similar to 
Jupiter’s, except that the temperature is a little lower because 
of Saturn’s greater distance from the Sun and because its 
clouds are somewhat thicker. Since Saturn, like Jupiter, lacks 
a solid surface, we take the top of the troposphere as our ref-
erence level and set it to 0 km. The top of the visible clouds 
lies about 50 km below this level. As on Jupiter, the clouds 
are arranged in three distinct layers, composed (in order of 
increasing depth) of ammonia, ammonium hydrosulfide, 
and water ice. Above the clouds lies a layer of haze formed by 
the action of sunlight on Saturn’s upper atmosphere.

The total thickness of the three cloud layers in Saturn’s 
atmosphere is roughly 200 km, compared with about 80 
km on Jupiter, and each layer is itself somewhat thicker 
than its counterpart on Jupiter. The reason for this differ-
ence is Saturn’s weaker gravity (due to its lower mass). At 
the haze level, Jupiter’s gravitational field is nearly two-and-
a-half times stronger than Saturn’s, so Jupiter’s atmosphere 

▲ figure 12.3 Saturn’s Atmosphere The vertical structure of 
Saturn’s atmosphere contains several cloud layers, like Jupiter, but 
Saturn’s weaker gravity results in thicker clouds and a more uniform 
appearance.
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temporary phenomenon the jovian worlds will give them 
greater insight into the dynamics of planetary atmospheres.

Since Cassini’s arrival at Saturn, researchers have been 
able to study the planet’s storms in much more detail. 
Figure 12.7 shows the development of a particularly large 
and complex system that appeared in the northern hemi-
sphere in late 2010. Cassini’s detectors measure strong bursts 
of radio waves associated with it, most likely produced by 
intense lightning discharges deep below the cloud tops. The 
lightning is probably powered by convection and precipita-
tion (water and ammonia “rain”), just as in thunderstorms 
on Earth, but the bursts are millions of times stronger than 
anything ever witnessed here at home.

Astronomers think that these large storms are rooted 
deep in Saturn’s atmosphere—perhaps like Jupiter’s Great Red 
Spot—and normally completely hidden below the upper cloud 
layers. Only occasionally does the storm flare up, producing a 
bright plume visible from outside. The largest storms can be 
quite long-lived—the system shown in Figure 12.7 is expected 
to persist at least into 2013. In addition, both Hubble and  
Cassini have observed many smaller (but still huge, by terres-
trial standards!), shorter-lived storms on Saturn.

Cassini has also detected numerous small dark storms 
apparently associated with this and other large systems. These 
smaller storms seem to be “spun off” from the larger systems 

R I V U X G
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▲ Figure 12.4 Saturn’s Cloud Structure More structure is seen in Saturn’s cloud cover when 
computer processing and artificial color are used to enhance the contrast of the image, as in these Voyager 
images of the entire gas ball and a smaller, magnified piece of it. (NASA)
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▲ Figure 12.5 Saturn’s Zonal Flow Winds on Saturn reach 
speeds even greater than those on Jupiter. As on Jupiter, the visible 
bands appear to be associated with variations in wind speed.
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12.3  Saturn’s Interior and  
Magnetosphere

Figure 12.8 depicts Saturn’s internal structure. (Compare 
with Figure 11.12 for the case of Jupiter.) The picture was 
pieced together by planetary scientists using the same tools—
spacecraft observations and theoretical modeling—that they 
employed to infer Jupiter’s inner workings. Saturn has the same 
basic internal parts as Jupiter, but their relative proportions are 
somewhat different: Saturn’s metallic hydrogen layer is thinner 
and its core is larger. Because of its lower mass, Saturn has a 
less extreme core temperature, density, and pressure than does 
Jupiter. The central pressure is around one-fifth of Jupiter’s—
about 2 to 3 times the pressure at the center of Earth.

Internal Heating
Infrared measurements indicate that Saturn’s surface (i.e., 
cloud-top) temperature is 97 K, substantially higher than the 
temperature at which Saturn would reradiate all the energy 

and subsequently merge with the planet’s zonal flow, perhaps 
providing a means for energy to flow from Saturn’s warm 
interior into the cold atmosphere. However, the “big picture” 
connecting these large- and small-scale storm systems on 
Saturn with the Red Spot, white ovals, and the “Red Spot 
Junior” on Jupiter, remains to be worked out.  (Sec. 11.2)

COnCept Check

4 Why are atmospheric features on Saturn generally less 
vivid than those on Jupiter?

▲ figure 12.6 Saturn Storms Circulating and evolving cloud systems are evident on Saturn, imaged by the Hubble 
Space Telescope at approximately 2-hour intervals (left to right). (NASA)

R I V U X G

▲ figure 12.7 Storm Alley This huge storm on Saturn was 
observed by the Cassini spacecraft in 2011. While churning its way 
through the northern hemisphere, it seems to leave behind a “tail” 
wrapped around the planet. (NASA)
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Depth 250 km
Temperature 250 K
Pressure 10 atm

Molecular
hydrogen

Metallic
hydrogen

Depth 30,000 km
Temperature 8000 K
Pressure 3 x 106 atm

Depth 45,000 km
Temperature 10,000 K
Pressure 107 atm

Icy/rocky core
Depth 60,000 km
Temperature 12,000 K
Pressure 1.3 x 107 atm

▲ figure 12.8 Saturn’s interior Saturn’s internal structure, as 
deduced here from Voyager observations and computer modeling, can 
be compared with similar properties noted for Jupiter in Figure 11.12.
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it receives from the Sun. In fact, Saturn radiates almost 
3 times more energy than it absorbs. Thus, Saturn, like 
Jupiter, has an internal energy source.  (Sec. 11.3) But the 
explanation behind Jupiter’s excess energy—that the planet 
has a large reservoir of heat left over from its formation—
doesn’t work for Saturn. Smaller than Jupiter, Saturn must 
have cooled more rapidly—rapidly enough that its original 
supply of energy was used up long ago. What, then, is 
happening inside Saturn to produce this extra heat?

The explanation for the origin of Saturn’s extra heat 
also explains the mystery of the planet’s apparent helium 
deficit. At the temperatures and high pressures found in 
Jupiter’s interior, liquid helium dissolves in liquid hydrogen. 
Inside Saturn, where the internal temperature is lower, the 
helium doesn’t dissolve so easily and tends to form droplets 
instead. The phenomenon is familiar to cooks, who know 
that it is generally much easier to dissolve ingredients in hot 
liquids than in cold ones. Saturn probably started out with 
a fairly uniform solution of helium dissolved in hydrogen, 
but the helium tended to condense out of the surrounding 
hydrogen, much as water vapor condenses out of Earth’s 
atmosphere to form a mist. The amount of helium conden-
sation was greatest in the planet’s cool outer layers, where 
the mist turned to rain about 2 billion years ago. A light 
shower of liquid helium has been falling through Saturn’s 
interior ever since. This helium precipitation is responsible 
for depleting the outer layers of their helium content.

So we can account for the unusually low abundance of 
helium in Saturn’s atmosphere: Much of it has rained down 
to lower levels. But what about the excess heating? The 
answer is simple: As the helium sinks toward the center,  
the planet’s gravitational field compresses it and heats it 
up. The gravitational energy thus released is the source of 
Saturn’s internal heat. In the distant future—in a billion 
years or so—the helium rain will stop, and Saturn will cool 
until its outermost layers radiate only as much energy as they 
receive from the Sun. When that happens, the temperature at 
Saturn’s cloud tops will be 74 K. As Jupiter cools, it, too, may 
someday experience precipitate helium in its interior, causing 
its surface temperature to rise once again.

Magnetospheric Activity
Saturn’s electrically conducting interior and rapid rotation 
produce a strong magnetic field and an extensive magne-
tosphere. Probably because of the considerably smaller 
mass of Saturn’s metallic hydrogen zone, the planet’s basic 
magnetic field strength is only about one-twentieth that 
of Jupiter, or about a thousand times greater than that of 
Earth. The magnetic field at Saturn’s cloud tops (roughly 10 
Earth radii from the planet’s center) is approximately the 
same as that at Earth’s surface. Voyager measurements indi-
cate that, unlike Jupiter’s and Earth’s magnetic axes, which 
are slightly tilted, Saturn’s magnetic field is not inclined 

with respect to its axis of rotation. Saturn’s magnetic field, 
like Jupiter’s, is oriented opposite that of Earth: that is, an 
Earth compass needle would point toward Saturn’s south 
pole rather than its north.  (Sec. 11.4) Figure 12.9 shows 
an aurora on Saturn, imaged in 1998 by the Hubble Space 
Telescope.

Saturn’s magnetosphere extends about 1 million km 
toward the Sun and is large enough to contain the planet’s 
ring system and the innermost 16 small moons. Saturn’s 
largest moon, Titan, orbits about 1.2 million km from 
the planet, so it is found sometimes just inside the outer 
magnetosphere and sometimes just outside, depending 
on the intensity of the solar wind (which tends to push 
the sunward side of the magnetosphere closer to the 
planet). Because no major moons lie deep within Saturn’s 
magnetosphere, the details of its structure are different 
from those of Jupiter’s magnetosphere. For example, there 
is no equivalent of the Io plasma torus.  (Sec. 11.5) Like 
Jupiter, Saturn emits radio waves, but as luck would have 
it, they are reflected from Earth’s ionosphere (they lie in 
the AM band) and were not detected until the Voyager 
craft approached the planet.

COnCept Check

4 Where did Saturn’s atmospheric helium go?

R I U X GV

▲ figure 12.9 Aurora on Saturn An ultraviolet camera aboard 
the Hubble Space Telescope recorded this image of a remarkably 
symmetrical (orange) aurora on Saturn during a solar storm in 1998. 
(NASA)
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is named the Cassini division, in honor of its discoverer. 
Careful observations from Earth show that the inner “ring” 
is in reality also composed of two rings. From the outside in, 
the three rings are known somewhat prosaically as the A, B, 
and C rings. The Cassini division lies between the A and B 
rings. The much narrower Encke gap, some 300 km wide, 
is found in the outer part of the A ring. These ring features 
are marked on Figure 12.11. No finer ring details are visible 
from our Earthly vantage point. Of the three main rings, the 
B ring is brightest, followed by the somewhat fainter A ring, 
and then by the almost translucent C ring. A more complete 
list of ring properties appears in Table 12.1. (The D, E, F, and 
G rings listed in the table are discussed later in this section.)

12.4  Saturn’s Spectacular  
Ring System

The most obvious and well-known aspect of Saturn’s 
appearance is, of course, its planetary ring system. Astrono-
mers now know that all the jovian planets have rings, but 
Saturn’s are by far the brightest, the most extensive, and the 
most beautiful.  (Sec. 11.6)

The View from Earth
Galileo saw Saturn’s rings first in 1610, but he did not rec-
ognize what he saw as a planet with a ring. At the resolution 
of his small telescope, the rings looked like bumps on the 
planet, or perhaps (he speculated) parts of a triple planet 
of some sort. Figure 12.10(a) and (b) shows two of Galileo’s 
early sketches of Saturn. By 1616, Galileo had already real-
ized that the “bumps” were not round, but rather elliptical 
in shape. In 1655, the Dutch astronomer Christian Huygens 
realized what the bumps were: a thin, flat ring, completely 
encircling the planet (Figure 12.10c).

In 1675, the French–Italian astronomer Giovanni 
Domenico Cassini discovered the first ring feature: a dark 
band about two-thirds of the way out from the inner edge. 
From Earth, the band looks like a gap in the ring (an observa-
tion that is not too far from the truth, although we now know 
that there is actually some ring material within it). This “gap” 

▲ figure 12.11 Saturn’s rings Much fine structure, especially 
in the rings, appears in this image of Saturn taken with the Cassini 
spacecraft in 2005. The main ring features are marked and are shown 
here in false color in order to enhance contrast. The other rings listed 
in Table 12.1 are not visible here. (NASA)

C ring B ring

Cassini
Division

A ring

Encke gap

R I V U X G

(a)

(b)

(c)

▲ figure 12.10 Sketches of Saturn’s rings Three artist’s  
re-renderings of sketches of Saturn’s rings, made (a) by galileo in 
1610, (b) by galileo in 1616, and (c) by Huygens in 1655.

tAbLe 12.1 The Rings of Saturn

ring inner radius Outer radius Width

 
(km) (planetary 

radii)
(km) (planetary 

radii)
(km)

D 67,000 1.11 74,700 1.24 7700
C 74,700 1.24 92,000 1.53 17,300
B 92,000 1.53 117,500 1.95 25,500
Cassini 
division

117,500 1.95 122,300 2.03 4800

A 122,300 2.03 136,800 2.27 14,500
Encke gap* 133,400 2.22 133,700 2.22 300
F 140,300 2.33 140,400 2.33 100
G 165,800 2.75 173,800 2.89 8000
E 180,000 3.00 480,000 8.00 300,000

*The Encke gap lies within the A ring.
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What Are Saturn’s Rings?
A fairly obvious question—and one that perplexed the best 
scientists and mathematicians on Earth for almost two  
centuries—is “What are Saturn’s rings made of?” By the 
middle of the 19th century, various dynamic and thermo-
dynamic arguments had conclusively proved that the rings 
could not be solid, liquid, or gas!

What is left? In 1857, after showing that a solid ring 
would become unstable and break up, Scottish physicist 
James Clerk Maxwell suggested that the rings are composed 
of a great number of small particles, all independently 
orbiting Saturn, like so many tiny moons. That inspired 
speculation was verified in 1895, when Lick Observatory 
astronomers measured the Doppler shift of sunlight 
reflected from the rings and showed that the velocities thus 
determined were exactly what would be expected from 
separate particles moving in circular orbits in accordance 
with Newton’s law of gravity.  (Secs. 2.8, 3.5)

What sort of particles make up the rings? The fact that 
they reflect most (over 80 percent) of the sunlight strik-
ing them had long suggested to astronomers that they are 
made of ice, and infrared observations in the 1970s con-
firmed that water ice is indeed a prime constituent of the 
rings. Radar observations and later Voyager and Cassini 
studies of scattered sunlight showed that the diameters of 

the particles range from fractions of a millimeter to tens of 
meters, with most particles being about the size (and com-
position) of a large snowball on Earth.

We now know that the rings are truly thin—only 10–15 
m thick, according to Cassini measurements. Stars can occa-
sionally be seen through them, like automobile headlights 
penetrating a snowstorm. Why are the rings so thin? The 
answer seems to be that collisions between ring particles tend 
to keep them all moving in circular orbits in a single plane. 
Any particle that tries to stray from this orderly motion finds 
itself in an orbit that soon runs into other ring particles. Over 
long periods, the ensuing jostling serves to keep all of the 
particles moving in circular, planar orbits. The asymmetric 
gravitational field of Saturn (a result of its flattened shape) 
sees to it that the rings lie in the planet’s equatorial plane.

The Roche Limit
But why a ring of particles at all? What process produced the 
rings in the first place? To answer these questions, consider 
the fate of a small moon orbiting close to a massive planet 
such as Saturn. The moon is held together by internal 
forces—its own gravity, for example. As we bring our 
hypothetical moon closer to the planet, the tidal force on it 
increases. Recall from Chapter 7 that the  effect of such a 
tidal force is to stretch the moon along the direction toward 

the planet—that is, to create a tidal bulge. 
Recall also that the tidal force increases 
rapidly with decreasing distance from 
the planet.  (Sec. 7.6) As the moon is 
brought closer to the planet, it reaches 
a point where the tidal force tending to 
stretch it out becomes greater than the 
internal forces holding it together. At 
that point, the moon is torn apart by the 
planet’s gravity, as shown in Figure 12.12. 
The pieces of the satellite then pursue 
their own individual orbits around that 
planet, eventually spreading all the way 
around it in the form of a ring.

For any given planet and any given 
moon, the critical distance inside of 
which the moon is destroyed is known 
as the tidal stability limit, or the Roche 
limit, after the 19th-century French 

narrated figure 12.12 roche 
Limit From top to bottom, these four 
frames illustrate how the tidal field of a 
planet first distorts (near top), and then 
destroys (at bottom), a moon that strays 

too close. note that the distortion is exaggerated 
in the middle panels, and the moon’s infall does 
not happen directly; rather, its breakup occurs 
over the course of many orbits.

Moons near the Roche
limit can get seriously
distorted by tidal action,
and those inside the
limit can be completely
destroyed.

SatelliteRoche limit
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view of this spectacular region in our cosmic backyard, reveal-
ing the rings to be vastly more complex than astronomers had 
imagined. Cassini’s 4-year tour of the Saturn system a quarter 
century later allowed much more extended and detailed study 
of many of the phenomena discovered by Voyager and yielded 
many new insights into this fascinating system.

As the Voyager probes approached Saturn, it became 
obvious that the main rings were actually composed of tens 
of thousands of narrow ringlets, shown (as seen by Cassini) 
in Figure 12.14. Although Voyager cameras did find several 
new gaps in the rings, the ringlets in the figure are actually 
not separated from one another by empty space. Instead, 
detailed studies reveal that the rings contain concentric 
regions of alternating high and low concentrations of ring 
particles. The ringlets are the high-density peaks. According 
to theory, the gravitational influence of Saturn’s inner moons 
and the mutual gravitational attraction of the ring particles 
enables waves of matter to form and move in the plane of the 
rings, rather like ripples on the surface of a pond. The wave 
crests wrap all the way around the rings, forming tightly 
wound spiral patterns called spiral density waves that resem-
ble grooves in a huge celestial phonograph record.

Although the ringlets are the result of spiral waves in 
the rings, the true gaps are not. The narrower gaps—roughly 
20 of them—are thought to be kept clear by the action of 
small moonlets embedded in them. These moonlets are 
larger (perhaps 10 or 20 km in diameter) than the largest 
true ring particles, and they simply “sweep up” ring mate-
rial through collisions as they go. However, despite careful 

mathematician Edouard Roche, who first calculated it. As 
a handy rule of thumb, if our hypothetical moon is held 
together by its own gravity and its average density is com-
parable to that of the parent planet (both reasonably good 
approximations for Saturn’s larger moons), then the Roche 
limit is roughly 2.4 times the radius of the planet. Thus, for 
Saturn, no moon can survive within a distance of 144,000 km  
of the planet’s center, about 7000 km beyond the outer edge 
of the A ring. The main (A, B, C, D, and F) rings of Saturn 
occupy the region inside Saturn’s Roche limit.

These considerations apply equally well to the other 
jovian worlds. Figure 12.13 shows the location of the ring sys-
tem of each jovian planet relative to the planet’s Roche limit. 
Given the approximations in our assumptions, we can con-
clude that all the major planetary rings are found within the 
Roche limit of their parent planet. Notice that, strictly speak-
ing, the calculation of this limit applies only to low-density 
moons massive enough for their own gravity to be the domi-
nant force binding them together. Sufficiently small moons 
(less than 10 km or so in diameter) can survive even within 
the Roche limit because they are held together mostly by 
interatomic (electromagnetic) forces, not by gravity.

The Rings in Detail
Thus, as the two Voyager probes approached Saturn in 1980 
and 1981, scientists on Earth were fairly confident that they 
understood the nature of the rings. However, there were many 
surprises in store. The Voyager flybys changed forever our 

◀ figure 12.13 
Jovian ring Systems  
All of the distances to 
the rings of Jupiter, 
Saturn, uranus, and 
neptune are expressed 
in planetary radii. The red 
line represents the roche 
limit, and all the rings lie 
within (or very close to) 
this limit of their parent 
planets.
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searches of Voyager and Cassini images, only two of these 
moonlets have so far been found. The 30-km-wide moon 
Pan, discovered in archival Voyager data in 1991, orbits in 
the Encke gap (marked in Figure 12.11). The 7-km Daphnis, 
imaged by Cassini in 2005, resides in the narrow Keeler gap, 
close to the outer edge of the A ring.

Astronomers have found indirect evidence for embed-
ded moonlets in the form of the scalloped “wakes” they 
leave behind them in the rings, but no other direct sightings 
have occurred. Despite their elusiveness, moonlets are nev-
ertheless regarded as the best explanation for the small gaps 
and associated fine structure in the rings. In 2006 Cassini 
found evidence for a new class of intermediate-sized (100-m 
diameter) moonlets, which may play an important role in 
clearing some small or partial gaps.

Voyager 2 found a series of faint rings, now known collec-
tively as the D ring, inside the inner edge of the C ring, stretch-
ing down almost to Saturn’s cloud tops. The D ring contains 
relatively few particles and is so dark that it is completely invis-
ible from Earth. Two other faint rings, discovered by Pioneer 
11 and Voyager 1, respectively, lie well outside the main ring 
structure. Both the G ring and the E ring, are faint and diffuse, 
more like Jupiter’s ring than the main A, B, and C rings of the 
Saturn system.  (Sec. 11.6) The E ring appears to be associ-
ated with volcanism on the moon Enceladus (see Section 12.5).

Figure 12.15 is a Cassini image showing the rings from 
a perspective never before seen—behind the planet looking 
back toward the eclipsed Sun. Just as diffuse airborne dust 
is most easily seen against the light streaming in through a 
sunlit window, the planet’s faint rings show up clearly in this 
remarkable back-lit view. In addition, this image reveals sev-
eral additional faint rings, some of them also associated with 
the orbits of various small moons.

The Voyager 2 cameras revealed one other completely 
unexpected feature. A series of dark radial “spokes” formed 
on the B ring, moved around the planet for about one ring 
orbital period, and then disappeared (Figure 12.16). Care-
ful scrutiny of these peculiar drifters showed that they were 
composed of very fine (micron-sized) dust hovering a few 
tens of meters above the plane of the rings. Scientists think 
that this dust was held in place by electromagnetic forces 
generated in the ring plane, perhaps resulting from colli-
sions among particles there or interactions with the planet’s 
magnetic field. The spokes faded as the ring revolved.

Astronomers had expected that the creation and dis-
solution of such spokes would be regular occurrences in the 
Saturn ring system, but during the first year of Cassini’s tour, 
none were seen. However, as with the planet’s faint rings, light-
ing and viewing conditions seem to be critical to the spokes’ 
visibility. As the planet’s orientation changed relative to the 
Sun, spokes were finally observed in late 2005. Spoke activity 
is expected to be common for the remainder of the Cassini 
mission, and researchers hope that repeated observations will 
allow them to understand this peculiar phenomenon.

Orbital Resonances and  
Shepherd Satellites
Voyager images showed that the largest gap in the rings, the 
Cassini division, is not completely empty of matter. In fact, 
as can be seen in Figure 12.14, the division contains a series 
of faint ringlets and gaps (and, presumably, embedded 
moonlets, too). The overall concentration of ring particles 
in the division as a whole is, however, much lower than in 
the A and B rings. The diffuse nature of the division causes 
it to appear bright in Figure 12.15. Although its small 

B ring A ring

Cassini Division

R I V U X G

Note the large number of tiny
ringlets visible in the main image. 

interactive figure 12.14 Saturn’s rings, up Close Cassini took this true-color image of Saturn’s 
dazzling ring structure just before flying through the planet’s tenuous outer rings. Earth is superposed at 
right, to proper scale, for a size comparison. The inset at left is an overhead view of a portion of the B ring, 
showing the ringlet structure in even more detail; in fact the resolution here is an incredible 4 km. (NASA)
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third law (recast to refer not to the planets, but to Saturn’s 
moons), we can show that this 2:1 resonance with Mimas 
corresponds to a radius of 117,000 km, the inner edge of the 
division.  (More Precisely 2-2)

The effect of this resonance is that particles in the divi-
sion receive a gravitational tug from Mimas at exactly the 
same location in their orbit every other time around. Suc-
cessive tugs reinforce one another, and the initially circular 
trajectories of the ring particles soon get stretched out into 
ellipses. In their new orbits, these particles collide with other 
particles and eventually find their way into new circular 
orbits at other radii. The net effect is that the number of ring 
particles in the Cassini division is greatly reduced.

Particles in “nonresonant” orbits (i.e., at radii whose 
orbital period is not simply related to the period of Mimas) 
also are acted upon by Mimas’s gravitational pull. But 
the times when the force is greatest are spread uniformly 
around the orbit, and the tugs cancel out. It’s a little like 
pushing a child on a swing: Pushing at the same point in 
the swing’s motion each time produces much better results 
than do random shoves. Thus, Mimas (or any other moon) 
has a large effect on the ring at those radii at which a reso-
nance exists and little or no effect elsewhere.

internal gaps probably result from embedded satellites, 
the division itself does not. Instead, it owes its existence to 
another solar system resonance, this time involving parti-
cles orbiting in the division, on the one hand, and Saturn’s 
innermost major moon, Mimas, on the other.  (Sec. 8.4)

A ring particle moving in an orbit within the Cassini 
division has an orbital period exactly half that of Mimas. 
Particles in the division thus complete exactly two orbits 
around Saturn in the time taken for Mimas to orbit once—a 
configuration known as a 2:1 resonance. Applying Kepler’s 

◀ figure 12.16 Spokes in the rings Saturn’s B ring showed a 
series of dark temporary “spokes” as Voyager 2 flew by at a distance 
of about 4 million km. The spokes are caused by small particles 
suspended just above the ring plane. Cassini, too, has seen spokes, 
although (so far) they have not been as prominent as those seen by 
Voyager 25 years earlier. (NASA)

▲ figure 12.15 back-Lit rings Cassini took this spectacular image of Saturn’s rings as it passed 
through Saturn’s shadow. The normally hard to see F, g, and E outer rings are clearly visible in this  
contrast-enhanced image. The inset shows the moon Enceladus orbiting within the E ring; its eruptions  
likely give rise to the ring’s icy particles. (NASA)
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held in place by the gravity of Mimas, that prevents ring 
particles from diffusing away. Compare Tables 12.1 and 
12.2 and see if you can identify other resonant connec-
tions between Saturn’s moons or between the moons and 
the rings. (You should be able to find quite a few—Saturn’s 
ring system is a complex place!)

Outside the A ring lies perhaps the strangest ring of 
all. The faint, narrow F ring (shown in Figure 12.17) was 
discovered by Pioneer 11 in 1979, but its full complexity 

We now know that resonances between ring parti-
cles and moons play an important role in shaping the fine 
structure of Saturn’s rings. For example, the sharp outer 
edge of the A ring is thought to be governed by a 3:2 reso-
nance with Mimas (three ring orbits in two Mimas orbital 
periods). Most theories of planetary rings predict that the 
ring system should spread out with time, basically because 
of collisions among ring particles. Instead, the A ring’s 
outer edge is “patrolled” by a small satellite named Atlas, 

▲ figure 12.17 Shepherd Moon (a) Saturn’s narrow F ring appears to contain kinks and braids, making it unlike 
any of Saturn’s other rings. its thinness is caused by two shepherd satellites that orbit near the ring—one a few hundred 
kilometers inside the ring and the other a similar distance outside it. (b) one of the potato-shaped shepherd satellites 
(Prometheus, here roughly 100 km across) can be seen in this enlarged view. (NASA)

Shepherd
moon

F ring

(b)

(a)
R I V U X G

300 km

Table 12.2 The Major Moons of Saturn*

name Distance from Saturn Orbit period Size Mass** Density
  (km) (planetary radii) (days) (longest diameter, km) (Earth moon masses) (kg/m3) (g/cm3)

Mimas   186,000 3.08 0.94 398 0.00051 1100 1.1
Enceladus   238,000 3.95 1.37 498 0.00099 1100 1.1
Tethys   295,000 4.89 1.89 1060 0.0085 1000 1.0
Dione   377,000 6.26 2.74 1120 0.014 1400 1.4
Rhea   527,000 8.74 4.52 1530 0.032 1200 1.2
Titan 1,220,000 20.3 16.0 5150 1.83 1900 1.9
Hyperion 1,480,000 24.6 21.3 370      
Iapetus 3,560,000 59.1 79.3 1440 0.022 1000 1.0

* Moons larger than 300 km in diameter only.
** Mass of Earth’s Moon = 7.4 × 1022 kg = 1.3 × 10−4 Saturn masses. A
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young—perhaps no more than 50 million years old, or 
100 times younger than the solar system. There is just too 
much going on, the argument goes, for the rings to have 
remained stable for billions of years, so they probably 
aren’t left over from the planet’s formative stages. If this 
is so, then either the rings are continuously replenished, 
perhaps by fragments of Saturn’s moons chipped off by 
meteorites or by activity on the larger moons (see Section 
12.5), or they are the result of a relatively recent, possibly 
catastrophic, event in the planet’s system—a small moon 
that may have been hit by a large comet or even by another 
moon.

Recently, Cassini has complicated this discussion by 
finding that different rings may have different ages and may 
even have formed in different ways. The Cassini data, cou-
pled with theoretical simulations, suggest that the B ring 
might in fact be billions of years old but manages to preserve 
its youthful appearance by continually clumping and recy-
cling its material, exposing fresh, bright water ice.

Astronomers prefer not to invoke catastrophic events 
to explain specific phenomena, but the more we learn of 
the universe, the more we realize that catastrophe prob-
ably plays an important role. For now, the details of the 
formation of Saturn’s ring system simply aren’t well 
understood.

COnCept Check

4 What do the Roche limit and orbital resonances have 
to do with planetary rings?

12.5 The Moons of Saturn
Saturn has the most extensive, and in many ways the 
most complex, system of natural satellites of all the 
planets. The planet’s eight largest moons, all more than 
300 km in diameter, are listed in Table 12.2. Observations 
of sunlight ref lected from them suggest that most are 
covered with snow and ice. Many of them are probably 
made almost entirely of water ice. Even so, they are 
a curious and varied lot, and many aspects of their 
structure and history are still not well understood. Most 
of our detailed knowledge of these moons comes from 
the Pioneer and Voyager f lybys in the late 1970s and early 
1980s, and from Cassini, which is currently orbiting the 
planet.  (Discovery 6-2)

The moons fall into three fairly natural groups. 
First, there are many “small” moons—irregularly shaped 
chunks of ice, all less than 400 km across—that exhibit a 
bewildering variety of complex and fascinating motion. 
Only the largest, Hyperion, is listed in Table 12.2. Second, 
there are six “medium-sized” moons—spherical bodies 
with diameters ranging from about 400 to 1500 km—that  

became evident only when Voyager 1 took a closer look. 
Unlike the inner major rings, the F ring is narrow—less 
than a hundred kilometers wide. It lies just inside Saturn’s 
Roche limit, separated from the A ring by about 3500 km. 
Its narrowness by itself is unusual, as is its slightly eccen-
tric shape, but the F ring’s oddest feature is its irregular, 
“kinked” structure, making it look as though it is made up 
of several separate strands braided together! This remark-
able appearance sent dynamicists scrambling in search of 
an explanation. It now seems as though the ring’s intricate 
structure, as well as its thinness, arise from the influence of 
two small moons, known as shepherd satellites, that orbit 
on either side of it (Figure 12.17b).

Two small, dark satellites, each little more than 100 km  
in diameter and called Prometheus and Pandora, orbit about 
1000 km on either side of the F ring. Their gravitational 
influence on the F-ring particles keeps the ring tightly con-
fined in its narrow orbit. Any particle straying too far out of 
the F ring is gently guided back into the fold by one or the 
other of the shepherd moons. (The moon Atlas confines the 
A ring in a somewhat similar way.)

However, the details of how Prometheus and Pandora 
produce the braids in the F ring, and why the two moons 
are there at all, in such similar orbits, remain unclear. Sci-
entists theorize that there may be many more unseen small 
moonlets orbiting near the F ring and affecting its appear-
ance. There is evidence that other eccentric rings found in 
the gaps in the A, B, and C rings may also result from the 
effects of shepherd moonlets. Beyond the F ring, the G ring 
apparently lacks ringlets and peculiar internal structure, but 
its relative narrowness and sharp edges suggest the presence 
of shepherd satellites, although so far none has been found. 
Cassini discovered that the G ring has regions of enhanced 
brightness, known as arcs, that move in resonance with 
Mimas and likely harbor confining moonlets. One of these 
moonlets was discovered by Cassini in 2009. Cassini has also 
detected faint arcs associated with other known moons. The 
arcs are most likely the result of micrometeoroid impacts 
ejecting material from those small bodies.

Origin of the Rings
Two possible origins have been suggested for Saturn’s rings. 
Astronomers estimate that the total mass of ring material is no 
more than 1015 tons—enough to make a satellite about 250 km  
in diameter. If such a satellite strayed inside Saturn’s Roche 
limit or was destroyed (perhaps by a collision) near that radius, 
a ring could have resulted. An alternative view is that the rings 
represent material left over from Saturn’s formation stage  
4.6 billion years ago. In this scenario, Saturn’s tidal field pre-
vented any moon from forming inside the Roche limit, so the 
material has remained a ring ever since. Which view is correct?

All the dynamic activity observed in Saturn’s rings 
suggests to many researchers that the rings must be quite 
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surface remained a mystery. A thick, uniform layer of haze 
(similar to the photochemical smog created by chemical 
reactions powered by light found over many cities on Earth) 
that envelops the moon completely obscured the spacecraft’s 
view. Still, Voyager 1 was able to provide mission specialists 
with detailed atmospheric data. Figure 12.18(b) shows one 
of the best Earth-based views of the moon, taken in infrared 

offer clues to the past and present state of the environment 
of Saturn while presenting many puzzles regarding their 
own appearance and history. Finally, there is Saturn’s single 
“large” moon—Titan—which, at 5150 km in diameter, is 
the second-largest satellite in the solar system. (Jupiter’s 
Ganymede is a little bigger.) Titan has an atmosphere denser 
than Earth’s and (some scientists think) surface conditions 
that may be conducive to life. Notice, incidentally, that 
Jupiter has no “medium-sized” moons, as just defined: 
The Galilean satellites are large, like Titan, and all of 
Jupiter’s other satellites are small—no more than 300 km 
in diameter.

As in the case of Jupiter, improving observational 
techniques in recent years have led to an explosion in the 
number of known moons orbiting Saturn—to at least 62 
as of mid-2013. Like the many small satellites of Jupiter, 
these moons are all very faint (and hence small) and 
revolve around Saturn quite far from the planet on rather 
inclined, often retrograde, orbits, much as Saturn’s other 
“small” moons do. Most likely, they are chunks of debris 
captured from interplanetary space after close encounters 
with Saturn.

Titan: A Moon with an Atmosphere
The largest and most intriguing of all Saturn’s moons, 
Titan, was discovered by Christian Huygens in 1655. 
Even through a large Earth-based optical telescope, this 
moon is visible only as a barely resolved reddish disk. 
However, long before the Voyager or Cassini missions, 
astronomers already knew from spectroscopic observa-
tions that the moon’s reddish coloration was caused by 
something quite special—an atmosphere. So eager were 
mission planners to obtain a closer look that they pro-
grammed Voyager 1 to pass very close to Titan, even 
though it meant that the spacecraft could not then use 
Saturn’s gravity to continue on to Uranus and Neptune. 
Instead, Voyager 1 left the Saturn system on a path tak-
ing the craft out of the solar system well above the plane 
of the ecliptic.  (Discovery 6-1)

A Voyager 1 image of Titan is shown in Figure 12.18(a). 
Unfortunately, despite the spacecraft’s close pass, the moon’s 

▶ figure 12.18 titan (a) Larger than the planet Mercury and 
roughly half the size of Earth, Titan was photographed in visible 
light from only 4000 km away as Voyager 1 passed by in 1980. 
only Titan’s upper cloud deck can be seen here. The inset shows a 
contrast-enhanced, true-color image of the haze layers in Titan’s 
upper atmosphere, taken by the Cassini spacecraft in 2005. (b) in the 
infrared, as captured with the adaptive-optics system on the Canada–
France–Hawaii telescope on Mauna Kea, some large-scale surface 
features can be seen. The bright regions are thought to be highlands, 
possibly covered with frozen methane. The brightest area is nearly 
4000 km across—about the size of Australia. (NASA; CFHT)
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Dancing Among Saturn’s Moons
In Chapter 6 we described how mission  planners routinely 
use “gravitational slingshots” to accelerate and redirect  
a spacecraft’s trajectory as it speeds toward its target. 

 (Discovery 6-1) Many of NASA’s planetary missions 
have relied heavily on this expertise.  (Discovery 6-2)  
The Galileo and Cassini probes also made heavy use of grav-
ity assists to control the spacecrafts’ intricate orbits within 
the moon systems of Jupiter and Saturn. Here we describe 
how Cassini has managed to make repeated close ap-
proaches to many of the moons in the Saturn system—the 
key to the extraordinary data now streaming back to scien-
tists on Earth.

The first figure illustrates how a spacecraft can be 
moved onto a higher or lower orbit depending on the  
details of its interaction with a moon. Passing behind the 
moon, the spacecraft acquires some of the moon’s energy 
and speeds up, moving farther from the planet. Conversely, 
passage in front of the moon slows the spacecraft down,  
reducing its orbital semimajor axis. In either case, the 
direction of the spacecraft’s trajectory is changed, setting it on 
course for its next destination. In the case of Cassini and Sat-
urn, the moon responsible for the lion’s share of the close en-
counters is Titan—very convenient, as a close study of Titan 
is one of the mission’s prime objectives.

By carefully combining a series of close encounters with 
Titan and other moons, Cassini’s controllers sent the probe  
throughout the moon system, allowing it to visit many of  
the moons multiple times. The second figure shows a possible  
trajectory computed before launch. Each orbit is the result of a 
carefully computed interaction with Titan or some other moon 
during the previous pass. In fact, this diagram differs in de-
tail from Cassini’s actual flight path—small errors in the exact  
distance from each moon at one pass cause large changes in the 

diSCoVEry 12-1

next encounter, and the actual trajectory was revised several 
times during the mission.

The Cassini mission was originally scheduled to end in 
2008, 4 years after its arrival at Saturn, but the gravity-assisted 
maneuver that placed the probe in orbit around the planet was 
so accurate that almost no fuel had to be used to fine-tune the 
trajectory. As a result, the highly successful mission—now 
named Cassini Equinox, after the ring-plane crossing in Au-
gust 2009—has been extended until 2017. Even as Cassini’s fuel  
supply dwindles, mission controllers should still be able to ad-
just its trajectory, using mainly Titan’s gravity, to reach the de-
sired parts of the Saturn system.

Eventually, though, the maneuvering fuel will be nearly 
gone and the mission will have to be brought to a close. 
Mission planners are undecided as to the best way to end the 

Cassini tour. They could 
place Cassini into a wide 
stable orbit, taking meas-
urements for years to come 
until the probe’s nuclear 
fuel cells are depleted. Or 
the probe could crash into 
Saturn, just as Galileo did 
with Jupiter. Even crash-
landing on Titan has been 
considered, although that 
would risk polluting the 
moon with nuclear mate-
rial. A final option is to 
send Cassini flying through 
the main rings of Saturn, 
taking fascinating photo-
graphs and amassing data 
until it “hits something 
big.” Stay tuned!

SaturnTitan

Cassini

Saturn

Titan’s orbit

Iapetus’ orbit

Rhea’s
orbit

Incoming
trajectory

Cassini
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smog. Spectrometers aboard Cassini have detected organic 
molecules below the haze layers. The upper atmosphere is 
thick with aerosol haze (droplets so small that they remain 
suspended in the atmosphere), and the unseen surface 
appears to be covered with organic material that has settled 
down from the clouds.

Figure 12.19 shows the probable structure of Titan’s 
atmosphere. The diagram was drawn following the Voyager 
flybys, but it is largely consistent with the later data returned 
by Cassini. Despite the moon’s low mass (a little less than 
twice that of Earth’s Moon), and hence its low surface gravity 
(one-seventh of Earth’s), the atmospheric pressure at ground 
level is 60 percent greater than on Earth. Titan’s atmosphere 
contains about 10 times more gas than Earth’s atmosphere. 
Titan’s surface temperature is a frigid 94 K, roughly what we 
would expect on the basis of that moon’s distance from the 
Sun. At the temperatures typical of the lower atmosphere, 
methane and ethane behave like water on Earth, raising the 
possibility of methane rain, snow, and fog and ethane rivers, 
lakes, and oceans! At higher levels in the atmosphere, the 
temperature rises, the result of photochemical absorption of 
solar radiation.

Because of Titan’s weaker gravitational pull, the atmo-
sphere extends some 10 times farther into space than does 
our own. The top of the main haze layer lies about 200 km 
above the surface, although there are additional layers, seen 
primarily through their absorption of ultraviolet radiation, 
at 300 km and 400 km. (See the inset in Figure 12.19). Below 
the haze the atmosphere is reasonably clear, although rather 
gloomy, because so little sunlight gets through. Cassini 
detected low-lying methane clouds at roughly the altitudes 
predicted by the model, although the clouds were less com-
mon than scientists had expected.

Why does Titan have such a thick atmosphere, when 
similar moons of Jupiter, such as Ganymede and Cal-
listo, have none? The answer lies largely in Titan’s low sur-
face temperature, which makes it easier for Titan to retain 
an atmosphere.  (More Precisely 8-1) Also, at such low 
temperatures, methane and ammonia, both of which were 
present in abundance at early times, would have been read-
ily absorbed into Titan’s icy surface. As a result, Titan was 
initially laden with much more methane and ammonia gas 
than was either Ganymede or Callisto.

As Titan’s internal radioactivity warmed the moon, 
the ice released the trapped gases, forming a thick meth-
ane–ammonia atmosphere. Sunlight split the ammonia into 
hydrogen, which escaped into space, and nitrogen, which 

light to penetrate the smog. A detailed, close-up look at Titan 
is a key part of the ongoing Cassini mission. As described in 
Discovery 12-1, the spacecraft’s carefully choreographed tra-
jectory includes dozens of additional visits to the moon by 
the end of its extended mission.

Titan’s atmosphere is thicker and denser than Earth’s, 
and it is certainly far more substantial than that of any 
other moon. Prior to Voyager 1’s arrival in 1980, only meth-
ane and a few other simple hydrocarbons had been conclu-
sively detected on Titan (hydrocarbons are molecules con-
sisting solely of hydrogen and carbon atoms; methane, CH4, 
is the simplest). Radio and infrared observations made by 
Voyager 1 and Cassini showed that the atmosphere is actu-
ally made up mostly of nitrogen (N2, roughly 98 percent) 
and methane (CH4, about 2 percent), with traces of argon 
and other gases.

Titan’s atmosphere seems to act like a gigantic chemi-
cal factory. Powered by the energy of sunlight, the atmo-
sphere is undergoing a complex series of chemical reactions 
that maintain steady (but trace) levels of hydrogen gas (H2), 
the hydrocarbons ethane (C2H6) and propane (C3H8), and 
carbon monoxide (CO), ultimately resulting in the observed 

◀ figure 12.19 titan’s Atmosphere The structure of Titan’s 
atmosphere, as deduced from Voyager 1 observations. The solid blue 
line represents temperature at different altitudes. The inset shows 
the haze layers in Titan’s upper atmosphere, depicted in false-color 
green above Titan’s orange surface in this Voyager 1 image. (NASA)
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Figure 12.20 shows how Cassini’s infrared instru-
ments can penetrate the moon’s atmosphere, reveal-

ing details of the surface. The image shows light and 
dark regions near the center of the field of view, 
thought to be icy plateaus, apparently smeared 
with hydrocarbon tar. Ridges and cracks on the 
moon’s surface suggest that geological activ-
ity, in the form of “titanquakes,” may be com-
mon. The rather blurred boundaries between 
the light and dark regions, the peculiar surface 
markings in the light-colored region, and the 

absence of extensive cratering suggest that some 
sort of erosion is occurring, perhaps as a result of 

wind or volcanic activity. Radar imaging reveals 
few large (10 to 100 km diameter) craters on the 

moon’s surface, but there do not seem to be as many 
small craters as would be expected given Titan’s location 
in Saturn’s congested ring plane. The inset in the figure 
shows what may be an icy volcano, supporting the view 
that the moon’s surface is geologically active.

In January 2005, the Huygens probe, transported to 
Saturn by Cassini and released 3 weeks earlier, arrived at 
Titan and parachuted through the thick atmosphere to 
the moon’s surface. Figure 12.21(a) shows an intriguing 
image radioed back from Huygens during its descent. It 
appears to show a network of drainage channels leading 
to a shoreline, but this interpretation remains uncertain. 
The lack of clouds just described meant that the meth-
ane rain supposedly responsible for the channels might 
not be as widespread as initially thought. Current mod-
els suggest that the rain may be a seasonal phenomenon, 
falling in winter and evaporating in summer. Huygens 
reached Titan near the end of winter at its landing site. 
The probe landed on solid ground, and for the next hour 
transmitted images and instrument readings to Cassini 
as it passed overhead. The view from the surface (Figure 
12.21b) reveals a hazy view of an icy landscape. The 
“rocks” in the foreground are a few centimeters across 
and show evidence of erosion by liquid of some sort. Later 
detailed analysis of the data indicated that the lander 
skidded to a stop on a slushy surface covered with a thin 
solid layer—like frozen snow on Earth, except that it was 
most probably composed of ethane.

remained in the atmosphere. The methane, which is more 
tightly bound and so was less easily broken apart, sur-
vived intact. Together with argon outgassed from Titan’s 
interior, these gases form the basis of the atmosphere we 
see on Titan today. Detailed studies by Cassini scientists 
of the composition of Titan’s atmosphere suggest that 
the atmosphere is steadily escaping, in large part due to 
the constant buffeting by Saturn’s harsh magnetosphere, 
and may have been much thicker—perhaps 5–10 times 
denser—in the distant past.

Titan’s Surface and Interior Structure
Cassini’s observations have refined our models of Titan’s 
atmosphere, but they have revolutionized our knowledge of 
the moon’s surface and interior. Under the frigid conditions 
found on Titan, as on Ganymede and Callisto, water ice 
plays the role of rock on Earth, and liquid water the role of 
lava.  (Sec. 11.5) Before Cassini came on the scene, specu-
lation about what might be found on Titan’s surface ran the 
gamut from oceans of liquid methane or ethane to icy val-
leys laden with hydrocarbon sludge.

30 km

R I V U X G

◀ figure 12.20 titan revealed Cassini’s telescopes captured this infrared, false-color 
view of Titan’s surface in late 2004. The semicircular area near the center may be an old impact 
basin and the dark linear feature to its northwest perhaps mountain ranges caused by ancient 
tectonic activity. The inset shows a circular surface feature thought to be an icy volcano, further 
suggesting some geological activity on this icy moon’s surface. resolution of the larger image is 
25 km; that of the inset is 10 times better. (NASA/ESA)
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In 2003, radio astronomers using the Arecibo tele-
scope reported the detection of liquid hydrocarbon 
lakes on Titan’s surface.  (Sec. 5.5) In 2007, Cassini 
mission specialists confirmed this finding, presenting 
radar images showing numerous lakes, some many tens 
of kilometers in length, near Titan’s north polar regions, 
at that time the coolest part of the moon. Figure 12.22 
shows an example of these new images. As with the 
Magellan radar images of Venus, the darkest regions are 
extremely smooth, implying that they are composed of 
liquid; the shapes of the regions also strongly suggest liq-
uid bodies.

Subsequently, Cas sini confirmed the presence of liq-
uid ethane in the lakes, although their exact composition 
remains uncertain. Methane is surely present: The meth-
ane rain feeds the lakes, but it is much more volatile than 
ethane under the conditions found on Titan, so it probably 
evaporates rapidly, leaving heavier hydrocarbons behind. 
Computer models indicate that the lakes are mostly ethane 
(75 percent), with methane (10 percent) and propane  

(b)(a)

Drainage
channels
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◀ figure 12.21 
titan’s Surface (a) This 
photograph of the surface 
was taken from an altitude 
of 8 km as the Huygens 
probe descended. it shows 
a network of dark channels 
reminiscent of streams or 
rivers (at center) draining 
from the light-shaded 
uplifted terrain into 
darker, low-lying regions 
(at bottom). (b) Huygens’s 
view of its landing site, in 
approximately true color. 
The foreground icy “rocks” 
are only a few centimeters 
across. (NASA/ESA)

◀ figure 12.22 titan’s Lakes radar aboard Cassini detected many 
smooth regions (colored dark blue in this false-colored radio image), thought 
to be lakes of liquid methane, near Titan’s north pole. The largest features 
are much smaller than any of the great Lakes on Earth. (NASA/ESA)
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Unlike the densities of the Galilean satellites of Jupiter, 
the densities of these six moons do not show any correlation 
with distance from Saturn. The densities of Saturn’s 
midsized moons are all between 1000 and 1400 kg/m3, 
implying that nearness to the central planetary heat source 
was a less important influence during their formation than 
it was in the Jupiter system.  (Sec. 11.5) Scientists think 
that the midsized moons are composed largely of rock 
and water ice, like Titan. Their densities are lower than 
Titan’s primarily because their smaller masses produce less 
compression of their interiors. All show heavy cratering, 
indicating the cluttered and violent planetary environment 
in the early solar system as fragments collided to form the 
outer planets and their moons.  (Sec. 6.6)

The largest of the six, Rhea, has a mass only one-thirtieth 
that of Earth’s Moon, and its icy surface is highly reflective 
and heavily cratered. At the low temperatures found on the 
surface of this moon, water ice is very hard and behaves 
rather like rock on the inner planets. For that reason, Rhea’s 
surface craters look very much like craters on the Moon or 
Mercury. The density of craters is similar to that in the lunar 
highlands, indicating that the surface is old, and there is no 
evidence of extensive geological activity.

Prior to Cassini’s arrival, Rhea’s main riddle was 
the presence of so-called wispy terrain—prominent 
light-colored streaks—on its trailing side (the right side 
of the image in Figure 12.24). The leading face, by con-
trast, shows no such markings, only craters. Astronomers 
thought that the wisps might have been caused by some 
event in the distant past during which water was somehow 
released from the interior and condensed on the surface. 
However, Cassini images reveal that the markings are in 
fact bright complexes of ice cliffs created by tectonic frac-
tures, where stresses in the moon’s icy interior as it cooled 
and solidified caused the surface layers to crack and 

(7 percent) making up much of the remainder. No waves 
have been detected on the lakes, hinting that they may also 
contain heavier tar-like hydrocarbons, increasing their vis-
cosity. The number of lakes observed near Titan’s south 
pole is significantly smaller than the number seen in the 
north, suggesting that the lakes grow during the rainy win-
ter season.

Scientists hope that repeated observations on future 
Cassini passes will reveal changes in the size and structure 
of the lakes as spring on Titan gives way to summer. Explo-
ration of the lakes by Cassini and future missions may afford 
scientists the opportunity to study the kind of chemistry 
thought to have occurred billions of years ago on Earth—the 
prebiotic chemical reactions that eventually led to life on our 
own planet (see Chapter 28).

Astronomers had also long expected that Titan’s inter-
nal composition and structure would be similar to those of 
Ganymede and Callisto, because all three moons have quite 
similar masses, radii, and, hence, average densities. (Titan’s 
density is 1900 kg/m3.  (Sec. 11.5) Titan contains a rocky 
core surrounded by a thick mantle of water ice. Each pass of 
Cassini allows scientists to probe the gravity of Titan, and 
repeated passes, coupled with knowledge of the properties 
of Titan’s likely constituents, have resulted in the construc-
tion of some remarkably detailed models of the moon’s 
interior. Figure 12.23 shows a recent such model. It indeed 
shows a rock and ice core and an icy mantle, but, intrigu-
ingly, also predicts the presence of a thick layer of liquid 
water a few tens of kilometers below the surface. Thus, 
Titan joins Europa, Ganymede, and Earth on the list of 
solar system objects containing large bodies of liquid water, 
with all that that implies for the prospects of life developing 
there.  (Sec. 11.5)

prOCeSS Of SCienCe Check

4 Why are planetary scientists so interested in Titan?

Saturn’s Medium-Sized Moons
Saturn’s complement of midsized moons consists (in 
order of increasing distance from the planet) of Mimas 
(at 3.1 planetary radii), Enceladus (4.0), Tethys (4.9), 
Dione (6.3), Rhea (8.7), and Iapetus (59.1). These moons 
are shown, to proper scale, in Figure 12.24. All six were 
known from Earth-based observations long before the 
Space Age. The inner five move on nearly circular trajec-
tories, and all are tidally locked into synchronous rota-
tion (so that one side always faces the planet) by Saturn’s 
gravity. They therefore all have permanently “leading” 
and “trailing” faces as they move in their orbits, a fact 
that is important in understanding their often asymmet-
rical surface markings.

▲ figure 12.23 titan’s interior Based on measurements of 
Titan’s gravitational field during numerous flybys, Titan’s interior 
appears to be largely a rock-ice mixture. Most intriguing is the 
subsurface layer of liquid water, similar to that hypothesized on 
Jupiter’s Europa and ganymede.

Near-surface ice

Surface

High-pressure ice

Rock/ice core

Liquid water
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The innermost, and smallest, medium-sized moon 
is Mimas. Despite its low mass—only 1 percent the 
mass of Rhea—its closeness to the rings causes resonant 
interactions with the ring particles, resulting most notably 
in the Cassini division, as we have already seen. Possibly 
because of its proximity to the rings, Mimas is heavily 
cratered. The moon’s chief surface feature is an enormous 
crater, called Herschel, on the leading face (at center in 
Figure 12.24). The diameter of this crater is almost one-
third that of the moon itself. The impact that formed 
Herschel must have come very close to destroying Mimas 
completely. It is quite possible that the debris produced by 
such impacts is responsible for creating or maintaining 
the spectacular rings we see.

Enceladus, shown in Figure 12.25, orbits just outside 
Mimas. Its size, mass, composition, and orbit are so simi-
lar to those of Mimas that one might guess that the two 
moons would also be similar to each other in appearance 
and history. However, this is not so. Enceladus is so bright 
and shiny—it reflects virtually 100 percent of the sunlight 

buckle.  (Sec. 10.4) Any similar features on the leading 
side have presumably been obliterated by cratering, which 
should be more frequent on the satellite’s forward-facing 
surface.

Inside Rhea’s orbit lie the orbits of Tethys and Dione. 
These two moons are comparable to each other in size and 
have masses somewhat less than half the mass of Rhea. Like 
Rhea, they have reflective surfaces that are heavily cratered, 
but each shows signs of surface activity, too. Dione’s 
trailing face (at the left of the moon in Figure 12.24) has 
prominent bright streaks, which Cassini revealed to be ice 
cliffs, as just described on Rhea. The cliffs cut across many 
craters, showing them to be considerably more recent than 
the period of heaviest bombardment.  (Sec. 8.5) Dione 
also has “maria” of sorts, where flooding appears to have 
obliterated the older craters. The cracks on Tethys (upper 
left in Figure 12.24) may also be tectonic fractures, or could 
possibly be the result of a violent impact early in the moon’s 
history (a large impact basin lies on the far side of the moon 
in the view shown here).

▲ figure 12.24 Saturn’s Midsized Moons Saturn’s six medium-sized satellites as seen by the Cassini spacecraft 
and compared to Earth’s Moon, all to scale. All are heavily cratered and all are shown here in natural color. (UC/Lick 
Observatory; NASA)
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weak gravity. The geysers steadily replenish the atmo-
sphere as it escapes to form the E ring. Interestingly, the jets 
have been found to contain both salt and organic material, 
fueling speculation about the possibility of a salty ocean 
just below Enceladus’s icy crust, as well as the likelihood of 
finding life there.

Why is there so much activity on such a small moon? 
The best explanation seems to be that the internal heat-
ing is the result of tidal stresses, much like those driving 
the volcanism on Io.  (Sec. 11.5) Enceladus appears 
to be locked into an orbital resonance with some of the 
other moons, causing its orbit to be slightly nonspherical. 
Even though Saturn’s tidal force on Enceladus is only one-
quarter of the force exerted by Jupiter on Io, the departure 
from perfect synchronism may be enough to cause the 
activity observed.

Why is the activity concentrated on the south pole? 
Instead of being one of the coolest spots on the moon, as one 
might expect based on the small amount of sunlight reaching 
the surface there, the south pole of Enceladus is actually 
several kelvins warmer than the equator! One possibility is 
that upwelling material at a warm spot on the moon may have 
caused the entire moon to “roll over” to place the low-density 

falling on it—that astronomers think that its surface must 
be completely coated with fine crystals of pure ice, the 
icy “ash” of water “volcanoes” formed when liquid water 
emerges under pressure from the moon’s interior.

Voyager found that the moon bears visible evidence 
of large-scale volcanic activity of some sort. Much of 
its surface is devoid of impact craters, which seem to 
have been erased by what look like lava f lows, except 
that the “lava” is water, temporarily liquefied during 
recent internal upheavals and now frozen again. Flybys 
of Enceladus by Cassini in 2008 and 2009 have detected 
what appears to the Earth-like plate tectonics near the 
moon’s south pole. The “tiger stripe” fractures visible 
in Figure 12.25 may be akin to spreading sites on Earth, 
such as the mid-Atlantic ridge.  (Sec. 7.4) Arguing 
that the processes involved may actually be more similar 
to the geothermal activity found in many volcanic 
regions on Earth, some astronomers prefer to describe 
these features as geysers, rather than volcanoes. Similar 
activity has been found on Neptune’s moon Triton (see 
Section 13.5).

Long before Cassini’s arrival, the apparent association 
of Enceladus with the nearby thin cloud of small, reflective 
particles making up Saturn’s E ring provided strong circum-
stantial evidence that the moon is responsible for the ring. 
The E ring is known to be densest near Enceladus. Calcu-
lations indicate that the ring is unstable because of the dis-
ruptive effects of the solar wind, supporting the view that 
volcanism on Enceladus continually supplies new particles 
to maintain the ring.

Cassini confirmed much of the speculation about 
Enceladus’s internal activity and its connection with the E 
ring, finding evidence for every stage of the scenario just 
outlined. The probe detected icy jets emerging from geysers 
near the moon’s south pole (see the inset to Figure 12.25) 
and a transient water-vapor atmosphere surrounding the 
moon, densest around the south pole. Cassini also found a 
large increase in the density of E-ring particles near Encela-
dus as the atmosphere continually escapes from the moon’s 

▶ figure 12.25 enceladus in this puzzling 
image taken by the Cassini spacecraft, Saturn’s 
tiny ice-covered moon Enceladus shows evidence 
of youthful terrain in the south where craters  
are mostly absent. The long blue “tiger stripe” 
streaks (about 1 km wide) are fractures in the ice 
through which gas escapes to form a thin but real 
atmosphere. The inset shows some of the jets 
that are launched from geysers on the limb of this 
peculiar moon. (JPL)
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The Small Satellites

Finally we come to Saturn’s many small moons. Their masses 
are poorly known (they are inferred mainly from their gravi-
tational effects on the rings), but they are thought to be simi-
lar in composition to the small moons of Jupiter. Most are 
less than a few tens of kilometers across. The largest, Hyper-
ion and Phoebe, were discovered in the 19th century, in 1848 
and 1898, respectively. The others have all been discovered 
since the latter part of the 20th century. Only the moons in 
or near the rings themselves were actually discovered by the 
Voyager and Cassini spacecrafts. These tiny bodies play no 
significant role in the “big picture” of the Saturn system, but 
their interactions with the rings and intricate dynamics have 
intrigued astronomers for decades.

Just 10,000 km beyond the F ring lie the so-called 
co-orbital satellites Janus and Epimetheus. As the name 
implies, these two satellites “share” an orbit, but in a very 
strange way. At any given instant, both moons are in cir-
cular orbits about Saturn, but one of them has a slightly 
smaller orbital radius than the other. Each satellite obeys 
Kepler’s laws, so the inner satellite orbits slightly faster 
than the outer one and slowly catches up to it. The inner 
moon takes about 4 Earth years to “lap” the outer one. 
As the inner satellite gains ground on the outer one, a 
strange thing happens: As illustrated in Figure 12.27, 
when the two get close enough to begin to feel each 
other’s weak gravity, they switch orbits—the new inner 
moon (which used to be the outer one) begins to pull 
away from its companion, and the whole process begins 
again! No one knows how the co-orbital satellites came 

warm region on the rotation axis—that is, at the pole—in 
much the same way as a spinning bowling ball will tend to 
rotate so as to place the (low-density) holes on the spin axis.

The outermost midsize moon is Iapetus, which orbits 
Saturn on a somewhat eccentric, inclined orbit with a 
semimajor axis of 3.6 million kilometers. Its mass is about 
three-quarters that of Rhea. Iapetus is a two-faced moon. 
The dark, leading face (at the bottom in Figure 12.24) 
reflects only about 3 percent of the sunlight reaching it, 
whereas the icy trailing side reflects 50 percent. Simi-
lar dark deposits seen elsewhere in the solar system are 
thought to be organic (containing carbon) in nature; they 
can be produced by the action of solar radiation on hydro-
carbon (e.g., methane) ice.

Astronomers have long puzzled over how the dark 
markings could adorn only one side of Iapetus, as there 
seemed to be no nearby material for it to sweep up as it 
orbited the planet. However, in 2009 the Spitzer Space Tel-
escope discovered a new huge, yet very diffuse ring more 
than 6 million km from Saturn, invisible in optical light but 
quite prominent in the infrared.  (Sec. 5.7) As illustrated 
in Figure 12.26, Iapetus lies at the inner edge of this ring, 
and the steady accumulation of ring particles over billions 
of years could naturally account for the moon’s asymmetric 
appearance.

Iapetus’s other prominent surface feature is a giant 
20-km-high, 1400-km-long ridge spanning half of the 
moon’s circumference. Discovered by Cassini in 2005, it is 
clearly visible cutting across the bottom third of the moon 
in Figure 12.24. It is unique in the solar system, and so far 
defies explanation.

◀ figure 12.26 Saturn’s Diffuse ring This 
artist’s conception shows a nearly invisible ring well 
beyond Saturn and its usual family of majestic rings; 
the planet itself appears as just a small dot at the 
center, which is then enlarged in the circular inset. 
Composed of thinly dispersed dust particles that 
radiate heat, the ring can be detected only in the 
infrared part of the spectrum—which is why it escaped 
detection until 2009. (SST/JPL)
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to be engaged in this curious dance. Possibly they are 
portions of a single moon that broke up, perhaps after a 
meteoritic impact, leaving the two pieces in almost the 
same orbit.

In fact, many of the other small moons also share 
orbits, this time with larger moons. Telesto and Calypso 
have orbits that are synchronized with the orbit of Tethys, 
so that the two smaller moons always remain fixed 
relative to the larger moon, lying precisely 60° ahead  
of and 60° behind it as it travels around Saturn (see Figure 
12.28). The moon Helene is similarly tied to Dione. These  
60° points are known as Lagrangian points, after the 
French mathematician Joseph Louis Lagrange, who first 
studied them. Later we will see further examples of this 
special 1:1 orbital resonance in the motion of some aster-
oids about the Sun, trapped in the Lagrangian points of 
Jupiter’s orbit.

COnCept Check

4 Why do Saturn’s midsize moons show asymmetric 
surface markings?

▲ figure 12.28 Synchronous Orbits The orbits of the moons 
Telesto and Calypso are tied to the motion of the moon Tethys. The 
combined gravitational pulls of Saturn and Tethys keep the small 
moons exactly 60° ahead and behind the larger moon at all times, so all 
three moons share an orbit and never change their relative positions.

Saturn

Tethys

Calypso

Telesto

60°

60°

The Big Question Looking at Saturn, whether in the spectacular images of this chapter or 
through a small telescope in someone’s backyard, we have to wonder, Why does this planet have such 
awesome rings around it? Perhaps the loose rock and ice scattered throughout the rings is trash left over 
from the early days of the solar system—formative matter that never managed to coalesce into moons 
close to the planet. Or perhaps some of the moons did form early on, yet were summarily dismembered, 
owing to their flimsy material and proximity to the planet—literally torn apart by fierce gravitational 
tides. The Cassini-Huygens mission is now actively trying to address this deep astronomical puzzle.

◀ figure 12.27 Orbit-Sharing 
Satellites Saturn’s co-orbital 
satellites Janus and Epimetheus play 
a never-ending game of tag while 
moving around the planet in their 
orbits. Their peculiar motions are 
depicted here by the labeled points 
that represent the locations of the 
two moons at a few successive 
times. The whole process then 
repeats, apparently forever.

From D through E,
moon #1 pulls
ahead of moon #2.

From A to C,
moon #2 gains
on moon #1.

Here, the two 
moons swap
orbits.

Saturn

B

A

B

A

C C

D
D

E

E
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moon #2

Orbit of
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moon #1

Orbit of
moon #1



Chapter Review 315

1  Saturn was the outermost planet 
known to ancient astronomers. Its rings 
and moons were not discovered until 
after the invention of the telescope. 
The rings lie in the planet’s equatorial 
plane, which is tilted at 27° with respect to the planet’s orbit, so their 
appearance from Earth changes as Saturn orbits the Sun. Saturn is 
smaller than Jupiter, but still much larger than any of the terrestrial 
worlds. Like Jupiter, Saturn rotates rapidly, producing a pronounced 
flattening, and displays differential rotation. Strong radio emission 
from the planet’s magnetosphere allows the rotation rate of the inte-
rior to be determined.
2  As on Jupiter, weather systems are seen 

on Saturn, although they are less distinct. 
Large storms are occasionally seen. Saturn 
has weaker gravity and a more extended 
atmosphere than Jupiter. The planet’s overall 
butterscotch hue is due to cloud chemistry 
similar to that occurring in Jupiter’s atmos-
phere. Saturn, like Jupiter, has bands, ovals, and turbulent flow 
patterns powered by convective motion in the interior. Cassini 
imaged the planet’s south polar vortex.
3  Again like Jupiter, Saturn 

emits far more radiation into 
space than it receives from the 
Sun. Unlike Jupiter’s, Saturn’s 
excess energy emission is the 
result of helium precipitation 
(p. 297) in the planet’s interior, 
where helium liquefies and forms droplets that then fall toward 
the center of the planet. This process is also responsible for 
Saturn’s observed helium deficit. Saturn’s interior is theoretically 
similar to that of Jupiter, but with a thinner layer of metallic 
hydrogen and a larger core. Its lower mass gives Saturn a less 
extreme core temperature, density, and pressure than Jupiter’s 
core has. Saturn’s conducting interior and rapid rotation produce 
a strong magnetic field and an extensive magnetosphere that 
contains the planet’s ring system and many of the innermost 
moons.
4  From Earth, the main visible 

features of the rings are the A, B, and C 
rings (p. 298), the Cassini division (p. 
298), and the Encke gap (p. 298). The 
rings are made up of trillions of icy particles ranging in size from 
dust grains to boulders. Their total mass is comparable to that of a 
small moon. Both divisions are dark because they are almost empty 
of ring particles. The main rings contain tens of thousands of 
narrow ringlets (p. 300). Interactions between the ring particles 
and the planet’s inner moons are responsible for much of the fine 
structure observed. The narrow F ring (p. 303) lies just outside 

the A ring and has a kinked, braided structure, apparently caused 
by two small shepherd satellites (p. 304) that orbit close to the 
ring and prevent it from breaking up. Beyond the F ring is the faint, 
narrow G ring (p. 301), whose sharp edges and bright arcs suggest 
a shepherd moonlet, although none has been found. The faint  
D ring (p. 301), lies between the C ring and Saturn’s cloud layer. 
The diffuse E ring (p. 301) is associated with the moon Enceladus.

5  The Roche limit (p. 299) of a planet 
is the distance within which the planet’s 
tidal field would overwhelm the internal 
gravity of a moon, tearing it apart and 
forming a ring. All known planetary ring 
systems lie inside their parent planets’ 
Roche limits. Planetary rings may have 
lifetimes of only a few tens of millions of 
years. If so, the fact that we see rings around all four jovian plan-
ets means that they must constantly be reformed or replenished, 
perhaps by material chipped off moons by meteoritic impact or by 
the tidal destruction of entire moons.

6  Saturn’s single large moon Titan is the 
second-largest moon in the solar system. Its 
thick atmosphere obscures the moon’s surface 
and may be the site of complex cloud and sur-
face chemistry. The moon’s surface is so cold 
that water behaves like rock and liquid meth-
ane flows like water. Sensors aboard Cassini 
have allowed mission scientists to map the 
moon’s surface for the first time, revealing evidence for ongoing 
erosion and volcanic activity. The Huygens probe landed on the 
icy surface and photographed what may be channels carved by 
flowing methane. The existence of Titan’s atmosphere is a direct 
consequence of the cold conditions that prevailed at the time of 
the moon’s formation.

7  The medium-sized moons of Saturn 
are made up predominantly of rock and 
water ice. They show a wide variety of 
surface terrains, are heavily cratered, and 
are tidally locked into synchronous orbits 
by the planet’s gravity. The innermost midsized moon Mimas 
exerts an influence over the structure of the rings. The Cassini 
division is the result of resonance between ring particles there 
and Mimas. The moon Iapetus has an equatorial ridge and a 
marked contrast between its leading and trailing faces, and 
Enceladus has a highly ref lective appearance, the result of water 
“volcanoes” on its surface. Rhea and Dione have extensive ice 
cliffs on their surfaces, the result of cracking of the outer lay-
ers as the moons cooled. Saturn’s small moons exhibit a wide 
variety of complex motion. Several moons “share” orbits, in 
some cases lying at the Lagrangian points (p. 314) 60° ahead 
of and 60° behind the orbit of a larger moon.
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Review and Discussion

 7. LO5 What would happen to a satellite if it came too close to 
Saturn?

 8. POS What evidence supports the idea that a relatively 
recent catastrophic event was responsible for Saturn’s rings?

 9. What effect does Mimas have on Saturn’s rings?
 10. What are shepherd satellites?
 11. LO6 Compare and contrast Titan with Jupiter’s Galilean 

moons.
 12. Why does Titan have a dense atmosphere, whereas other 

large moons in the solar system don’t?
 13. POS What is the evidence for geological activity on 

Enceladus?
 14. LO7 What is the connection between Enceladus and 

Saturn’s rings?
 15. Describe the behavior of Saturn’s co-orbital satellites.

Conceptual Self-Test: Multiple Choice
 1. VIS From Figure 12.1 (“Ring Orientation”), the next time 

Saturn’s rings will appear roughly edge-on as seen from 
Earth will be around (a) 2018; (b) 2022; (c) 2025; (d) 2035.

 2. Compared with the time it takes Jupiter to orbit the Sun once, 
the time it takes Saturn, which is twice as far away, to orbit the 
Sun is (a) significantly less than twice as long; (b) about twice 
as long; (c) significantly more than twice as long.

 3. Saturn’s cloud layers are much thicker than those of Jupiter 
because Saturn has (a) more moons; (b) lower density; (c) a 
weaker magnetic field; (d) weaker surface gravity.

 4. VIS According to Figure 12.5 (“Saturn’s Zonal Flow”), the 
winds on Saturn are fastest at (a) the north pole; (b) 50° N 
latitude; (c) the equator; (d) 50° S latitude.

 5. Saturn’s icy, rocky core is roughly (a) half the mass of; 
(b) the same mass as; (c) twice as massive as; (d) 10 times 
more massive than planet Earth.

 6. Of the following, which are most like the particles found in 
Saturn’s rings? (a) house-sized rocky boulders; (b) grains 

of silicate sand; (c) asteroids from the asteroid belt; (d) fist-
sized snowballs.

 7. A moon placed at a planet’s Roche limit will (a) change 
color; (b) break into smaller pieces; (c) develop a magnetic 
field; (d) flatten into a disk.

 8. The atmospheric pressure at the surface of Titan is (a) less 
than; (b) about the same as; (c) about one-and-a-half times 
greater than; (d) about 16 times greater than the atmos-
pheric pressure at Earth’s surface.

 9. A tidally locked moon of Saturn (a) always presents the 
same face to the planet; (b) does not rotate; (c) always stays 
above the same point on the planet’s surface; (d) maintains a 
constant distance from all the other moons.

 10. The moons Telesto and Calypso, orbiting at the Lagran-
gian points of Saturn and the moon Tethys (a) orbit twice as  
far from Saturn as does Tethys; (b) orbit closer to Saturn 
than does Tethys; (c) always stay the same distance apart; 
(d) always stay between Saturn and the Sun.

 1. LO1 Why does Saturn have a less varied appearance than 
Jupiter? What does it’s shape tell us about its deep interior?

 2. Seen from Earth, Saturn’s rings sometimes appear broad 
and brilliant, but at other times seem to disappear. Why?

 3. Compare and contrast the atmospheres and weather systems 
of Saturn and Jupiter, and tell how the differences affect each 
planet’s appearance.

 4. LO2 Compare the thicknesses of Saturn’s various layers 
(clouds, molecular hydrogen, metallic hydrogen, and core) 
with the equivalent layers in Jupiter. Why do the thicknesses 
differ?

 5. LO3 What mechanism is responsible for the relative 
absence of helium in Saturn’s atmosphere, compared with 
Jupiter’s atmosphere?

 6. LO4 POS When were Saturn’s rings discovered? When 
did astronomers realize what they were?

For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • What is the angular diameter of Saturn’s A ring, as seen 
from Earth at closest approach?

 2. • What is the size of the smallest feature visible in Saturn’s rings, 
as seen from Earth at closest approach with a resolution of 0.05–?

 3. •• What would be the mass of Saturn if it were composed 
entirely of hydrogen at a density of 0.08 kg/m3, the density 
of hydrogen at sea level on Earth? Assume for simplicity that 
Saturn is spherical. Compare your answer with Saturn’s actual 
mass and with the mass of Earth.

 4. • How long does it take for Saturn’s equatorial flow, moving 
at 1500 km/h, to encircle the planet? Compare your answer 
with the wind-circulation time on Jupiter.

 5. • On the basis of the data given in Sections 12.1 and 12.3 
(Figure 12.8), estimate the average density of Saturn’s core.

 6. •• The text states that the total mass of material in Sat-
urn’s rings is about 1015 tons (1018 kg). Suppose the av-
erage ring particle is 6 cm in radius (the size of a large 
snowball) and has a density of 1000 kg/m3. How many 
ring particles are there?

 7. • What is the orbital speed of ring particles at the  
inner edge of the B ring, in kilometers per second? 
Compare your answer with the speed of a satellite in low 
Earth orbit (500 km altitude, say). Why are these speeds 
so different?

 8. •• Assuming a spherical shape and a uniform density 
of 2000 kg/m3, calculate how small an icy moon would 
have to be before a 40 m/s (about 90 mph) fastball could 
escape.

Activities
Collaborative

 1. Saturn moves more slowly among the stars than does any 
other visible planet. How many degrees per year does 
it move? Look in an almanac to see where the planet is 
now. What constellation is it in now? Can you see any 
atmospheric features? While looking at Saturn through 
a telescope, can you see any of its moons? They line up 
with the rings. How many can you see? Can you identify 
them using the almanac? Titan is often the farthest 
moon out and is always the brightest. By observing it a 
couple of times per night over a period of 2–3 weeks, can 

you determine the radius (relative to Saturn) and period 
of its orbit?

Individual
 1. Binoculars may not reveal the rings of Saturn, but most 

small telescopes will. Use a telescope to look at Saturn. Does 
Saturn appear flattened? Examine the rings, and sketch what 
you see. How are they tilted? Can you see a dark line in the 
rings? This is the Cassini division. It once was thought to be 
a gap in the rings, but Voyager found that it is filled with tiny 
ringlets. Can you see the shadow of the rings on Saturn?
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Left: Uranus, the seventh planet out from the Sun, is often viewed as bland, 

featureless, and boring. However, this new image reveals a surprising amount of activity 

within its gas-enshrouded clouds that display bands reminiscent of those on Jupiter 

and Saturn. Among the finest, highest-resolution photos ever taken of Uranus, it also 

shows circulating clouds, massive hurricanes, and unusual convective features near its 

north pole (at right), as well as a very thin ring. The image is actually an infrared view of 

radiation from the Sun reflected from the planet and captured by a new camera on an 

exceptionally clear night at the Keck Observatory. (L. Sromovsky and P. Fry)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Uranus and Neptune
THe OUTer WOrLdS OF THe SOLAr SySTeM

13
The two outermost planets were unknown to the ancients and 
were discovered by telescopic observations: Uranus in 1781 
and Neptune in 1846. Uranus and Neptune have similar bulk 
properties, so it is natural to consider them together; they are 
part of the jovian family of planets.

Yet as we study the properties of Uranus and Neptune in more 
detail, we find important differences between the outer and inner 
jovian worlds. The two outermost jovian planets are the smallest 
and least massive of the four, and their internal structures and 
the details of their atmospheric composition differ significantly 
from those of their larger jovian cousins. Their moons and rings, 
too, deviate from those found around Jupiter and Saturn. These 
differences are not mere anomalies; rather, they have much to tell 
us about the environment in which the outer planets formed and 
evolved.

Learning Outcomes

Studying this chapter will enable you to

1  describe how both chance and cal-
culation played major roles in the 
discoveries of the outer planets.

2  Summarize the similarities and dif-
ferences between Uranus and Nep-
tune, and compare these planets 
with the other two jovian worlds.

3  describe what is known about the 
interiors of Uranus and Neptune.

4  explain what the moons of the 
outer planets tell us about  
their past.

5  Contrast the rings of Uranus and 
Neptune with those of Jupiter and 
Saturn.

The Big Picture The outer planets likely played impor tant 
roles in the origin and evolution of our solar system. However, 
Uranus and Neptune reside at truly remote parts of our planetary 
family, and it’s not easy to reach them even with robots. They have 
so far been explored only briefly by a few spacecraft speeding by 
on their way toward interstellar space. Given other priorities of 
the U.S. space program, it will likely be many years before robotic  
devices revisit these distant, mysterious worlds.
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13.1  The Discoveries of Uranus 
and Neptune

The two outermost planets, Uranus and Neptune, were 
unknown to ancient astronomers. Both were discovered 
after the dawn of the modern scientific age, and both 
discoveries are testaments to the power of two pillars of 
modern science—improved technology and mathematical 
modeling.  (Sec. 1.2)

Uranus
The planet Uranus was discovered by British astronomer 
William Herschel in 1781. Herschel was engaged in charting 
the faint stars in the sky when he came across an odd-looking 
object that he described as “a curious either nebulous star or 
perhaps a comet.” Repeated observations showed that it was 
neither. The object appeared as a disk in Herschel’s 6-inch 
telescope and moved relative to the stars, but it traveled too 
slowly to be a comet. Herschel soon realized that he had 
found the seventh planet in the solar system.

This was the first new planet discovered in well over 2000 
years, and the event caused quite a stir at the time. The story 
goes that Herschel’s first instinct was to name the new planet 
“Sidus Georgium” (Latin for “George’s star”), after his king, 
George III of England. The world was saved from a planet 
named George by the wise advice of another astronomer, 
Johann Bode, who suggested instead that the tradition of using 
names from Greco–Roman mythology be continued and that 
the planet be named Uranus, after the father of Saturn.

Uranus is in fact just barely visible to the naked eye if you 
know exactly where to look. At opposition, it has a maximum 
angular diameter of 4.1– and shines just above the unaided 
eye’s threshold of visibility. It looks like a faint, undistin-
guished star. No wonder it went unnoticed by the ancients. 
Even today, few astronomers have seen it without a telescope.

Through most large Earth-based optical telescopes 
(Figure 13.1), Uranus appears hardly more than a tiny pale 
greenish disk. With the flyby of Voyager 2 in 1986, our 
knowledge of Uranus increased dramatically, although 
close-up images of the planet still showed virtually no surface 
detail (Figure 13.2). Not until the chapter-opening photo on 
page 318 was acquired under ideal observing conditions and 
with state-of-the-art technology did Uranus reveal bands and 
spots reminiscent of those on all the other jovian worlds.

Neptune
Following the discovery of Uranus, astronomers set about 
charting its orbit and quickly discovered a small discrep-
ancy between the planet’s predicted position and where they 
actually observed it. Try as they might, astronomers could 
not find an elliptical orbit that fit the planet’s trajectory to 
within the accuracy of their measurements. Half a century 

after Uranus’s discovery, the discrepancy had grown to a 
quarter of an arc minute, far too big to be explained away as 
observational error.

The logical conclusion was that an unknown body must 
be exerting a gravitational force on Uranus—much weaker 
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▲ figure 13.1 uranus from earth details are virtually invisible 
on photographs of Uranus made with most earth-based telescopes. 
(Arrows point to three of the planet’s moons.) (UC/Lick Observatory)

▲ figure 13.2 uranus, Close up This image of Uranus, taken 
from a distance of about 1 million kilometers, was sent back to earth 
by the Voyager 2 spacecraft as it whizzed past the giant planet at 10 
times the speed of a rifle bullet. Color is natural and and the upper 
atmosphere is nearly featureless, except for a few wispy clouds in the 
northern hemisphere. (NASA)

R I V U X G
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than that of the Sun, but still measurable. But what body could 
that be? Astronomers realized that there had to be another 
planet in the solar system perturbing Uranus’s motion.

In the 1840s, two mathematicians independently solved 
the difficult problem of determining the new planet’s mass 
and orbit. A British astronomer, John Adams, reached the 
solution in September 1845; in June of the following year, 
the French mathematician Urbain Leverrier came up with 
essentially the same answer. British astronomers seeking 
the new planet found nothing during the summer of 1846. 
In September, a German astronomer named Johann Galle 
began his own search from the Berlin Observatory, using a 
newly completed set of more accurate sky charts. He found 
the new planet within one or two degrees of the predicted 
position—on his first attempt. After some wrangling over 
names and credits, the new planet was named Neptune, and 
Adams and Leverrier (but not Galle!) are now jointly cred-
ited with its discovery.

With an orbital period of 163.7 Earth years, Neptune 
is only now completing one revolution since its discovery. 
Unlike Uranus, distant Neptune cannot be seen with the 
naked eye, although it can be seen with a small telescope—in 
fact, according to his notes, Galileo might actually have seen 
Neptune, although he had no idea what it really was at the 
time. Through a large telescope, Neptune appears as a bluish 
disk, with a maximum angular diameter of 2.4– at opposition.

Figure 13.3 shows a long Earth-based exposure of 
Neptune and its largest moon, Triton. Neptune is so distant 
that surface features on the planet are virtually impossible to 
discern. Even under the best observational conditions, only 
a few markings can be seen. These features are suggestive 
of multicolored cloud bands, with light bluish hues seeming 

◀ figure 13.4 Neptune, Close 
up (a) Neptune as seen in natural 
color by Voyager 2, from a distance 
of roughly 1 million kilometers.  
(b) A closer view, resolved to about 
10 km, shows cloud streaks ranging 
in width from 50 km to 200 km. 
(NASA)

▲ figure 13.3 Neptune from earth Neptune and two of its 
moons, Triton (left arrow) and Nereid (right), imaged with a large 
earth-based telescope. (UC/Lick Observatory)
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to dominate. With Voyager 2’s arrival, much more detail 
emerged, as shown in Figure 13.4. Superficially, at least, 
Neptune resembles a blue-tinted Jupiter, with atmospheric 
bands and spots clearly evident.

ProCess of sCieNCe Check

4 How did observations of the orbit of Uranus lead to 
the discovery of Neptune?
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as with Jupiter and Saturn, the planet’s atmosphere rotates 
differentially. However, Uranus’s atmosphere actually rotates 
faster at the poles (where the period is 14.2 hours) than near 
the equator (where the period is 16.5 hours).

Each planet in our solar system seems to have some 
outstanding peculiarity, and Uranus is no exception. Unlike 
all the other planets, whose spin axes are roughly perpen-
dicular to the plane of the ecliptic, Uranus’s axis of rotation 
lies almost within that plane—98° from the perpendicular, 
to be precise. (Because the north pole lies below the ecliptic 
plane, the rotation of Uranus, like that of Venus, is classi-
fied as retrograde.) We might say that, relative to the other 
planets, Uranus lies tipped over on its side. As a result, the 
north (spin) pole of Uranus, at some time in its orbit, points 
almost directly toward the Sun.* Half a Uranus year later, its 
south pole faces the Sun, as illustrated in Figure 13.6. When  
Voyager 2 encountered the planet in 1986, the north pole 
happened to be pointing nearly at the Sun, so it was mid-
summer in the northern hemisphere.

The strange orientation of Uranus’s rotation axis pro-
duces some extreme seasonal effects. Starting at the height of 
northern summer, when the north pole points closest to the 
Sun, an observer near that pole would find the Sun would 
never set. Rather, it would appear to move in a small circle in 
the sky around the planet’s north celestial pole as the planet 

13.2  Orbital and Physical 
Properties

With orbital semimajor axes of 19.2 and 30.1 AU, respec-
tively, and orbital periods on the order of a century, Uranus 
and Neptune lie in the outer reaches of the Sun’s planetary 
family. Their orbits lie just inside the Kuiper belt, for which 
(see Chapters 14 and 15) Uranus and Neptune are largely 
responsible.

Figure 13.5 shows Uranus and Neptune to scale, along with 
Earth for comparison. The two giant planets are quite similar 
to one another in their bulk properties. The radius of Uranus 
is 4.0 times that of Earth, that of Neptune 3.9 Earth radii. 
Their masses (first determined from terrestrial observations 
of their larger moons and later refined by Voyager 2) are  
14.5 Earth masses for Uranus and 17.1 Earth masses for 
Neptune. Uranus’s average density is 1300 kg/m3, and 
Neptune’s is 1600 kg/m3. These densities imply that large rocky 
cores constitute a greater fraction of the planets’ masses than 
do the cores of either Jupiter or Saturn. The cores themselves 
are probably comparable in size, mass, and composition to 
those of the two larger giants.

Like the other jovian planets, Uranus has a short 
rotation period. Earth-based observations of the Doppler 
shifts in spectral lines first indicated that Uranus’s “day” 
was between 10 and 20 hours long. The precise value of 
the planet’s rotation period—accurately determined when 
Voyager 2 timed radio signals associated with Uranus’s 
magnetosphere—is now known to be 17.2 hours. Again, 

◀ figure 13.5 Jovian Planets Jupiter,  
Saturn, Uranus, and Neptune, showing their 
relative sizes compared to earth. Uranus 
and Neptune are quite similar in their bulk 
properties, each one probably having a 
core about 10 times more massive than 
earth. Jupiter and Saturn are both much 
larger, but their rocky cores are probably 
comparable in mass to those of Uranus and 
Neptune. (NASA)

*As in Chapter 9, we adopt the convention that a planet’s rotation is always 
counterclockwise as seen from above the north pole (i.e., planets always ro-
tate from west to east).  (Sec. 9.2).

Jupiter
Saturn

Neptune

Earth

Uranus
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rotated, completing one circuit (counterclockwise) every 17 
hours.  (Sec. 1.3) Over time, as Uranus moved along its 
orbit and its rotation axis pointed farther and farther from 
the Sun, the circle would gradually increase in size, with the 
Sun dipping slightly lower in the sky each day. Eventually, 
the Sun would begin to set and rise again in a daily cycle, 
and the nights would grow progressively longer with each 
passing day. Twenty-one Earth years after the summer sol-
stice, the autumnal equinox would occur, with day and 
night each 8.5 hours long.

The days would continue to shorten, until one day the 
Sun would fail to rise at all. The ensuing period of total 
darkness would be equal in length to the earlier period of 
constant daylight, plunging the northern hemisphere into 
the depths of winter. Eventually, the Sun would rise again; 
the days would lengthen through the vernal equinox and 
beyond, and in time the observer would again experience 
a long summer of uninterrupted (though dim) sunshine. 
From the point of view of an observer on the equator, by 
contrast, summer and winter would be almost equally cold 
seasons, with the Sun never rising far above the horizon. 
Spring and fall would be the warmest times of year, with the 
Sun passing almost overhead each day.

Astronomers are unsure why Uranus is tilted in this 
way—the other planets all have rotation axes lying well out 
of the ecliptic plane. For many years the leading explana-
tion has been that a single catastrophic event during the 
late formative stages of the solar system, such as a glancing 
collision between the planet and another body a few times 

more massive than Earth, abruptly altered Uranus’s spin. 
 (Sec. 6.7) However, recent computer simulations suggest 

that, if that were the case, the planet’s moon system would 
not have been able to “keep up” with the sudden change, 
and the moons would not have the prograde, equatorial 
orbits now observed. Instead, it seems more likely that the 
shift in the planet’s axis occurred as a result of two or more 
smaller (but still substantial) impacts gentle enough to 
allow the moons to retain their orbits. The problem is that 
this runs counter to the established view that such encoun-
ters were rare in the outer solar system. The resolution may 
force astronomers to rethink some details of the condensa-
tion theory (described in Chapter 6).

Neptune’s clouds show more variety and contrast than 
do those of Uranus, and Earth-based astronomers studying 
them determined a rotation rate for Neptune even before 
Voyager 2’s flyby in 1989. The average rotation period of 
Neptune’s atmosphere is 17.3 hours (quite similar to that 
of Uranus). Measurements of Neptune’s radio emissions by 
Voyager 2 showed that the magnetic field of the planet, and 
presumably also its interior, rotates once every 16.1 hours. 
Thus, Neptune is unique among the jovian worlds in that its 
atmosphere rotates more slowly than its interior. Neptune’s 
axis of rotation is inclined 29.6° to a line perpendicular to the 
planet’s orbital plane, quite similar to the 27° tilt of Saturn.

CoNCePt Check

4 What is unusual about the rotation of Uranus?

Autumn
equinox

Spring
equinox

2007

1986

2070

2049

2028

Sun
  Northern summer solstice
Southern winter solstice

Northern summer solstice
   Southern winter solstice

Uranus’s equatorial regions have two 
summers at the two equinoxes—42 
years apart c

cand two winters at the solstices, with 
its poles plunged into darkness, also for 

42 years at a time.

▲ figure 13.6 seasons on uranus Because of Uranus’s axial tilt of 98°, the planet experiences the most extreme 
seasons known in the solar system.
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bluish-green or blue. As the concentration of methane 
increases, the reflected light should appear bluer—just the 
trend that is observed: Uranus, with less methane, looks 
bluish-green, whereas Neptune, with more, looks dis-
tinctly blue.

Weather
Voyager 2 detected just a few cloud features in Uranus’s 
atmosphere (Figure 13.2), and even those became visible 
only after extensive computer enhancement. Figure 13.7 
shows a series of Hubble Space Telescope views of the planet. 
Parts (a) through (c) are heavily processed optical images 
that show the progress of a pair of bright clouds around the 
planet. Part (d) shows a false-color, near-infrared rendi-
tion of Uranus. The colors in this image generally indicate 
the depth to which we can see into the atmosphere. Blue-
green regions are clear atmospheric regions where astrono-
mers can study conditions down to the lower cloud levels. 
Yellow-gray colors show sunlight reflecting from higher 
cloud layers or from atmospheric haze. Orange-red colors, 
such as the prominent “spots” on the south (right) edge of 
this image, indicate very high clouds, much like the wispy, 
white cirrus clouds often seen at high altitudes in Earth’s 
atmosphere. Like cirrus clouds on Earth, these Uranian 
clouds are made up predominantly of ice crystals, formed 
in the planet’s cold upper atmosphere.

Uranus apparently lacks any significant internal heat 
source, and because the planet has a low surface tempera-
ture, its clouds are found only at low-lying, warmer levels in 

13.3  The Atmospheres of Uranus 
and Neptune

Composition
Spectroscopic studies of sunlight reflected from Uranus’s and 
Neptune’s dense clouds indicate that the two planets’ outer 
atmospheres (the parts we actually measure spectroscopically) 
are quite similar to the atmospheres of Jupiter and Saturn. 
The most abundant element is molecular hydrogen (H2, 
84 percent), followed by helium (He, about 14 percent) and 
methane (CH4), which is more abundant on Neptune (about 
3 percent) than on Uranus (2 percent). Ammonia (NH3), 
which plays such an important role in the Jupiter and Saturn 
systems, is not present in any significant quantity in the 
outermost jovian worlds.

The abundances of gaseous ammonia and methane 
vary systematically among the jovian planets. Jupiter has 
much more gaseous ammonia than methane, but moving 
outward from the Sun, we find that the more distant planets 
have steadily decreasing amounts of ammonia and relatively 
greater amounts of methane. The reason for this variation is 
temperature. Ammonia gas freezes into ammonia ice crystals 
at about 70 K. This temperature is cooler than the cloud-top 
temperatures of Jupiter and Saturn, but warmer than those 
of Uranus (58 K) and Neptune (59 K). Thus, the outermost 
jovian planets have little or no gaseous ammonia in their 
atmospheres, so their spectra (which record atmospheric 
gases only) show only traces of ammonia.

The increasing amounts of methane are largely 
responsible for the outer jovian planets’ blue colora-
tion. Methane absorbs long-wavelength red light quite 
efficiently, so sunlight reflected from the planets’ atmo-
spheres is deficient in red and yellow photons and appears 

▼ figure 13.7 uranus’s rotation (a), (b), and (c) These computer-enhanced 
Hubble Space Telescope images, taken at roughly 4-hour intervals, show the motion 
of a pair of bright clouds (labeled A and B) in Uranus’s southern hemisphere. (The 
numbers at the top give the time of each photo.) (d) An infrared image of Uranus 
shows that planet’s ring system, as well as a number of clouds (pink and red regions) 
in the upper atmosphere. (NASA)

(d)
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the atmosphere. The absence of high-level clouds means that 
we must look deep into the planet’s atmosphere to see any 
structure, so the bands and spots that characterize flow pat-
terns on the other jovian worlds are largely “washed out” (in 
visible light) on Uranus by intervening stratospheric haze. 
Take another look at the chapter-opening image of Uranus 
showing its atmospheric structure more clearly. Note the 
mottled structure near the north pole (at right), which scien-
tists think may be a polar vortex similar to the one seen on 
Venus. (Sec. 9.5)

From computer-processed images such as those 
shown in Figure 13.7, astronomers have learned that Ura-
nus’s atmospheric clouds and flow patterns move around 
the planet in the same sense as the planet’s rotation, with 
wind speeds ranging from 200 to 500 km/h. In fact, track-
ing these clouds allowed Uranus’s differential rotation, 
mentioned earlier, to be measured. Despite the odd angles 
at which sunlight may strike the surface, the planet’s rapid 
rotation still channels the wind flow into bands reminiscent 
of those found on Jupiter and Saturn. Even though the pre-
dominant flow is in the east–west direction, the atmosphere 
seems to be quite efficient at transporting energy between 
the northern and southern hemispheres. For example, dur-
ing the Voyager 2 flyby in 1986, although much of the south 

was in total darkness, the temperature there was only a few 
kelvins less than in the north.

Neptune’s clouds and band structure are much more 
easily seen than Uranus’s. Although Neptune lies at a greater 
distance from the Sun, the planet’s upper atmosphere is 
actually slightly warmer than that of Uranus. Like Jupiter 
and Saturn, but unlike Uranus, Neptune has an internal 
energy source—in fact, Neptune radiates 2.7 times more 
heat than it receives from the Sun. The cause of this heating 
is still uncertain. Some scientists have suggested that 
Neptune’s excess methane has helped “insulate” the planet, 
tending to maintain its initially high internal temperature. 
If that is so, then the source of Neptune’s internal heat is 
the same as Jupiter’s: energy left over from the planet’s 
formation.  (Sec. 11.3) The combination of extra heat 
and less haze may be responsible for the greater visibility of 
Neptune’s atmospheric features (see Figure 13.8), as its cloud 
layers lie at higher levels in the atmosphere than do those  
of Uranus.

Neptune sports several storm systems similar in appear-
ance to those seen on Jupiter (and assumed to be produced 
and sustained by the same basic processes). The largest such 
storm, known simply as the Great Dark Spot, is shown in 
Figure 13.8(a).  (Sec. 11.2) Discovered by Voyager 2 in 

4000 km
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(b)

1998

(a)
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20021996

◀ figure 13.8 Neptune’s Dark spot  
(a) Close-up views, taken by Voyager 2 of 
the Great dark Spot of Neptune, show 
a large storm system in the planet’s 
atmosphere, possibly similar in structure 
to Jupiter’s Great red Spot. The entire dark 
spot is roughly the size of earth. (b) These 
Hubble Space Telescope views of Neptune 
were taken years apart (as marked). Some 
cloud features (mostly methane ice 
crystals) are tinted pink here because they 
were imaged in the infrared, but they are 
really white in visible light. Note that the 
Great dark Spot has disappeared in recent 
years, for unknown reasons. (NASA)
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populated largely by electrons and protons either captured 
from the solar wind or created from ionized hydrogen gas 
escaping from the planets themselves.

When Voyager 2 arrived at Uranus, it discovered that 
the planet’s magnetic field was tilted at about 60° to the 
axis of rotation. On Earth, such a tilt would put the north 
magnetic pole somewhere in the Caribbean. Furthermore, 
on Uranus, the magnetic field lines are not centered on the 
planet. It is as though Uranus’s field were due to a bar mag-
net that is tilted with respect to the planet’s rotation axis and 
displaced from the center by about one-third the radius of 
the planet. Figure 13.9 shows the magnetic field structures 
of the four jovian planets, with Earth’s also shown for com-
parison. The locations and orientations of the bar magnets 
represent the observed planetary fields, and the sizes of the 
bars indicate magnetic field strength.

Because dynamo theories generally predict that a 
planet’s magnetic axis should be roughly aligned with its 
rotation axis—as on Earth, Jupiter, Saturn, and the Sun—
the misalignment on Uranus suggested to some research-
ers that perhaps the planet’s field had been caught in the 
act of reversing.  (Sec. 7.5) Another possibility was that 
the oddly tilted field was in some way related to the planet’s 
axial tilt—perhaps one catastrophic collision skewed both 
axes at the same time. Those ideas evaporated in 1989 when 
Voyager 2 found that Neptune’s field is also inclined to the 
planet’s axis of rotation, at an angle of 46° (see Figure 13.9d), 
and also substantially offset from the center of the planet. 
It now appears that the internal structures of Uranus and 
Neptune are different from those of Jupiter and Saturn, and 
this difference changes how the former planets’ magnetic 
fields are generated.

Theoretical models indicate that Uranus and Neptune 
have rocky cores similar to those found in Jupiter and 
Saturn—about the size of Earth and perhaps 10 times more 
massive. However, the pressure outside the cores of Uranus 
and Neptune (unlike the pressure within Jupiter and Saturn) is 
too low to force hydrogen into the metallic state, so hydrogen 
stays in its molecular form all the way into the planets’ cores. 
Astronomers theorize that deep below the cloud layers, 
Uranus and Neptune may have high-density, “slushy” interiors 
containing thick layers of water clouds. It is also possible that 
much of the planets’ ammonia is dissolved in the hypothetical 
water, accounting for the absence of ammonia at higher levels. 
Such an ammonia solution would provide a thick, electrically 
conducting ionic layer that could conceivably explain the 
planets’ misaligned magnetic fields if the circulating electrical 
currents that generate the fields occur mainly in regions far 
from the planets’ centers and rotation axes.

At present, we simply don’t know enough about the 
interiors of Uranus and Neptune to assess the correctness of 
this picture. Our current state of knowledge is summarized 
in Figure 13.10, which compares the internal structures of 
the four jovian worlds.

1989, the spot was about the size of Earth, was located near 
the planet’s equator, and exhibited many of the same general 
characteristics as the Great Red Spot on Jupiter. The flow 
around it was counterclockwise, as with the Red Spot, and 
there appeared to be turbulence where the winds associated 
with the Great Dark Spot interacted with the zonal flow to 
its north and south. The flow around this and other dark 
spots may drive updrafts to high altitudes, where methane 
crystallizes out of the atmosphere to form high-lying cirrus 
clouds—those visible in Figure 13.8(a) lie some 50 km above 
the main cloud tops. Astronomers did not have long to study 
the Dark Spot’s properties, however: As shown in Figure 
13.8(b), when the Hubble Space Telescope viewed Neptune 
after the mid-1990s, the spot had vanished, although several 
new storms (bright spots) had appeared.

Infrared views such as those shown in Figure 13.8(b) 
reveal Neptune’s dynamic weather patterns. The planet’s 
weather can change in as little as a few rotation periods, 
and winds blow at speeds in excess of 1500 km/h—almost 
half the speed of sound in Neptune’s upper atmosphere—
with storms the size of Earth more the rule than the excep-
tion. The planet’s stormy disposition is well established, but 
very difficult to understand. On Earth, weather systems are 
driven by the heat of the Sun. However, Neptune lies far 
from the Sun, in the outer solar system, and the Sun’s heat-
ing effect is minuscule—nearly a thousand times less than at 
Earth. How can Neptune be so cold, yet so active?

Intriguingly, the three images of Neptune shown in 
Figure 13.8(b) reveal that the planet’s southern hemisphere has 
brightened significantly over the period shown. Apparently, 
despite the Sun’s faint heating, the planet is responding to the 
increase in solar energy as its southern half slowly moves from 
spring into summer. Infrared VLT observations indicate that 
the south polar region, which has been sunlit for the past three 
decades, is about 10 K warmer than the rest of the planet.

CoNCePt Check

4 Why are planetary scientists puzzled by the strong 
winds and rapidly changing storm systems on 
Neptune?

13.4  Magnetospheres and 
Internal Structure

Voyager 2 found that both Uranus and Neptune have fairly 
strong internal magnetic fields—about a hundred times 
stronger than Earth’s field and one-tenth as strong as Sat-
urn’s. However, because Uranus and Neptune are so much 
larger than Earth, the magnetic fields at the cloud tops—
spread out over far larger volumes than is the field on 
Earth—are actually comparable in strength to Earth’s field. 
Uranus and Neptune each have substantial magnetospheres, 
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Rotation axes are drawn as
white dashed lines; magnetic
axes are drawn as yellow 
dashed lines.

Earth is added here to scale,
relative to each of the jovian
planets.

Note how odd the magnetic axes
of Uranus and Neptune are.
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interactive figure 13.9 Jovian Magnetic fields Comparison of the magnetic field strengths, 
orientations, and offsets in the four jovian planets. The planets are drawn to scale, and in each 
case the magnetic field arises from an imaginary bar magnet. The size and location of each magnet 
represent the strength and orientation of the planetary field.
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interactive figure 13.10 Jovian interiors A comparison of the interior structures of the  
four jovian planets. (a) The planets drawn to scale. (b) The relative proportions of the various 
internal zones.
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images. All the rest were discovered via systematic ground-
based searches made since 1997, with techniques similar to 
those that have been so successful in identifying new moons 
of Jupiter and Saturn.  (Sec. 12.5) These small bodies 
orbit far from Uranus, mostly on retrograde, highly inclined 
orbits. Like the outer moons of Jupiter and Saturn, and like 
Phobos and Deimos of Mars, each is thought to be inter-
planetary debris captured following a glancing encounter 
with the planet’s atmosphere.

The five largest Uranian moons are similar in many 
respects to the six midsized moons of Saturn.  (Sec. 
12.5) Their densities lie in the range from 1100 to 1700 
kg/m3, suggesting a composition of ice and rock, like 
Saturn’s moons, and their diameters range from 1600 km  
for Titania and Oberon, to 1200 km for Umbriel and 
Ariel, to 480 km for Miranda. Uranus has no moons 
comparable to the Galilean satellites of Jupiter or to 
Saturn’s single large moon, Titan. Figure 13.11 shows 
Uranus’s five large moons to scale, along with Earth’s 
Moon and Neptune’s two midsize moons (named Proteus 
and Nereid) for comparison.

The outermost of the five moons, Titania and Oberon, 
are heavily cratered and show little indication of geologi-
cal activity. Their overall appearance (and quite possi-
bly their history) is comparable to that of Saturn’s moon 
Rhea, except that they lack Rhea’s wispy streaks. Also, like 
all Uranian moons, they are considerably less reflective 
than Saturn’s satellites, suggesting that their icy surfaces 
are quite dirty.

One possible reason for the lesser reflectivity may 
simply be that the planetary environment in the vicinity of 
Uranus and Neptune contains more small “sooty” particles 
than do the parts of the solar system that are closer to the 
Sun. An alternative explanation, now considered more likely 

CoNCePt Check

4 What is odd about the magnetic fields of Uranus and 
Neptune?

13.5  The Moon Systems of 
Uranus and Neptune

Like Jupiter and Saturn, both Uranus and Neptune have 
extensive moon systems, each consisting of a few large 
moons, long known from ground-based observations, and 
many smaller moonlets, discovered by Voyager 2 or recently 
detected from Earth.

Uranus’s Moons
As of 2013, 27 moons are known to orbit Uranus. The prop-
erties of those more than 300 km in diameter are listed in 
Table 13.1.

William Herschel discovered and named Titania and 
Oberon, the two largest of Uranus’s five major moons, in 
1789. British astronomer William Lassell found Ariel and 
Umbriel, the next-largest moons, in 1851. Gerard Kuiper 
found Miranda, the smallest, in 1948. In order of increasing 
distance from the planet, they are Miranda (at 5.1 planetary 
radii), Ariel (7.5), Umbriel (10.4), Titania (17.1), and Oberon 
(22.8). Ten smaller moons discovered by Voyager 2 all lie 
inside the orbit of Miranda. Many of them are intimately 
related to the Uranian ring system. All of these moons 
revolve in the planet’s skewed equatorial plane, almost per-
pendicular to the ecliptic, in circular, tidally locked orbits, 
sharing their parent’s extreme seasons.

Of the remaining 22 moons, one, orbiting close to 
the planet, was found after careful reanalysis of Voyager 2 

Name Distance from Planet orbital Period size Mass** Density
  (km) (planetary radii) (days) (longest diameter, km) (earth Moon masses) (kg/m3) (g/cm3)

Miranda (U) 130,000 5.08 1.41  480 0.00090 1100 1.1

Ariel (U) 191,000 7.48 2.52 1160 0.018 1600 1.6

Umbriel (U) 266,000 10.4 4.14 1170 0.016 1400 1.4

Titania (U) 436,000 17.1 8.71 1580 0.048 1700 1.7

Oberon (U) 583,000 22.8 13.5 1520 0.041 1600 1.6

Proteus (N) 118,000 4.75 1.12  440      

Triton (N) 355,000 14.3 −5.88† 2710 0.292 2100 2.1

Nereid (N) 5,510,000 223 360  340 0.0000034 1200 1.2

* Only moons larger than 300 km in diameter are listed.
** Mass of Earth’s Moon = 7.4 × 1022 kg = 8.5 × 10−4 Uranus mass = 7.3 × 10−4 Neptune mass.
† Retrograde orbit.

tabLe 13.1 The Major Moons of Uranus and Neptune*
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by many planetary scientists, cites the effects of radiation 
and high-energy particles that strike the surfaces of these 
moons. The impacts tend to break up the molecules on the 
moons’ surfaces, eventually leading to chemical reactions 
that slowly build up a layer of dark, organic material. 
This radiation darkening is thought to contribute to the 
generally darker coloration of many of the moons and rings 
in the outer solar system. In either case, the longer a moon 
has been inactive and untouched by meteoritic impact, the 
darker its surface should be.

The darkest of the moons of Uranus is Umbriel. This 
moon displays little evidence of any past surface activity; its 
only mark of distinction is a bright spot about 30 km across, 
of unknown origin, in its northern hemisphere. By contrast, 
Ariel, similar in size to Umbriel, but closer to Uranus, does 
appear to have undergone some activity in the past. Ariel 
shows signs of resurfacing in places and exhibits surface 
cracks a little like those seen on another of Saturn’s moons, 
Tethys. However, unlike Tethys, whose cracks are probably 
due to meteoritic impact, Ariel’s activity likely occurred 
when internal forces and external tidal stresses (due to 

the gravitational pull of Uranus) distorted the moon and 
cracked its surface.

Strangest of all of Uranus’s icy moons is Miranda, 
shown in Figure 13.12. Before the Voyager 2 encounter, 
astronomers expected that Miranda would resemble Mimas, 
the moon of Saturn whose size and location it most closely 
approximates. However, instead of being a relatively unin-
teresting, cratered, geologically inactive world, Miranda 
displays a wide range of surface terrains, including ridges, 
valleys, large oval faults, and many other tortuous geological 
features.

To explain why Miranda seems to combine so many 
different types of surface features, some researchers have 
hypothesized that this baffling object has been catastrophi-
cally disrupted several times (by internal or external pro-
cesses), with the pieces falling back together in a chaotic, 
jumbled way. Certainly, the frequency of large craters on 
the outer moons suggests that destructive impacts may once 
have been quite common in the Uranian system. It will be a 
long time, though, before we can obtain more detailed infor-
mation to test this theory.

▲ figure 13.11 Moons of uranus and Neptune The five largest moons of Uranus and two midsize moons of 
Neptune (Proteus and Nereid) are shown to scale, with part of earth’s Moon (also to scale) for comparison. The smallest 
details visible on these moons are about 15 km across. (NASA; Lick Observatory)
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Neptune’s Moons
From Earth, we can see only 2 moons orbiting Neptune. 
William Lassell discovered Triton, the inner moon, in 1846. 
The moon Nereid was located by Gerard Kuiper in 1949. 
Voyager 2 discovered 6 additional moons, all less than a 
few hundred kilometers across and all lying within Nereid’s 
orbit. Five more small moons, on wide, eccentric orbits, have 
been discovered by ground-based surveys since 2002, for 
a total of 13. The planet’s 3 moons larger than 300 km in 
diameter are listed in Table 13.1. Proteus and Nereid, Nep-
tune’s only midsize moons (by our previous definition) are 
shown in Figure 13.11.  (Sec. 12.5)

In its moons, we find Neptune’s contribution to our list 
of solar system peculiarities. Unlike the other jovian worlds, 
Neptune has no regular moon system—that is, no moons 
on roughly circular, equatorial, prograde orbits. The largest 
moon, Triton, is 2700 km in diameter and occupies a circu-
lar retrograde orbit 355,000 km (14.3 planetary radii) from 
the planet, inclined at about 20° to Neptune’s equatorial 
plane. Triton is the only large moon in our solar system to 
have a retrograde orbit. The other moon visible from Earth, 
Nereid, is only 340 km across. This moon orbits Neptune 
in the prograde sense, but on an elongated trajectory that 
brings it as close as 1.4 million km to the planet and as far 
away as 9.7 million km. Nereid is probably similar in both 
size and composition to Neptune’s small inner moons.

Voyager 2 approached to within 24,000 km of Triton’s 
surface, providing us with virtually all that we now know 

about that distant, icy world. Astronomers redetermined 
the moon’s radius (correcting it downward by about 20 per-
cent) and measured its mass for the first time. Along with 
Saturn’s Titan and the four Galilean moons of Jupiter, Tri-
ton is one of the six large moons in the outer solar system. 
Triton is the smallest of them, with about half the mass of 
the next smallest, Jupiter’s Europa.

Lying 4.5 billion km from the Sun, and with a fairly 
reflective surface, Triton has a surface temperature of 
just 37 K. It has a tenuous nitrogen atmosphere, perhaps 
a hundred thousand times thinner than Earth’s, and a 
surface that most likely consists primarily of water ice. A 
Voyager 2 mosaic of Triton’s south polar region is shown in 
Figure 13.13. The moon’s low temperatures produce a layer 
of nitrogen frost that forms and evaporates over the polar 
caps, a little like the carbon dioxide frost responsible for 
the seasonal caps on Mars. The frost is visible as the orange 
region at the right of the figure.

Overall, Triton exhibits a marked lack of cratering, pre-
sumably indicating that surface activity has obliterated the 
evidence of most impacts. There are many other signs of an 
active past. For example, Triton’s face is scarred by large fis-
sures similar to those seen on Ganymede, and Triton’s odd 
cantaloupe-like terrain may indicate repeated faulting and 
deformation over the moon’s lifetime. In addition, Triton 
has numerous frozen “lakes” of water ice (Figure 13.14), 
which may be volcanic in origin. The basic process may be 
similar to the water volcanism observed on Saturn’s moon 
Enceladus.  (Sec. 12.5)

▲ figure 13.12 Miranda The asteroid-sized innermost moon of Uranus, photographed by Voyager 2. Miranda has a 
fractured surface suggestive of a violent past, but the cause of the grooves and cracks is currently unknown. resolution 
in the inset is a remarkable 2 km. The long “canyon” near the bottom of the inset is nearly 20 km deep. (NASA)
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30 km



SeCTION 13.5 The Moon Systems of Uranus and Neptune 331

Triton’s surface activity is not just a thing of the past. 
As Voyager 2 passed the moon, its cameras detected two 
great jets of nitrogen gas erupting from below the surface 
and rising several kilometers above it. It is thought 
that these “geysers” form when liquid nitrogen below 
Triton’s surface is heated and vaporized by some internal 
energy source or perhaps even by the Sun’s feeble light. 
Vaporization produces high pressure, which forces the 
gas through fissures in the crust, creating the displays 
Voyager 2 saw. Scientists conjecture that nitrogen geysers 
may be common on Triton and are perhaps responsible 
for much of the moon’s thin atmosphere. The long black 
streaks at the bottom left of Figure 13.13 may have formed 
when geysers carried dark carbon-rich material from the 
moon’s interior to the surface. Winds in Triton’s thin 
atmosphere may also play a role in spreading the material 
over the surface.

The event or events that placed Triton on a retrograde 
orbit and Nereid on such an eccentric path are unknown, 
but they are the subject of considerable speculation. Tri-
ton’s peculiar orbit and surface features suggest to some 
astronomers that the moon did not form as part of the Nep-
tunian system, but instead was captured, perhaps not too 
long ago, astronomically speaking—maybe even as little 
as a few hundred million years. Other astronomers, bas-
ing their views on Triton’s chemical composition, maintain 
that the moon formed “normally,” but was later kicked into 

its abnormal orbit by some catastrophic event, such as an 
interaction with another, similar-sized body.

The surface deformations on Triton certainly suggest 
fairly violent and relatively recent events in the moon’s past. 
However, they were most likely caused by the tidal stresses 
produced in Triton as Neptune’s gravity made the moon’s 
orbit more circular and synchronized its spin, and they give 
little indication of the processes responsible for the orbit.

Whatever its past, Triton’s future seems clear. Because 
of its retrograde orbit, the tidal bulge Triton raises on Nep-
tune tends to make the moon spiral toward the planet rather 
than away from it (as our Moon moves away from Earth). 

 (Sec. 7.6) Thus, Triton is doomed to be torn apart by 
Neptune’s tidal gravitational field, probably in no more than 
100 million years or so, the time required for the moon’s 
inward spiral to bring it inside Neptune’s Roche limit.  

 (Sec. 12.4) The shredded moon will form a new ring 

▲ figure 13.13 triton The south polar region of Triton, showing 
a variety of terrains ranging from deep ridges and gashes to what 
appear to be lakes of frozen water, all indicative of past surface 
activity. The orange region at lower right is nitrogen frost, forming the 
moon’s polar cap. The long black streaks at bottom left were probably 
formed by geysers of liquid nitrogen on the surface. (NASA)

300 km
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▲ figure 13.14 Water ice on triton This roughly circular 
lakelike feature on Triton may have been caused by the eruption of 
an ice volcano. The water “lava” has since solidified, leaving a smooth 
surface. The absence of craters implies that this eruption was a 
relatively recent event. The inset at bottom is a computer-generated 
view along Triton’s surface, illustrating the topography of the area. 
(NASA)
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The Rings of Uranus
The ring system surrounding Uranus was discovered in 
1977, when astronomers observed a stellar occultation: 
The rings passed in front of a bright star, momentarily 
dimming the star’s light (Figure 13.15). Such an alignment 
happens a few times per decade and allows astronomers to 
measure planetary structures that are too small and faint 
to be detected directly. The 1977 observation was actually 
aimed at studying the planet’s atmosphere by watching how 
it absorbed starlight. However, 40 minutes before and after 
Uranus itself occulted (passed in front of) the star, the flick-
ering starlight revealed the presence of a set of rings. The 
discovery was particularly exciting because, at the time, 
only Saturn was known to have rings. Jupiter’s rings went 
unseen until Voyager 1 arrived there in 1979, and those of 
Neptune were unambiguously detected only in 1989, by 
Voyager 2.

around the planet (see Figure 12.12). By that time, it is con-
ceivable that large portions of Saturn’s ring system may 
have disappeared, so Neptune will then be the only planet 
in the solar system with spectacular rings!  (Sec. 12.4)

CoNCePt Check

4 Why is Triton much less heavily cratered than the 
other moons of Uranus and Neptune?

13.6  The Rings of the Outermost 
Jovian Planets

All the jovian planets have rings. However, just as the ring 
system of Saturn differs greatly from that of Jupiter, the ring 
systems of Uranus and Neptune also differ both from one 
another and from those of the two larger jovian worlds.

This inset illustrates some rings 
of Uranus that are revealed by
the graphical tracing below.

This person is observing the
dimming of a distant star’s
light as it passes through
Uranus’s rings.

▲ figure 13.15 occultation of starlight By carefully watching the dimming of distant starlight as a planet 
crosses the line of sight, astronomers can infer fine details about that planet. The rings of Uranus were discovered with 
this technique.
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The ground-based observations revealed the pres-
ence of a total of nine thin rings around Uranus. The main 
rings, in order of increasing radius, are named Alpha, 
Beta, Gamma, Delta, and Epsilon, and they range from 
44,000 to 51,000 km from the planet’s center. All lie within 
the Roche limit of Uranus, which is about 62,000 km from 
the planet’s center. A fainter ring, known as the Eta ring, 
lies between the Beta and Gamma rings, and three other 
faint rings, known as 4, 5, and 6, lie between the Alpha 
ring and the planet itself. In 1986, Voyager 2 discovered 
two more even fainter rings, one between Delta and Epsi-
lon and one between ring 6 and Uranus. The main rings 
are shown in Figure 13.16. More details on the rings are 
given in Table 13.2.

The rings of Uranus are quite different from those of 
Saturn. Whereas Saturn’s rings are bright and wide, with 
relatively narrow gaps between them, the rings of Uranus 
are dark, narrow, and widely spaced. With the exception 
of the Epsilon ring and the diffuse innermost ring, the 

rings of Uranus are all less than about 10 km wide, and 
the spacing between them ranges from a few hundred to 
about a thousand kilometers. However, like Saturn’s rings, 
all Uranus’s rings are less than a few tens of meters thick 
(that is, measured in the direction perpendicular to the 
ring plane).

The density of particles within Uranus’s rings is com-
parable to that found in Saturn’s A and B rings. The par-
ticles that make up Saturn’s rings range in size from dust 
grains to large boulders, but in the case of Uranus, the 
particles show a much smaller spread—few, if any, are 
smaller than a centimeter or so in diameter. The ring par-
ticles are also considerably less ref lective than Saturn’s 
ring particles, possibly because they are covered with 
the same dark material as Uranus’s moons. The Epsilon 
ring (shown in detail in the inset for Figure 13.16) exhib-
its properties a little like those of Saturn’s F ring. It has 
a slight eccentricity of 0.008 and is of variable width, 
although no braids were found in it. It also appears to be 
composed of ringlets.

Like the F ring of Saturn, Uranus’s narrow rings 
require shepherd satellites to keep them from diffusing. 

 (Sec. 12.4) In fact, the theory of shepherd satellites 
was first worked out to explain the rings of Uranus, which 
had been detected by stellar occultation even before 
Voyager 2’s encounter with Saturn. Thus, the existence 
of the F ring did not come as quite such a surprise as 
it might have otherwise! Presumably, many of the small 
inner satellites of Uranus play some role in governing the 

▲ figure 13.16 uranus’s rings The main rings of Uranus, 
as imaged by Voyager 2. All nine of the rings known before the 
spacecraft’s arrival can be seen in this photo. The two rings discovered 
by Voyager 2 are too faint to be seen here. The inset at top shows 
a close-up of the epsilon ring, revealing some internal structure. 
The width of this ring averages 30 km; special image processing has 
magnified the resolution in the inset to about 100 m—the size of a 
football field. (NASA)
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ring inner radius outer radius* Width

 
(km) (planetary 

radii)
(km) (planetary 

radii)
(km)

1986U2R 37,000 1.45 39,500 1.55 2500

6 41,800 1.64     2

5 42,200 1.65     2

4 42,600 1.67     3

Alpha 44,700 1.75     4–10

Beta 45,700 1.79     5–11

Eta 47,200 1.83     2

Gamma 47,600 1.86     1–4

Delta 48,300 1.90     3–7

1986U1R 50,000 1.96     2

Epsilon 51,200 2.00     20–100

*  Most of Uranus’s rings are so thin that there is little difference between 
their inner and outer radii.

tabLe 13.2 The Rings of Uranus



334 CHAPTER 13 Uranus and Neptune

▲ figure 13.17 uranian shepherd Moons These two small 
moons, named Cordelia (U7) and Ophelia (U8), were discovered by 
Voyager 2 in 1986. They shepherd Uranus’s epsilon ring, keeping it 
from diffusing away. (NASA)

▲ figure 13.18 Neptune’s faint rings In this long-exposure 
image, Neptune (center) is heavily overexposed and has been 
artificially obscured (by an instrument) to make the rings easier to 
see. One of the two fainter rings lies between the inner bright ring 
(Leverrier) and the planet. The others lie between the Leverrier ring 
and the outer bright (Adams) ring. (NASA)

appearance of the rings. Voyager 2 detected Cordelia and 
Ophelia, the shepherds of the Epsilon ring (see Figure 
13.17). Many other, undetected, shepherd satellites must 
also exist.

The Rings of Neptune
As shown in Figure 13.18 and presented in more detail in 
Table 13.3, Neptune is surrounded by five dark rings. Three 
are quite narrow, like the rings of Uranus; the other two are 
broad and diffuse, more like Jupiter’s ring. The dark colora-
tion probably results from radiation darkening, as discussed 
earlier in the context of the moons of Uranus. All the rings 
lie within Neptune’s Roche limit. The outermost (Adams) 
ring is noticeably clumped in places. From Earth, we see 
not a complete ring, but only partial arcs—the unseen parts 
of the ring are simply too thin (unclumped) to be detected. 
The connection between the rings and the planet’s small 
inner satellites has not yet been firmly established, but many 
astronomers think that the clumping is caused by shepherd 
satellites.

Although all the jovian worlds have ring systems, the 
rings themselves differ widely from planet to planet. Is there 
some “standard” way in which rings form around a planet? 
Also, is there a standard manner in which ring systems 
evolve? Or do the processes of ring formation and evolu-
tion depend entirely on the particular planet in question? If,  
as now appears to be the case, ring systems are relatively 

short-lived, their formation must be a fairly common event. 
Otherwise, we would not expect to find rings around all 
four jovian planets at once. There are many indications that 
the individual planetary environment plays an important 
role in determining a ring system’s appearance and longev-
ity. Although many aspects of ring formation and evolution 
are now understood, it must be admitted that no compre-
hensive theory yet exists.

CoNCePt Check

4 What does the Epsilon ring of Uranus have in common 
with the F ring of Saturn?

R I V U X G

5000 km

1986U8

1986U7

30,000 km
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ring inner radius outer radius* Width

 
(km) (planetary 

radii)
(km) (planetary 

radii)
(km)

Galle (1989N3R) 40,900 1.65 42,900 1.73 2000

Leverrier (1989N2R) 53,200 2.15      100

Lassell (1989N4R)** 53,200 2.15 57,200 2.31 4000

Arago (1989N4R)** 57,200 2.31      100

Adams (1989N1R) 62,900 2.54        50

*  Three of Neptune’s rings are so thin that there is little difference between 
their inner and outer radii.

** Lassell and Arago were originally identified as a single ring.

tabLe 13.3 The Rings of Neptune 
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 1  The outer planets Uranus and Neptune 
were unknown to ancient astronomers. Ura-
nus was discovered in the 18th century, by 
chance. Neptune was discovered after math-
ematical calculations of Uranus’s slightly non-
Keplerian orbit revealed the presence of an 
eighth planet. At opposition, Uranus is barely 
visible to the unaided eye. Through a telescope, the planet appears 
as a pale green disk. Neptune cannot be seen with the naked eye, 
but a telescope shows it as a tiny bluish disk. Today, we know the 
giant planets Uranus and Neptune mainly through data taken by 
Voyager 2.
2  The masses of the outer planets 

are determined from measurements of 
their orbiting moons. The radii of Ura-
nus and Neptune were relatively poorly 
known until the Voyager 2 f lybys in the 1980s. Uranus and 
Neptune have similar bulk properties; they are smaller, less 
massive, and denser than Jupiter or Saturn. For unknown rea-
sons, Uranus’s spin axis lies nearly in the plane of the ecliptic, 
leading to extreme seasonal variations in solar heating on the 
planet as it orbits the Sun. Surface features are barely discern-
ible on Uranus, but computer-enhanced images from Voy-
ager 2 revealed atmospheric clouds and f low patterns moving 
beneath the planet’s haze. Neptune, although farther away 
from us, has atmospheric features that are clearer because of 
warmer temperatures and less haze. The Great Dark Spot  
(p. 325) on Neptune had many similarities to Jupiter’s Red 
Spot, but disappeared in 1994.
3  The relatively high 

densities of Uranus and 
Neptune imply large, 
rocky cores making up 
greater fractions of the 
planets’ masses than in 
either Jupiter or Saturn. 
Unlike the other jovian planets, Uranus has no excess heat 
emission. The source of Neptune’s excess energy, like that 

Chapter Review
SUMMAry

The Big Question All four jovian planets are basically huge gas balls surrounding smaller rocky 
balls deep down inside. It’s cold at the top of the cloud deck and hot near the interior surface—conditions 
unlikely to support life. But a basic question lingers in the minds of many astronomers: Could buoyant, 
floating life possibly exist at intermediate altitudes where temperatures are more moderate? If so, those 
life forms must be small: If they got too big they would rise into the interior and cook, yet if they were too 
small, they would float to the top of the clouds and freeze.

of Jupiter’s, is most likely heat left over from the planet’s 
formation. Both Uranus and Neptune have substantial 
magnetospheres. Voyager 2 discovered that the magnetic 
fields of the two planets are tilted at large angles to the 
planets’ rotation axes. The reason for these large tilts is not 
known.
4  All but two of Uranus’s moons revolve 

in the planet’s equatorial plane, almost 
perpendicular to the ecliptic, in circular 
synchronous orbits. Like the moons of 
Saturn, the medium-sized moons of Ura-
nus are made up predominantly of rock 
and water ice. Many of them are heav-
ily cratered and in some cases must have come close to being 
destroyed by the meteoritic impacts whose craters we now see. 
The strange moon Miranda has geological features that sug-
gest repeated violent impacts in the past. Neptune’s large moon 
Triton has a fractured surface of water ice and a thin atmo-
sphere of nitrogen, probably produced by nitrogen “geysers” 
on its surface. Triton is the only large moon in the solar system 
to have a retrograde orbit around its parent planet. This orbit 
is unstable and will eventually cause Triton to be torn apart by 
Neptune’s gravity.
5  Uranus has a series of dark, 

narrow rings, first detected from 
Earth by stellar occultation  
(p. 332)—their obscuration of the 
light received from background stars. 
Shepherd satellites are responsible 
for the rings’ thinness. Neptune has 
three narrow rings like Uranus’s and 
one broad ring like Jupiter’s. The four 
were discovered by Voyager 2. The 
dark coloration of both the rings and 
the moons of the outer giant planets may be due to radiation 
darkening (p. 329), whereby exposure to solar high-energy 
radiation slowly causes a dark hydrocarbon layer to build up 
on a body’s icy surface.
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Conceptual Self-Test: Multiple Choice
 1. The discovery of new planets mostly requires (a) complex 

calculations and large supercomputers; (b) the patient use of 
improving technology; (c) an astronomy degree from a large 
university; (d) pure luck.

 2. Uranus was discovered about the same time as (a) Columbus 
reached North America; (b) the U.S. Declaration of 
Independence; (c) the American Civil War; (d) the Great 
Depression in the United States.

 3. Compared with Uranus, the planet Neptune is (a) much 
smaller; (b) much larger; (c) roughly the same size; (d) tilted 
on its side.

 4. The jovian planets with the largest diameters also tend to  
(a) have the slowest rotation rates; (b) move most slowly 
in their orbit around the Sun; (c) have the fewest moons; 
(d) have magnetic field axes most closely aligned with their 
axes of rotation.

 5. The five largest moons of Uranus (a) all orbit in the ecliptic 
plane; (b) can never come between Uranus and the Sun; (c) 
all orbit directly above the planet’s equator; (d) all have sig-
nificantly eccentric orbits.

 6. Moons that show few craters probably (a) are captured 
asteroids; (b) have been shielded from impacts by their 
host planet; (c) have had their smaller craters obliterated by 
larger impacts; (d) have warm interiors.

 7. A gas giant planet orbiting a distant star would be expected 
to have (a) a ring system like that of Saturn; (b) a density 
less than water; (c) many large moons orbiting in different 
directions; (d) evidence for hydrogen in its spectrum.

 8. VIS Uranus’s rings were discovered by the occultation of 
starlight, as shown in Figure 13.15 (“Occultation of Star-
light”). If Uranus were moving more rapidly relative to 
Earth, the graph in that figure would appear (a) more com-
pressed horizontally; (b) the same; (c) more stretched out 
horizontally.

 9. The discovery of a moon orbiting a planet allows astrono-
mers to measure (a) the planet’s mass; (b) the moon’s mass 
and density; (c) the planet’s ring structure; (d) the planet’s 
cratering history.

 10. The solar system object most similar to Neptune is  
(a) Earth; (b) Jupiter; (c) Saturn; (d) Uranus.

Review and Discussion

 9. LO4 What is unique about Miranda? Give a possible 
explanation.

 10. How does Neptune’s moon system differ from those of the 
other jovian worlds? What do these differences suggest 
about the origin of Neptune’s moon system?

 11. What causes Triton’s geysers?
 12. POS How were the rings of Uranus and Neptune discovered?
 13. LO5 The rings of Uranus are dark, narrow, and widely 

spaced. Which of these properties makes them different 
from the rings of Saturn?

 14. How do the rings of Neptune differ from those of Uranus 
and Saturn?

 15. POS Why was the discovery of Uranus in 1781 so surprising? 
Might there be similar surprises in store for today’s 
astronomers?

 1. LO1 POS Why did astronomers suspect an eighth planet 
beyond Uranus?

 2. POS How did astronomers determine where to look for 
Neptune?

 3. How did Uranus come to be spinning “on its side”?
 4. LO2 How and why do the overall colors and appearance  

of Uranus and Neptune differ from those of Jupiter and  
Saturn?

 5. Why are storms and other atmospheric features more easily 
seen on Neptune than on Uranus?

 6. LO3 How are the interiors of Uranus and Neptune thought 
to differ from those of Jupiter and Saturn?

 7. How do the magnetic fields of Uranus and Neptune com-
pare with that of Earth?

 8. Describe a day on Titania.

For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. •• What is the angular diameter of the Sun, as seen from 
Uranus? Compare your answer with the angular diameter  
of Titania, as seen from the planet’s cloud tops. Would you 
expect solar eclipses to occur on Uranus?

 2. • What is the gravitational force exerted on Uranus by 
Neptune, at closest approach? Compare your answer with the 
Sun’s gravitational force on Uranus.

 3. • Estimate the speed of cloud A in Figure 13.7, assuming that 
it lies near the equator. Is your estimate consistent with the 
rotation speed of the planet?

 4. •• If the core of Uranus has a radius twice that of planet 
Earth and an average density of 8000 kg/m3, what is the mass 
of Uranus outside the core? What fraction of the planet’s total 
mass is core?

 5. • Add up the masses of all the moons of Uranus and  
Neptune. (Neglect the masses of the small moons—they con-
tribute little to the result.) How does this sum compare with 
the mass of Earth’s Moon?

 6. • From Wien’s law, at what wavelength does Uranus’s ther-
mal emission peak? In what part of the electromagnetic 
spectrum does this wavelength lie?  (More Precisely 3-2)

 7. •• On the basis of the earlier discussion of planetary atmos-
pheres, would you expect Triton to have retained a nitrogen 
atmosphere?  (More Precisely 8-1)

 8. • How close is Triton to Neptune’s Roche limit?

Activities
Collaborative

 1. The search for Neptune requires a determined effort! A  
telescope is best for the search, but high-powered binocu-
lars mounted on a steady support will also do. Comparing  
Uranus and Neptune, which planet appears bluer? Through a 
telescope, does either planet appear as a disk, or do they look 
more like points of light? Repeat your observations over a  
period of days or weeks. Can you detect any movement of either 
planet relative to the background stars in your field of view?

Individual
 1. Consult a sky chart online or in a magazine, and locate 

Uranus in the night sky. It may be barely visible to the naked 
eye, but binoculars will make the search much easier. (Hint: 
Uranus shines more steadily than the background stars.) 
Can you detect the planet’s color with your eyes alone? 
Through binoculars?
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Left: Comets are sometimes called “dirty snowballs,” since they are composed of 

ice and snow often contaminated with dusty debris. This spectacular photograph of 

Comet McNaught was captured from Mount Paranal in Chile, looking out over the 

Pacific Ocean in 2007. Its colorful tail stretched nearly a quarter of the way across the 

sky. Other fragile objects like this one are now heading our way while rounding the Sun, 

and some of them might also melt, vaporize, and break apart while creating awesome 

displays in the skies above. (S. Deiries/ESO)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Solar System Debris
KeyS TO Our OrIgIN

14
According to the current definition, there are only eight planets 
in the solar system. But hundreds of thousands of other celestial 
bodies are also known to revolve around the Sun. These 
minor bodies—the asteroids, comets, Kuiper belt objects, and 
meteoroids—are small and of negligible mass compared with 
the planets and their major moons. On the basis of statistics, 
astronomers estimate that there are more than a billion such 
objects still to be discovered. Yet each is a separate world, with its 
own story to tell about the early solar system.

These small bodies may seem to be only rocky and icy 
“debris,” but more than the planets themselves, they hold a record 
of the formative stages of our planetary system. Many are nearly 
pristine, unevolved bodies with much to teach us about our local 
origins.

Learning Outcomes

Studying this chapter will enable you to

1  Describe the orbital properties of 
the major groups of asteroids.

2  Summarize the composition and 
physical properties of a typical 
asteroid.

3  Detail the composition and 
structure of a typical comet, 
and explain the formation and 
appearance of its tail.

4  List the key characteristics of 
cometary orbits, and say what they 
tell us about the probable origin of 
comets.

5  Describe the solar system beyond 
Neptune, and explain why 
astronomers no longer regard 
Pluto as a planet.

6  Distinguish among the terms 
meteor, meteoroid, and meteorite.

7  Summarize the orbital and physical 
properties of meteoroids, and 
explain what these properties 
suggest about the probable origin 
of meteoroids.

The Big Picture Only within the past few decades have 
scientists taken seriously the idea that life on Earth has been 
disrupted over the course of billions of years by asteroid and 
comet impacts. It’s very much in our own interest to monitor such 
stray objects that occasionally glide by Earth—and sometimes hit 
us! Debris in the solar system might be the key to understanding 
the birth of our planet and even of life—but they also might well 
determine our fate.
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14.1 Asteroids
Asteroids are relatively small, predominantly rocky objects 
that revolve around the Sun. Their name literally means “star-
like bodies,” but asteroids are definitely not stars. They are too 
small even to be classified as planets. Astronomers often refer 
to them as “minor planets” or, sometimes, “planetoids.”

Asteroids differ from planets in both their orbits and 
their size. As illustrated in Figure 14.1, they generally move 
on somewhat eccentric trajectories between Mars and Jupiter, 
unlike the almost circular paths of the major planets. Few 
asteroids are larger than 300 km in diameter, our cutoff for a 
“midsize” moon, and most are far smaller—as small as a tenth 
of a kilometer across. The largest known asteroid, Ceres (inset 
to Figure 14.1), is just 1/10,000 the mass of Earth and mea-
sures only 940 km across. Taken together, the known aster-
oids amount to less than the mass of the Moon, so they do not 
contribute significantly to the total mass of the solar system.

Orbital Properties
European astronomers discovered the first asteroids early in 
the 19th century as they searched the sky for an additional 
planet orbiting between Mars and Jupiter. Italian astronomer 

Giuseppe Piazzi was the first to discover an asteroid. He 
detected Ceres in 1801 and measured its orbital semimajor axis 
to be 2.8 AU. Within a few years, three more asteroids—Pallas 
(2.8 AU), Juno (2.7 AU), and Vesta (3.4 AU)—were discovered.

By the start of the 20th century, astronomers had cata-
loged several hundred asteroids with well-determined orbits. 
Now, at the end of the first decade of the 21st century, the list 
has grown to over 350,000. The total number of known aster-
oids (including those whose orbits are not yet known with 
sufficient accuracy to make them “official”) now exceeds 
600,000. The vast majority of these bodies are found in a 
region of the solar system known as the asteroid belt, located 
between 2.1 and 3.3 AU from the Sun—roughly midway 
between the orbits of Mars (1.5 AU) and Jupiter (5.2 AU). All 
but a handful (about 30) of the known asteroids revolve about 
the Sun in prograde orbits, in the same sense as the planets.

The compact concentration of asteroids in a well-defined 
belt has long suggested to astronomers that they are either 
the fragments of a planet broken up long ago or primal rocks 
that never managed to accumulate into a genuine planet. On 
the basis of the best evidence currently available, researchers 
strongly favor the latter view. There is far too little mass in 
the belt to constitute a planet, and the marked chemical dif-
ferences among individual asteroids indicate that they could 

not all have originated in a sin-
gle body. Instead, as described 
in Chapter 6, Jupiter’s strong 
gravitational field continu-
ously disturbs the motions of 
these primitive chunks, pre-
venting them from aggregating 
into a larger body.  (Sec. 6.7)

Narrated Interactive fIgure 14.1 Inner Solar System (a) The main asteroid belt, along with the orbits of  
earth, Mars, and Jupiter (drawn obliquely, that is neither face-on nor edge-on). Note the Trojan asteroids at two 
locations in Jupiter’s orbit. Some Apollo (earth-crossing) and Amor (Mars-crossing) orbits are shown. (b) Little 
surface detail is evident on the largest asteroid known, the dwarf planet Ceres, although image processing 
reveals what seems to be a large impact crater some 250 km across near the center of the frame. (NASA/SWRI)
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Physical Properties
With only a few exceptions (such as Ceres, shown in Figure 
14.1), asteroids are too small to be resolved by Earth-based 
telescopes, so astronomers must rely on indirect methods 
to find their sizes, shapes, and composition. Consequently, 
only a few of their physical and chemical properties are 
accurately known. To the extent that astronomers can 
determine their compositions, asteroids have been found 
to differ not only from the eight known planets and their 
many moons, but also among themselves.

Asteroids are classified by their spectroscopic prop-
erties. The darkest, or least reflective, asteroids contain 
a large fraction of carbon in their makeup. These aster-
oids are known as C-type (or carbonaceous) asteroids. 
The more reflective S-type asteroids contain silicate, or 
rocky, material. Generally speaking, S-type asteroids 
predominate in the inner portions of the asteroid belt, 
and the fraction of C-type bodies steadily increases as 
we move outward. Overall, about 15 percent of all aster-
oids are S-type, 75 percent are C-type, and 10 percent  
are other types (mainly the M-type asteroids, containing 
large fractions of nickel and iron). Many planetary scien-
tists think that the carbonaceous asteroids consist of very 
primitive material representative of the earliest stages of 
the solar system. Carbonaceous asteroids have not been 
subject to significant heating or undergone chemical evo-
lution since they first formed 4.6 billion years ago.

In most cases, astronomers estimate the sizes of 
asteroids from the amount of sunlight they reflect and 
the amount of heat they radiate. These observations are 
difficult, but size measurements have been obtained in 
this way for a few thousand asteroids. On rare occasions, 
astronomers witness an asteroid occulting a star, allowing 
them to determine the asteroid’s size and shape with great 

accuracy. The largest asteroids are roughly spherical, but 
the smaller ones can be highly irregular.

The three largest asteroids—Ceres, Pallas, and Vesta—
have diameters of 940 km, 580 km, and 540 km, respectively. 
Only 15 asteroids are more than 300 km across, and most are 
much smaller. Almost assuredly, many hundreds of thou-
sands more await discovery. However, observers estimate 
that they are mostly very small. Probably 99 percent of all 
asteroids larger than 100 km are known and cataloged, and at 
least 50 percent of asteroids larger than 10 km are accounted 
for. Although the vast majority of asteroids are probably less 
than a few kilometers across, most of the mass in the asteroid 
belt resides in objects greater than a few tens of kilometers in 
diameter.

Vesta is unique among asteroids in that, despite its 
small size, it appears to have undergone volcanism in its 
distant past. On the basis of their orbits and their overall 
spectral similarities to Vesta, numerous meteorites (Section 
14.3) found on Earth are thought to have been chipped off 
that asteroid following collisions with other members of the 
asteroid belt. Remarkably, these meteorites have composi-
tions similar to that of terrestrial basalt, indicating that they 
were subject to ancient volcanic activity. As discussed below, 
NASA’s Dawn mission has recently provided important 
insights into Vesta’s internal structure and history.

Asteroid Observations from Space
The first close-up views of asteroids were provided by the 
Jupiter probe Galileo, which, on its roundabout path to the 
giant planet, passed twice through the asteroid belt, mak-
ing close encounters with the S-type asteroids Gaspra (in 
1991) and Ida (1993).  (Discovery 6-2) Gaspra and Ida 
(Figure 14.2a,b) are irregularly shaped bodies with maxi-
mum diameters of about 20 km and 60 km, respectively. 

(a) (b)
R I U X G

(c)
V

40 km 30 km10 km

▲ fIgure 14.2 Asteroids, Close-up (a) The S-type asteroid gaspra, as seen from a distance of 1600 km by the 
space probe galileo. (b) The S-type asteroid Ida, photographed by galileo from a distance of 3400 km. Note Ida’s moon, 
Dactyl, at right. (c) The C-type asteroid Mathilde, imaged by the NeAr spacecraft on its way to the near-earth asteroid 
eros. Note the huge craters on this low-density rock. resolution for all these photos is about 100 m. (NASA; JHU)
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They are pitted with craters ranging in size from a few hun-
dred meters to 2 km across and are covered with layers of 
dust of variable thickness. Based on the extent of cratering 
on their surfaces, Ida is estimated to be about a billion years 
old—far older than Gaspra, which is a mere 200 million 
years. Both are thought to be fragments of larger objects 
that broke up into smaller pieces following violent colli-
sions long ago.

To the surprise of most mission scientists, close 
inspection of the Ida image (Figure 14.2b) revealed the 
presence of a tiny moon, now named Dactyl, just 1.5 km 
across, orbiting the asteroid at a distance of about 90 km. 
Given the relative congestion of the asteroid belt, scien-
tists think that collisions between asteroids may be quite 
common. The more violent impacts are likely sources of 
interplanetary dust and smaller asteroids; the less vio-
lent ones may result in bound systems and moons such 
as Dactyl. By studying the Galileo images, astronomers 
were able to approximate Dactyl’s orbit around Ida and 
hence (using Newton’s law of gravity) estimate Ida’s mass 
at about 5–10 * 1016 kg.  (More Precisely 2-2) This in 
turn allowed them to measure Ida’s density as 2200–
2900 kg/m3, a range consistent with its rocky, S-type 
classification.

In 1997, the Near Earth Asteroid Rendezvous (NEAR) 
spacecraft visited the C-type asteroid Mathilde on its 
way to the mission’s main target: the S-type asteroid 
Eros. Shown in Figure 14.2(c), Mathilde is about 60 km 
across. By sensing its gravitational pull, NEAR measured 
Mathilde’s mass at about 1017 kg, implying a density of 
just 1400 kg/m3. To account for this low density, scien-
tists think that Mathilde, like many smaller asteroids, is 
more like a loosely bound “rubble pile” than solid rock. 
The relatively soft internal consistency may also explain 
the unexpectedly large size of many of the craters on 
Mathilde’s surface. A solid object would probably have 
shattered after an impact violent enough to cause such 
large craters. However, like a crumple zone in a car, 
Mathilde’s porous interior could have absorbed and dis-
sipated the impactor’s energy, allowing the asteroid to 
survive the event.

Upon arrival at Eros on February 14, 2000, NEAR (by 
then renamed NEAR Shoemaker) went into orbit around 
the asteroid. For 1 year, the spacecraft sent back high-
resolution images of Eros (Figure 14.3) and made detailed 
measurements of its size and shape (34 * 11 * 11 km), as 
well as its gravitational and magnetic fields, composition, 
and structure. The craft’s various sensors revealed Eros to 
be a heavily cratered, solid body of mass 7 * 1015 kg and 
roughly uniform density around 2700 kg/m3. The aster-
oid’s interior is extensively fractured due to innumerable 
impacts in the past. The measurements are consistent with 
Eros being a primitive, unevolved sample of material from 
the early solar system.

▲ fIgure 14.3 Asteroid eros A mosaic of detailed images of 
the asteroid eros, as seen by the NeAr Shoemaker spacecraft that 
actually landed on this asteroid, displays craters of all sizes, ranging 
from 50 m (the resolution of the image) to 5 km. The inset shows a 
close-up image of a “younger” section of the surface, where loose 
material from recent impacts has apparently filled in and erased all 
trace of older craters. (JHU/NASA)
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In July 2011, NASA’s Dawn probe entered orbit around 
Vesta, the third largest and second most massive asteroid 
in the solar system. Armed with cameras to map the sur-
face and instruments to probe the composition of both the 
surface and the interior, Dawn remained at Vesta for more 
than a year, moving through a series of orbits that brought it 
within 200 km of the surface.

Vesta’s mass of 2.6 * 1020 kg and mean radius of 540 km 
imply a density of 3500 kg/m3, considerably higher than most 
other asteroids. Dawn found that Vesta’s interior has a differ-
entiated structure with a crust, mantle, and a 200-km-wide  
iron core and that the asteroid may have been entirely 
molten in the distant past. Many scientists think that Vesta 
is a genuine protoplanet dating back to the formative stages 
of the solar system—the only one known to have survived 
to the present day.  (Sec. 6.6)

Vesta’s most striking surface features are a set of deep 
troughs girdling the asteroid’s equator (Figure 14.4a) 
and a collection of large impact craters in the southern 
hemisphere, the largest forming a giant circular basin at 
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Vesta that have been found on Earth. The asteroid belt is a 
violent place!

Dawn departed Vesta in September 2012, heading for 
its next destination, the dwarf planet Ceres, where it should 
arrive early in 2015.

CoNCept Check

4 Describe some basic similarities and differences 
between asteroids and the inner planets.

Earth-Crossing Asteroids
The orbits of most asteroids have eccentricities lying in the 
range from 0.05 to 0.3, ensuring that they always remain 
between the orbits of Mars and Jupiter. Very few asteroids 
have eccentricities greater than 0.4. Those that do are of par-
ticular interest to us, however, as their paths may intersect 
Earth’s orbit, leading to the possibility of a collision with our 
planet. These bodies are collectively known as Earth-crossing 
asteroids. Those stray asteroids having highly elliptical orbits 
or orbits that do not lie in the main asteroid belt have prob-
ably been influenced by nearby Mars and, especially, Jupi-
ter. The gravitational fields of those two planets can disturb 
normal asteroid orbits, deflecting them into the inner solar 
system. Earth-crossing asteroids are termed Apollo asteroids 
(after the first known Earth-crossing asteroid, Apollo) if their 
orbital semimajor axes exceed 1 AU and Aten asteroids other-
wise. Asteroids whose orbits cross only the orbit of Mars are 
known as Amor asteroids (see Figure 14.1).

As of early 2013, some 10,000 Earth-crossing asteroids 
are known. Most have been discovered since the late 1990s, 
when systematic searches for such objects began. More than 
1400 Earth crossers are officially designated “potentially 
hazardous,” meaning that they are more than about 150 m 
in diameter (three times the size of the impactor responsi-
ble for the Barringer crater shown in Figure 8.18) and move 
in orbits that could bring them within 0.05 AU (7.5 million 
kilometers) of our planet.

From a human perspective, perhaps the most important 
consequence of the existence of Earth-crossers is the very real 
possibility of an actual collision with Earth. For example, the 
3-km-wide asteroid 4179 Toutatis (Figure 14.5) missed our 
planet by “only” 1.5 million kilometers in 2004—a close call 
by cosmic standards. Two years earlier, the “nonhazardous,” 
but still formidable, asteroid 2002 MN, some 100 m across, 
came much closer, missing us by a mere 120,000 km (less 
than one-third of the distance to the Moon). It was detected 
3 days after it passed our planet! In a widely publicized recent 
near-miss, the 50-m wide object 2012 DA14 skirted Earth by 
a mere 28,000 km in February 2013. Coincidentally, the day 
before, an unrelated, much smaller—and previously com-
pletely unknown—20-m meteoroid entered the atmosphere 
and exploded over southern Russia, releasing as much energy 

the asteroid’s south pole (Figure 14.4b). At the center of 
the south polar basin lies one of the largest mountains  
in the solar system, rising some 22 km above its surround-
ings—three times the height of Mount Everest. Cratering 
age estimates indicate that the southern hemisphere is 1–2 
billion years old, much younger than the north, and the 
south polar region is youngest of all—perhaps as little as 1 
billion years. The polar basin and equatorial troughs prob-
ably formed when a collision with another large body dev-
astated the asteroid and fractured its interior. The impact 
may have ejected many of the meteorites associated with 

▲ fIgure 14.4 Asteroid Vesta NASA’s Dawn spacecraft 
snapped these shots of Vesta, the solar system’s second-largest 
asteroid in 2011. (a) Note the deep grooves that span much of this 
rocky body, nearly all the way around its equator. (b) The towering 
mountain near the bottom of this image is more than twice the 
height of Mount everest on earth. (JPL)

200 km
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(b)
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devastate an area some 100 km in diameter. The explo-
sive power would be equivalent to about a million 1-mega-
ton nuclear bombs—a hundred times more than all the 
nuclear weapons currently in existence on Earth. A fatal 
blast wave (the shock from the explosion, spreading rap-
idly outward from the site of the impact) and a possible 
accompanying tsunami (tidal wave) from an ocean impact 
would doubtless affect a much larger area still. Should an 
asteroid hit our planet hard enough, it might even cause 
the extinction of entire species—indeed, many scientists 
think that the extinction of the dinosaurs was the result of 
just such an impact (see Discovery 14-1).

Some astronomers take the prospect of an asteroid 
impact sufficiently seriously that they maintain an “asteroid 
watch”—an effort to catalog and monitor all Earth-crossing 
asteroids in order to maximize our warning time of any 
impending collision. Several large, dedicated telescopes 
now scan the skies for faint objects in our neighborhood. 
Currently, our options in the event that an impending 
impactor is seen are very limited—science fiction movies 
aside, we could neither destroy nor deflect an asteroid just a 
few days away from our planet. However, scientists are con-
fident that, given enough warning, a small “nudge” from 
thrusters placed on the impactor’s surface years ahead of 
the collision could shift its orbit by just enough to miss us.

Orbital Resonances
Although most asteroids orbit in the main belt, between 
about 2 and 3 AU from the Sun, an additional class of aster-
oids, called the Trojan asteroids,* orbits at the distance of 
Jupiter. Several hundred such asteroids are now known. 
They are locked into a 1:1 orbital resonance with Jupiter by 
that planet’s strong gravity, just as some of the small moons 
of Saturn share orbits with the medium-sized moons Tethys 
and Dione, as described in Chapter 12.  (Sec. 12.5)

Calculations first performed by the French mathema-
tician Joseph Louis Lagrange in 1772 show that there are 
exactly five places in the solar system where a small body can 
orbit the Sun in synchrony with Jupiter, subject to the com-
bined gravitational influence of both large bodies. (Lagrange 
in fact demonstrated that five such points exist for any 
planet.) These places are now known as the Lagrangian points 
of the planet’s orbit. As illustrated in Figure 14.6, three of the 
points (referred to as L1, L2, and L3) lie on the line joining 
Jupiter and the Sun (or its extension in either direction). The 
other two—L4 and L5—are located on Jupiter’s orbit, exactly 
60° ahead of and 60° behind the planet. All five Lagrangian 
points revolve around the Sun at the same rate as Jupiter.

as half a dozen modern nuclear bombs and causing wide-
spread surface damage.

All told, between 2002 and 2012, more than 250 poten-
tially hazardous asteroids (that we know of) passed within 
0.05 AU of our planet; 4179 Toutatis was the largest. A simi-
lar number are expected to pass within this distance between 
2013 and 2023.

None of the currently known potentially hazardous 
asteroids are expected to impact Earth during the next cen-
tury—the closest predicted near miss will occur in April, 
2029, when the 350-m asteroid 2004 MN4 (also known as 
Apophis) will pass 30,000 km above our planet’s surface. 
That said, calculations imply that most Earth-crossing  
asteroids will in fact eventually collide with Earth. On 
average, during any given million-year period, our planet 
is struck by about three asteroids. Because Earth is largely 
covered with water, two of those impacts are likely to occur 
in the ocean and only one on land. Several dozen large 
land basins and eroded craters on our planet are suspected 
to be sites of ancient asteroid collisions (see, for example, 
Figure 14.27, later in the chapter). The many large impact 
craters on the Moon, Venus, and Mars are direct evidence 
of similar events on other worlds (see also Discovery 11-1).

Most known Earth-crossing asteroids are relatively 
small—less than about 1 km in diameter (although, as 
we have seen, larger ones are known, and one 10 km in 
diameter has been identified). Even so, a visit of even a 
kilometer-sized asteroid to Earth could be catastrophic by 
human standards. Such an object packs enough energy to 

*The first few hundred asteroids discovered were named after characters in 
Greek mythology. The first asteroid found in this orbit was called Achilles. 
As more asteroids were found sharing this orbit, they became known as the 
Trojans.

2 km
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▲ fIgure 14.5 Asteroid toutatis This is a recently released 
image of asteroid Toutatis 4179, which is about the size of a small 
city. It was taken by the Chang’e 2 spacecraft, which had been 
orbiting the Moon until 2012 when it was retasked to flyby Toutatis. 
This photograph represents a remarkable achievement for the new 
Chinese Space Agency, adding China to the other nations (u.S., russia, 
and europe) capable of exploring deep space. (Xinhuashidian)
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eastern, as it lies to the east of Jupiter in the sky) Lagran-
gian point, rather than the trailing (L5) point. Recently, a 
few small asteroids have been found similarly trapped in 
the Lagrangian points of Venus, Earth, and Mars.

The main asteroid belt also has structure due to 
resonances—not as obvious as the Trojan orbits or the 
prominent gaps and ringlets in Saturn’s ring system, but 
observable nonetheless. Careful study reveals that asteroids 
whose orbital periods are simple fractions (1

2, 1
3, 2

5, etc.)  
of Jupiter’s period are conspicuously absent from the 
overall distribution. Just as repeated interactions between 
moons and ring particles can result in gaps in Saturn’s 
rings, resonant gravitational tugs from Jupiter leave 
“holes” not in space, but in the distribution of asteroid 
periods (or semimajor axes).  (Sec. 12.4) These holes 
are called the Kirkwood gaps, after their discoverer, the 
19th-century American astronomer Daniel Kirkwood.

CoNCept Check

4 Why are astronomers so interested in Earth-crossing 
asteroids?

14.2 Comets
Comets are usually discovered as faint, fuzzy patches of light 
on the sky while they are still several astronomical units away 
from the Sun. Traveling in a highly elliptical orbit with the 
Sun at one focus (Figure 14.7), a comet brightens and devel-
ops an extended tail as it nears the Sun. (The name “comet” 
derives from the Greek word kome, meaning “hair.”) As the 
comet departs the Sun’s vicinity, its brightness and tail dimin-
ish until it once again becomes a faint point of light receding 
into the distance. Like the planets, comets emit no visible light 
of their own—they shine by reflected (or reemitted) sunlight. 
Each year, a few dozen are detected as they pass through the 
inner solar system. Many more must pass by unseen.

In principle, an asteroid at any of the Lagrangian points 
will circle the Sun in lockstep with Jupiter, always maintain-
ing the same position relative to the planet. However, the 
three Lagrangian points that are in line with Jupiter and the 
Sun are known to be unstable—a body displaced, however 
slightly, from any of those points will drift slowly away from 
it, not back toward it. Since matter in the solar system is con-
stantly subjected to small perturbations—by the planets, the 
asteroids, even the solar wind—matter does not accumulate 
in these regions. Thus, no asteroids orbit near the L1, L2, or L3 
point of Jupiter’s orbit.

The other two Lagrangian points, L4 and L5, are both 
stable—matter placed near them tends to remain in their 
vicinity. Consequently, asteroids tend to accumulate near 
these points (see Figure 14.1). For unknown reasons, Tro-
jan asteroids tend to be found near Jupiter’s leading (L4, or 

L1

L5

L4

L3

L2
60°

60°Jupiter Sun

▲ fIgure 14.6 Lagrangian points The Lagrangian points of the 
Jupiter–Sun system, where a third body could orbit in synchrony with 
Jupiter on a circular trajectory. Only the L4 and L5 points are stable. 
They are the locations of the Trojan asteroids (see Figure 14.1).
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▲ fIgure 14.7 Distant orbit Comets move on highly eccentric paths that carry them far beyond the known planets. 
Their long orbital periods mean that most comets entering the inner solar system have never been seen before in human 
history—making their appearances impossible to predict and giving little warning of any (rare) close encounters with earth.
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Two types of comet tails may be distinguished. Ion 
tails are approximately straight and are often made up of 
glowing, linear streamers like those seen in Figure 14.9(a). 
Their spectra show emission lines of numerous ionized 
molecules—molecules that have lost some of their normal 
complement of electrons—including carbon monoxide, 
nitrogen, and water, among many others.  (Sec. 4.4) Dust 
tails are usually broad, diffuse, and gently curved (Figure 
14.9b). They are rich in microscopic dust particles that 
reflect sunlight, making the tail visible from afar.

Comets’ tails are in all cases directed away from the 
Sun by the solar wind (the invisible stream of matter and 
radiation escaping the Sun). Consequently, as depicted in 
Figure 14.10, the tail always lies outside the comet’s orbit and 
actually leads the comet during the portion of the orbit that 
is outbound from the Sun.

Ion tails and dust tails differ in shape because of the 
different responses of gas and dust to the forces acting in 
interplanetary space. Every tiny particle in space in our solar 
system—including those in comets’ tails—follows an orbit 
determined by gravity and the solar wind. If gravity alone 
were acting, the particle would follow the same curved path 
as its parent comet, in accordance with Newton’s laws of 
motion.  (Sec. 2.7) If the solar wind were the only influ-
ence, the tail would be swept up by it and would trail radi-
ally outward from the Sun. Ion tails are much more strongly 
influenced by the solar wind than by the Sun’s gravity, so 
those tails always point directly away from the Sun. The 
heavier dust particles have more of a tendency to follow the 
comet’s orbit, giving rise to the slightly curved dust tails.

Comet Appearance and Structure

The various parts of a typical comet are shown in Figure 14.8. 
Even through a large telescope, the nucleus, or main solid 
body, of a comet is no more than a minute point of light. 
A typical cometary nucleus is extremely small—only a few 
kilometers in diameter. During most of the comet’s orbit, far 
from the Sun, only this frozen nucleus exists. When a comet 
comes within a few astronomical units of the Sun, however, 
its icy surface becomes too warm to remain stable. Part of 
the comet becomes gaseous and expands into space, forming 
a diffuse coma (“halo”) of dust and evaporated gas around 
the nucleus. The process by which a solid (in this case ice) 
changes directly into a gas, without first becoming liquid, is 
called sublimation. Frozen carbon dioxide (dry ice) on Earth 
provides a familiar example of this process. In space, subli-
mation is the rule, rather than the exception, for the behavior 
of ice when it is exposed to heat.

The coma becomes larger and brighter as the comet 
nears the Sun. At maximum size, the coma can mea-
sure 100,000 km in diameter—almost as large as Saturn or 
Jupiter. Engulfing the coma, an invisible hydrogen envelope, 
usually distorted by the solar wind, stretches across millions 
of kilometers of space. The comet’s tail, which is most pro-
nounced when the comet is closest to the Sun and the rate of 
sublimation from the nucleus is greatest, is much larger still, 
sometimes spanning as much as 1 AU. From Earth, only the 
coma and tail of a comet are visible to the naked eye. Despite 
the size of the tail, most of the light comes from the coma. 
However, most of the comet’s mass resides in the nucleus.

R I V U X G
(b)

(a)

Hydrogen
envelope

Nucleus
Coma

To Sun

Tail

50,000 km

◀ fIgure 14.8 Comet Structure (a) Diagram of a typical comet, 
showing its nucleus, coma, envelope, and tail. The tail is not a sudden 

streak in time across the sky, as in the case of meteors or fireworks. 
Instead, it travels along with the rest of the comet, always pointing away from 

the Sun. Note how the invisible hydrogen envelope is usually larger than the 
visible extent of the comet; it is often even much larger than drawn here. (b) Halley’s 

Comet in 1986, about 1 month before it rounded the Sun at perihelion, is shown here 
approximately to the same scale as in part (a). (NOAO)
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Arguably the most famous comet of all is Halley’s 
comet. In 1705, the British astronomer Edmund Halley 
realized that the appearance of this comet in 1682 was not a 
one-time event. Basing his work on previous sightings of the 
comet, Halley calculated its path and found that the comet 
orbited the Sun with a period of 76 years. He predicted its 
reappearance in 1758. Halley’s successful determination of 
the comet’s trajectory and his prediction of its return was 
an early triumph of Newton’s laws of motion and gravity. 

 (Sec. 2.7) Although Halley did not live to see his calcu-
lations proved correct, the comet was named in his honor.

Once astronomers knew the comet’s period, they traced 
the appearances of the comet backward in time. Historical 
records from many ancient cultures show that Halley’s comet 

has been observed at every one of its passages since 240 b.c. A 
spectacular show, the tail of Halley’s comet can reach almost 
a full astronomical unit in length, stretching many tens of 
degrees across the sky. Figure 14.11(a) shows Halley’s comet as 
seen from Earth in 1910. Its most recent appearance, in 1986 
(Figure 14.11b and also Figure 14.8b), was not ideal for terres-
trial viewing, as the perihelion happened to occur on roughly 

the opposite side of the Sun 
from Earth, but the comet was 
closely scrutinized by space-
craft (see below). The comet’s 
orbit is shown in Figure 14.12. 
Its next scheduled visit to the 
inner solar system is in 2061.

Physical Properties 
of Comets
The mass of a comet can 
occasionally be estimated by 
watching how the comet inter-
acts with other solar system 
objects or by determining the 
size of the nucleus and assum-
ing a density characteristic of 
icy composition. These meth-
ods yield typical cometary 
masses ranging from 1012 to 
1016 kg, comparable to the 
masses of small asteroids.

A comet’s mass decreases 
with time, because some mate-
rial is lost each time the comet 

rounds the Sun as material evaporates from its surface. For 
comets that travel within an astronomical unit of the Sun, 
the evaporation rate can reach as high as 1030 molecules per 
second—about 30 tons of cometary material lost for every 
second the comet spends near the Sun (within Earth’s orbit, 
say). Astronomers have estimated that this loss of material 
will destroy even a large comet, such as Halley or Hale-
Bopp (Figure 14.9b), in just a few thousand orbits.

In seeking the physical makeup of a cometary body 
itself, astronomers are guided by the observation that com-
ets have dust that reflects light and also certain gas that 
emits spectral lines of hydrogen, nitrogen, carbon, and 
oxygen. Even as the atoms, molecules, and dust parti-
cles boil off, creating the coma and tail, the nucleus itself 

◀ fIgure 14.9 Comet tails (a) Comet giacobini-Zinner, seen here in 
1959, showed mainly an ion tail; its coma measured 70,000 km across 
and its tail was well over 500,000 km long. (b) Comet Hale-Bopp in 1997, 
displayed both an ion tail (dark blue) and a dust tail (white blue), showing 
also the gentle curvature and inherent fuzziness of the dust. At the 
comet’s closest approach to the Sun, its tail stretched nearly 40° across 
the sky. (U.S. Naval Observatory; W. Pacholka)
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remains a cold mixture of gas and dust, hardly more than 
a ball of loosely packed ice with a density of about 100 kg/
m3 and a temperature of only a few tens of kelvins. Experts 
now consider cometary nuclei to be made up largely of dust 
particles trapped within a mixture of methane, ammonia, 
carbon dioxide, and ordinary water ice. (These constitu-
ents should be fairly familiar to you as the main compo-
nents of most of the small moons in the outer solar system.) 

 (Secs. 12.5, 13.5) Because of this composition, comets 
are often described as “dirty snowballs.”

Space Missions to Comets
To date, three comets have received close-up visits from 
human spacecraft. When Halley’s comet rounded the Sun in 
1986, a small armada of spacecraft launched by the (former) 
USSR, Japan, and a group of western European countries went 
to meet it. One of the Soviet craft, Vega 2, traveled through the 
comet’s coma and came within 8000 km of the nucleus. Using 
positional knowledge of the comet gained from the Soviet craft 
encounter, the European Giotto spacecraft (named after the 
Italian artist who painted an image of Halley’s comet not long 
after its appearance in the year 1301) was navigated to within 
600 km of the nucleus. Figure 14.13 shows Giotto’s view of the 
comet’s nucleus, along with a sketch of its structure.

Halley’s nucleus is an irregular, potato-shaped object,  
15 km long by as much as 10 km wide, and almost jet black—as 
dark as finely ground charcoal or soot. The solid nucleus was 
enveloped by a cloud of dust, which scattered light throughout 
the coma. Partly because of this scattering and partly because 
of dimming by the dust, none of the visiting spacecraft were 
able to discern much surface detail on the nucleus.

The spacecraft found direct evidence for several jets 
of matter streaming from the nucleus. Instead of evaporat-
ing uniformly from the whole surface to form the comet’s 
coma and tail, gas and dust vent from small areas on the 
sunlit side of Halley’s nucleus. The force of these jets may be 
largely responsible for the comet’s observed 53-hour rotation 

Comet tails always point
away from the Sun on both 
inbound and outbound paths.

Fully formed,
curved dust tail

Ion tail

Dust tail
beginning
to formSun

◀ fIgure 14.10 Comet trajectory As it approaches the Sun, 
a comet develops an ion tail, which is always directed away from the 
Sun. Closer in, the dust tail displays marked curvature and tends to lag 
behind the ion tail. Compare this figure with a photo of a real comet, 
for example Figure 14.9.

▲ fIgure 14.11 Halley’s Comet (a) Halley’s comet as it appeared in 1910. Top, on May 10, with a 30° tail; bottom, 
on May 12, with a 40° tail. (b) Halley on its return visit, here photographed with higher resolution on March 14, 1986. 
(Caltech; Mt. Stromlo and Siding Springs Observatories)
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▲ fIgure 14.12 Halley’s orbit Halley’s comet has a smaller orbit and a shorter period than most comets, but its 
orbital orientation is not typical of a short-period comet. Sometime in the past, this comet must have encountered a 
jovian planet (probably Jupiter itself), which threw it into a tighter orbit that extends not to the Oort cloud, but merely a 
little beyond Neptune.

▲ fIgure 14.13 Halley, up Close (a) The european giotto spacecraft resolved the nucleus of Halley’s comet, 
showing it to be very dark, although heavy dust in the area obscured any surface features. resolution here is about 
50 m—half the length of a football field. At the time this image was made, in March 1986, the comet was within days 
of perihelion, and the Sun was toward the right. The brightest areas are jets of evaporated gas and dust spewing from 
the comet’s nucleus. (b) A diagram of Halley’s nucleus, showing its size, shape, jets, and other physical and chemical 
properties. (ESA/Max Planck Institut)
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What Killed the Dinosaurs?
The name dinosaur derives from the Greek words deinos (“terri-
ble”) and sauros (“lizard”). Dinosaurs were no ordinary reptiles: 
In their prime, roughly 100 million years ago, the dinosaurs 
were the all-powerful rulers of Earth. Their fossilized remains 
have been uncovered on all the world’s continents. Despite their 
dominance, according to the fossil record, these creatures van-
ished from Earth quite suddenly about 65 million years ago. 
What happened to them?

Until fairly recently, the prevailing view among paleontolo-
gists—scientists who study prehistoric life—was that dinosaurs 
were rather small-brained, cold-blooded creatures. In chilly cli-
mates, or even at night, the metabolisms of these huge reptiles 
would have become sluggish, making it difficult for them to move 
around and secure food. The suggestion was that they were poorly 
equipped to adapt to sudden changes in Earth’s climate, so they 
eventually died out. However, a competing, and still controversial, 
view of dinosaurs has emerged: Recent fossil evidence suggests 
that many of these monsters may in fact have been warm-blooded 
and relatively fast-moving creatures—not at all the dull-witted, 
slow-moving giants of earlier conception. In any case, no species 
able to dominate Earth for more than 100 million years could 
have been too poorly equipped for survival. For comparison, hu-
mans have thus far dominated for a little over 2 million years.

If the dinosaurs didn’t die out simply because of stupidity and 
inflexibility, then what happened to cause their sudden and com-
plete disappearance? Many explanations have been offered for the 
extinction of the dinosaurs. Devastating plagues, magnetic field 
reversals, increased tectonic activity, severe climate changes, and 
supernova explosions have all been proposed.  (Secs. 7.4, 7.5) 
In the 1980s, it was suggested that a huge extraterrestrial object 
collided with Earth 65 million years ago, and this is now (argu-
ably) the leading explanation for the demise of the dinosaurs.

According to this idea, a 10- to 15-km-wide asteroid or 
comet struck Earth, releasing as much energy as 10 million or 
more of the largest hydrogen bombs humans have ever con-
structed and kicking huge quantities of dust (including the 

pulverized remnants of the impactor itself) high into the atmos-
phere. (See the first figure.) The dust may have shrouded our 
planet for many years, virtually extinguishing the Sun’s rays dur-
ing that time. On the darkened surface, plants could not survive. 
The entire food chain was disrupted, and the dinosaurs, at the top 
of that chain, eventually became extinct.

Although we have no direct astronomical evidence to con-
firm or refute this idea, we can estimate the chances that a large as-
teroid or comet will strike Earth today on the basis of observations 

DISCOVery 14-1

(D. Hardy)

period. Like maneuvering rockets on a spacecraft, such jets 
can cause a comet to change its rotation rate and even to 
veer away from a perfectly elliptical orbit. Astronomers had 
hypothesized the existence of these nongravitational forces 
based on slight deviations from Kepler’s laws observed in 
some cometary trajectories. The Halley encounter was the 
first time they actually saw the jets at work.

In 1999, NASA launched the Stardust mission, with the 
objective of collecting the first ever samples of cometary 
material and returning them to Earth. In 2001, the space-
craft used a gravity assist from Earth to boost it onto a path 
to intercept comet P/Wild 2 (“Wild” is German, pronounced 
“Vilt”). The comet was chosen because it is a relative 

newcomer to the inner solar system, having been deflected 
onto its present orbit by an encounter with Jupiter in 1974. It 
therefore has not been subject to much solar heating or loss 
of mass by evaporation since it formed long ago.

In 2004, Stardust approached within 200 km of the 
comet’s nucleus (Figure 14.14a), collecting cometary parti-
cles in a specially designed foamlike “aerogel” detector (see 
Figure 14.14b). Stardust returned to Earth in 2006, returning 
the debris to mission scientists, who are now studying the 
detailed physical, chemical, and even biological properties 
of a body that most probably has not changed significantly 
since our solar system formed. As shown in Figure 14.14(c), 
the aerogel performed flawlessly, providing researchers 
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of the number of objects that are presently on Earth-crossing 
orbits. The second figure shows the likelihood of an impact as a 
function of the size of the colliding body. The horizontal scale in-
dicates the energy released by the collision, measured in megatons 
of TNT. The megaton—4.2 * 1016 joules, the explosive yield of a 
large nuclear warhead—is the only common terrestrial measure 
of energy adequate to describe the violence of these occurrences.

We see that 100-million megaton events, like the planetwide 
catastrophe that supposedly wiped out the dinosaurs, are very 
rare, occurring only once every 10 million years or so. However, 
smaller impacts, equivalent to “only” a few tens of kilotons of 
TNT (roughly equivalent to the bomb that destroyed Hiroshima 
in 1945), could happen every few years—and we may be long 
overdue for one. The most recent large impact was the Tunguska 
explosion in Siberia, in 1908, which packed a roughly 1-megaton 
punch (see Figure 14.28).

The main geological evidence supporting the theory that 
the dinosaurs’ extinction was the result of an asteroid impact is 
a layer of clay enriched with the element iridium. The layer is 
found in 65-million-year-old rocky sediments all around our 

planet. Iridium on Earth’s surface is rare, because most of it sank 
into our planet’s interior long ago. The abundance of iridium in 
this one layer of clay is about 10 times greater than in other ter-
restrial rocks, but it matches closely the abundance of iridium 
found in meteorites (and, we assume, in asteroids and comets, 
too). The site of the catastrophic impact has also been tentatively 
identified as being near Chicxulub, in the Yucatán Peninsula in 
Mexico, where evidence of a heavily eroded, but not completely 
obliterated, crater of just the right size and age has been found.

The theory is not without its detractors, however. Perhaps 
predictably, the idea of catastrophic change on Earth being 
precipitated by events in interplanetary space was rapidly ac-
cepted by most astronomers, but it remains controversial among 
some paleontologists and geologists. Opponents argue that the 
amount of iridium in the clay layer varies greatly from place to 
place across the globe, and there is no complete explanation of 
why that should be so. Perhaps, they suggest, the iridium was 
produced by volcanoes, and has nothing to do with an extrater-
restrial impact at all.

Still, in the 30 years since the idea was first suggested, the 
focus of the debate seems to have shifted. The reality of a major 
impact 65 million years ago has become widely accepted, and 
much of the argument now revolves around the question of 
whether that event actually caused the extinction of the dinosaurs 
or merely accelerated a process that was already underway. Either 
way, the realization that such catastrophic events can and do occur 
marks an important milestone in our understanding of evolution 
on our planet. This realization was bolstered by the Shoemaker–
Levy 9 impact on Jupiter in 1994.  (Discovery 11-1) In addition, 
there is growing evidence for even larger impacts in the more 
distant past, with yet more sweeping evolutionary consequences.  
As is often the case in science, the debate has evolved, sometimes 
erratically, as new data have been obtained, but a real measure of 
consensus has already been achieved, and important new insights 
into our planetary environment have been gained.  (Sec. 1.2)

As a general rule, we can expect that global catastrophes are 
bad for the dominant species on a planet. As the dominant spe-
cies on Earth, we are the ones who now stand to lose the most.
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with the first-ever samples of cometary material. Among 
other findings, detailed chemical analysis of the samples has 
revealed evidence for nitrogen-rich organic material appar-
ently formed in deep space and the unexpected presence of 
silicate materials that should only have formed at high tem-
peratures, possibly challenging astronomers’ current mod-
els of solar system formation.  (Sec. 6.7)

A more recent NASA mission had a much more violent 
end. On July 4, 2005, a 400-kg projectile from NASA’s Deep 
Impact spacecraft crashed into comet Tempel 1 at more than 
10 km/s (23,000 mph), blasting gas and debris from the com-
et’s surface into interplanetary space, while the spacecraft itself 
watched from a safe distance of 500 km. Figure 14.15 shows 

an image of the resulting explosion about 1 minute after 
impact. Spectroscopic analysis of the ejected gas has provided 
scientists with their clearest view yet of the internal compo-
sition of a comet, and hence of the primordial matter of the 
early solar system, confirming the presence of water ice and 
many organic molecules. Observations of the crater suggest a 
low-density “fluffy” internal composition, consistent with the 
“snowball” picture of cometary structure presented earlier.

ConCept Check

4 In terms of composition, how do comets differ from 
asteroids?
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Comet Orbits
Comets that survive their close encounter with the Sun—
some break up entirely—continue their outward journey to 
the edge of the solar system. Their highly elliptical orbits take 
many comets far beyond Pluto, perhaps even as far as 50,000 
AU, where, in accord with Kepler’s second law, they move 
more slowly and so spend most of their time.  (Sec. 2.5)  

Most comets take hundreds of thousands, and some even 
take millions, of years to complete a single orbit around the 
Sun. These comets are known as long-period comets. How-
ever, a few short-period comets, conventionally defined as 
those having orbital periods of less than 200 years, return for 
another encounter within a relatively short time. According 
to Kepler’s third law, short-period comets do not venture far 
beyond the distance of Neptune at aphelion.

Unlike the orbits of the other solar system objects we 
have studied so far, the orbits of comets are not necessar-
ily confined to within a few degrees of the ecliptic plane. 
Short-period comets do tend to have prograde orbits lying 
close to the ecliptic, but long-period comets exhibit all 
inclinations and all orientations, both prograde and ret-
rograde, roughly uniformly distributed in all directions 
from the Sun.

The short-period comets originate beyond the orbit of 
Neptune, in the Kuiper belt (named after Gerard Kuiper, 
a pioneer in infrared and planetary astronomy). A little 
like the asteroids in the inner solar system, most Kuiper 
belt comets move in roughly circular orbits between about 
30 and 50 AU from the Sun, never venturing inside the 
orbits of the jovian planets. Occasionally, however, a close 
encounter between two comets, or (more likely) the cumu-
lative gravitational influence of one of the outer planets, 
“kicks” a Kuiper belt comet into an eccentric orbit that 
brings it into the inner solar system and into our view. 
The observed orbits of these comets reflect the f lattened 
structure of the Kuiper belt.

What of the long-period comets? How do we account 
for their apparently random orbital orientations? Only a 
tiny portion of a typical long-period cometary orbit lies 
within the inner solar system, so it follows that, for every 
comet we see, there must be many more similar objects at 
great distances from the Sun. On these general grounds, 

(b)(a)

5 km

(c)

1 cm

Cometary
dust
particles

R I U X GV

Interactive fIgure 14.14 Comet Wild-2 (a) The Stardust spacecraft captured this image 
of comet Wild-2 in 2004, just before the craft passed through the comet’s coma. (b) Onboard is a 
detector made of a foamlike jelly (called aerogel) that is 99.8% air, yet is strong enough to stop and 
store cometary dust particles as they hit the spacecraft. (c) upon return of the craft to earth in 

2006, analysis began of the minute tracks in the aerogel, the ends of which contain captured comet dust 
fragments. (NASA)

3 km

Interactive fIgure 14.15 Deep Impact The nucleus of 
comet Tempel 1 is shown at top before impact in 2005 and at 
bottom shortly after collision with a small projectile launched 
by the Deep Impact mother ship. (JPL)
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14.3 Beyond Neptune
No one has ever observed any comets in the faraway Oort 
cloud—they are just too small and dim for us to see from Earth. 
But in the 1990s such faint objects began to be inventoried in 
the relatively nearby Kuiper belt, just beyond Neptune’s orbit, 
some 30 to 50 AU from the Sun. They are collectively referred 
to as Kuiper belt objects. And as the search has broadened, 
other, even more distant bodies have been found. The generic 
term for any small body orbiting beyond Neptune—including 
members of the Kuiper belt—is trans-Neptunian object.

Ground-based telescopes have led the way in recent 
years in the painstaking effort to capture the meager 
amounts of sunlight reflected from these dark inhabi- 
tants of the outer solar system. However, one resident of the  
Kuiper belt has been known for decades—Pluto. Let’s begin 
our study of this distant region by reviewing what is known 
about its most prominent member.

The Serendipitous Discovery of Pluto
Around the end of the 19th century, observations of the orbits 
of Uranus and Neptune suggested that Neptune’s influ-
ence was not sufficient to account for all the irregularities in  
Uranus’s motion. Furthermore, it seemed that Neptune itself 
might be affected by some other unknown body—perhaps 
even another planet. Following their success in the discovery 
of Neptune, astronomers hoped to pinpoint the location of 
this new object by using similar techniques. One of the most 
ardent searchers was Percival Lowell, a capable, persistent 
observer and one of the best-known astronomers of his day. 
(Recall that he was also the leading proponent of the theory 
that the “canals” on Mars were constructed by an intelligent 
race of Martians—see the Part 2 Opener on p. 130).

Basing his investigation primarily on the motion of  
Uranus (Neptune’s orbit was still relatively poorly determined 
at the time), and using techniques similar to those developed 
earlier in the search for Neptune by Adams and Leverrier, 

many astronomers reason that there must be a huge 
“cloud” of comets far beyond the orbit of Pluto, completely 
surrounding the Sun. This region, which may contain tril-
lions of comets, with a total mass comparable to the mass 
of the inner planets, is named the Oort cloud, after the 
Dutch astronomer Jan Oort, who first wrote (in the 1950s) 
of the possibility of such a vast reservoir of inactive, fro-
zen comets orbiting far from the Sun. The Kuiper belt and 
the orbits of some typical Oort cloud comets are sketched 
in Figure 14.16.

The observed orbital properties of long-period comets 
have led researchers to conclude that the Oort cloud may 
be up to 100,000 AU in diameter. Like those of the Kuiper 
belt, however, most of the comets of the Oort cloud never 
come anywhere near the Sun. Indeed, Oort cloud comets 
rarely approach even the orbit of Pluto, let alone that of 
Earth. Only when the gravitational field of a passing star 
happens to deflect a comet into an extremely eccentric orbit 
that passes through the inner solar system do we actually 
get to see the comet.

Because the Oort cloud surrounds the Sun in all direc-
tions, instead of being confined near the plane of the ecliptic 
like the Kuiper belt, the long-period comets we see can come 
from any direction in the sky. Despite their great distances 
and long orbital periods, Oort cloud comets are still gravita-
tionally bound to the Sun. Their orbits are governed by pre-
cisely the same laws of motion that control the planets’ orbits.

proCeSS of SCIeNCe Check

4 In what sense are the comets we see unrepresentative 
of comets in general?

Only those comets with the most
elongated orbits enter
the planetary system.

Oort cloud

(b)

(a)

Kuiper belt

50 AU

50,000 AU

Solar
system

◀ fIgure 14.16 Comet reservoirs (a) Diagram of the Oort cloud, 
showing a few cometary orbits. The solar system is much smaller than the 
overlaid box at the center of the figure. (b) The Kuiper belt, the source of 
short-period comets, whose orbits hug the plane of the ecliptic.
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Pluto is so far away that little is known of its physical 
nature. Until the late 1970s, studies of sunlight reflected from 
its surface suggested a rotation period of just under a week, 
but measurements of its mass and radius were uncertain. All 
this changed in 1978, when astronomers at the U.S. Naval 
Observatory discovered that Pluto has a companion. It was 
named Charon, after the mythical boatman who ferried the 
dead across the river Styx into Hades, Pluto’s domain. The 
discovery photograph of Charon is shown in Figure 14.18(a). 
Charon is the small bump near the top of the image. Fig-
ure 14.18(b) shows a 2005 Hubble Space Telescope view that 
clearly resolves the two bodies and in addition shows two 
more small satellites orbiting the Pluto–Charon system. The 
new moons are perhaps 100 km in diameter and orbit Pluto 
at roughly twice the distance of Charon. They have since 
been named Nix (for the goddess of darkness and mother of 
Charon) and Hydra (a mythical nine-headed monster). Two 
more, even smaller (10 km), moons, known simply as S/2011 
P1 and S/2012 P1, were spotted in 2011 and 2012, respectively.

The discovery of Charon permitted astronomers to 
measure the masses and radii of both bodies with great accu-
racy. Charon’s orbit is inclined at an angle of 118° to the plane 
of Pluto’s path around the Sun. By pure luck, over the 6-year 
period from 1985 to 1991 (less than 10 years after Charon’s 
discovery), the two bodies happened to be oriented in such 
a way that viewers on Earth saw a series of eclipses, in which 
Pluto and Charon repeatedly passed in front of each other, 
as seen from our vantage point. Figure 14.19 sketches this 
orbital configuration. With more good fortune, these eclipses 
took place while Pluto was closest to the Sun, making for the 
best possible Earth-based observations.

Basing their calculations principally on the variations 
in reflected light as Pluto and Charon periodically hid each 

Lowell set about calculating where the supposed new body 
should be. He sought it, without success, during the decade 
preceding his death in 1916. Not until 14 years later did Ameri-
can astronomer Clyde Tombaugh, working with improved 
equipment and better photographic techniques at the Lowell 
Observatory, succeed in finding the new body, only 6° away 
from Lowell’s predicted position. It was named Pluto, for 
the Roman god of the dead who presided over eternal dark-
ness (and also because its first two letters and its astronomi-
cal symbol, $; are Lowell’s initials). The discovery of Pluto was 
announced on March 13, 1930, Percival Lowell’s birthday, and 
also the anniversary of Herschel’s discovery of Uranus.

On the face of it, the discovery of Pluto looked like 
another spectacular success for celestial mechanics. However, 
it now appears that the supposed irregularities in the motions 
of Uranus and Neptune did not exist, and that the mass of 
Pluto, not measured accurately until the 1980s, is far too small 
to have caused them anyway. The discovery of Pluto owed 
much more to simple luck than to complex mathematics!

Pluto’s Orbital and Physical Properties
Pluto’s orbit is quite elongated, with an eccentricity of 0.25. 
It is also inclined at 17.2° to the plane of the ecliptic. Because 
of its substantial orbital eccentricity, Pluto’s distance from 
the Sun varies considerably. At perihelion, it lies 29.7 AU 
(4.4 billion km) from the Sun, inside the orbit of Neptune. At 
aphelion, the distance is 49.3 AU (7.4 billion km), well out-
side Neptune’s orbit. Pluto last passed perihelion in 1989 and 
remained inside Neptune’s orbit until February 1999. Given 
Pluto’s 248-year orbital period, this will not occur again until 
the middle of the 23rd century. The orbits of Neptune and 
Pluto are sketched in Figure 14.17.

Pluto’s orbital period is exactly 1.5 times that of Nep-
tune—in other words, the two bodies are locked in a 3:2 reso-
nance (two orbits of Pluto for every three of Neptune) as they 
orbit the Sun. As a result, even though their orbits appear 
to cross, Pluto and Neptune are in no danger of colliding 
with each other. Because of the resonance and Pluto’s tilted 
orbital plane, the distance between the two bodies at closest 
approach is actually about 17 AU (compare with Pluto’s clos-
est approach to Uranus of just 11 AU). As with other solar 
system resonances, Pluto’s 3:2 synchronization with Neptune 
is not a matter of chance. In fact, it is a direct consequence of 
the evolution of the outer solar system billions of years ago.

Recall from Chapter 6 that Neptune is thought to have 
migrated slowly outward as the planet interacted with plan-
etesimals and helped form the Kuiper belt.  (Sec. 6.7) As 
it did so, the radius corresponding to the 3:2 resonance also 
swept outward through the surviving planetesimals. Many 
planetesimals—Pluto included—on near-resonant orbits 
were captured and carried along with Neptune, locked in 
synchrony to it forever, as it drifted toward its present loca-
tion. About 15 percent of all Kuiper belt objects—dubbed 
plutinos—share Pluto’s orbital resonance.

Pluto
in 1989

Pluto
in 1979

Sun

Orbit of
Neptune

Pluto
in 1999

Neptune in 1979

Orbit of
Pluto

 1989
1999

Interactive fIgure 14.17 Neptune and pluto The orbits 
of Neptune and Pluto cross, although Pluto’s orbital inclination 
and a 3:2 resonance prevent the planets from coming close to 
each other. Between 1979 and 1999, Pluto was actually inside 
Neptune’s orbit.
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similar in both mass and radius to Neptune’s large moon, 
Triton—which, as we have seen, is thought to be a captured 
Kuiper belt object.  (Sec. 13.5) Spectroscopy reveals the 
presence of frozen methane as a major surface constituent of 
Pluto, implying a temperature of no more than 50 K. Pluto 
may also have a thin methane atmosphere, associated with 
the methane ice on its surface.

Recent computer-generated maps (Figure 14.20) have 
begun to hint at surface features on Pluto and suggest that 

other, astronomers calculated that Pluto and Charon move 
in a circular, tidally locked orbit with a period of 6.4 days 
and a separation of 19,700 km, implying a mass for Pluto of 
0.0021 Earth mass (1.3 * 1022 kg), far smaller than any pre-
vious estimate.  (More Precisely 2-2) Pluto’s diameter is 
2270 km, about one-fifth the size of Earth. Charon is about 
1300 km across. If both bodies have the same composition 
(probably a reasonable assumption), Charon’s mass must be 
about one-sixth that of Pluto.

The masses and radii of Pluto and Charon imply aver-
age densities of 2100 kg/m3—just what we would expect for 
bodies of that size made up mostly of water ice, like the large 
moons of the outer planets.  (Sec. 6.2) In fact, Pluto is very 

▼ fIgure 14.18 pluto and Charon (a) The discovery photograph 
of Pluto’s moon, Charon, shows the moon as a small blotch of light at 
the top right part of the image. (b) The Pluto–Charon system, shown 
to the same scale and better resolved than in part (a), as seen by the 
Hubble Space Telescope. (U.S. Naval Observatory; NASA)

Pluto
Pluto

Charon

Nix

Hydra

(a)
R I V U X G

(b)

Charon

1994

1991
1988

1985

Orbital
path

Pluto

Charon 1982

118°

▲ fIgure 14.19 pluto–Charon eclipses The orbital orientation 
of Charon produced a series of eclipses between 1985 and 1991. 
Observations of eclipses of Charon by Pluto and of Pluto by Charon have 
provided detailed information about the sizes and orbits of both bodies.

R I V U X G

1000 km

▲ fIgure 14.20 pluto A three-dimensional surface map of 
Pluto—not a photograph, but rather a “modeled” view created 
by carefully combining 24 Hubble Space Telescope images with a 
mathematical description of the surface. (NASA)
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distance, semimajor axis, period, and eccentricity can be 
inferred; its brightness, which translates into an estimated 
diameter; and sometimes brightness variations, which 
may imply rotation or the presence of a companion.

Nevertheless, as astronomers have refined their obser-
vational techniques, the number of known objects beyond 
Neptune has risen rapidly. As of early 2013, the count stands 
at just over 1600; most are in the Kuiper belt. Because they 
are so small and distant, researchers reason that only a tiny 
fraction of the total have so far been observed, and the total 
number of Kuiper belt objects larger than 100 km is esti-
mated to be more than 100,000. If that is so, then the com-
bined mass of all the debris in the Kuiper belt could well be 
hundreds of times larger than the mass of the inner asteroid 
belt (although still less than the mass of Earth).

Unfortunately for Pluto’s planetary status, as the details 
were filled in and the numbers of known trans-Neptunian 
objects increased, it became more and more clear to astron-
omers that Pluto is not distinctly different from the other 
small bodies in the outer solar system, as had once been 
supposed. The Kuiper belt object Quaoar (pronounced 
“KWAH-o-wahr,” and named for a Native American crea-
tion god), discovered in 2002, is roughly 1200 km across—
larger than the largest asteroid, Ceres, and more than half 
the size of Pluto. The Kuiper belt objects Haumea, discov-
ered in 2003, and Makemake, discovered in 2005, are larger 
still—both some 1500–2000 km across (their names are 
drawn from Hawaiian mythology). But the final blow came 
with the confirmation in 2005 of the (non-Kuiper belt) 
object Eris (appropriately named for the Greek goddess 
of discord, and shown in Figure 14.21b), whose diameter, 
measured in 2006 by HST, is 2400 km—larger than Pluto.

The sizes of some of the biggest known trans-Neptu-
nian objects are compared in Figure 14.22, and their orbits 
are sketched in Figure 14.23. These figures include yet 
another intriguing object called Sedna, discovered in 2003 
and thought to have a diameter of about 1500 km. It is the 

R I V U X G
(a)

Eris

Dysnomia

R I V U X G
(b)

◀ fIgure 14.21 Kuiper 
Belt object (a) These frames 
show some of the best available 
images of the Kuiper belt object, 
Pholus—the fuzzy blob (marked 
with an arrow) that changes 
position over the course of a few 
days. It’s almost 1000 km across 
and lies more than 40 Au from 
earth. (b) The trans-Neptunian 
object eris and its small moon 
Dysnomia (named after the greek 
goddess of discord and her 
daughter, goddess of chaos and 
lawlessness) were imaged in the 
infrared at the Keck Observatory 
in Hawaii. (LPL/Keck)

Charon may have bright polar caps, although their composi-
tion and nature are unknown. Some of the dark regions may 
be craters or impact basins, as on Earth’s Moon.  (Sec. 
8.3) However, astronomers eager for a closer look will have to 
wait until 2015, when NASA’s New Horizons mission to Pluto 
and the Kuiper belt, launched in 2006, is scheduled to reach 
its destination.

Properties of Trans-Neptunian Objects
Most Kuiper belt objects are not nearly as well observed as 
Pluto, which happens to be the largest known member of 
the class and orbits near the inner edge of the belt, mak-
ing it appear relatively bright as seen from Earth. Most 
trans-Neptunian objects—even the large ones—are very 
faint: Figure 14.21 shows some of the best available images 
(apart from those of Pluto and Charon) of some of these 
distant bodies. Astronomers generally have only limited 
information on them—a segment of an orbit, from which 
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farthest known object in the solar system. Its highly elliptical 
orbit takes it out to almost 1000 AU from the Sun—almost 
to the (theoretical) inner edge of the Oort cloud. There may 
well be more Pluto-sized (or larger) objects still out there, 
waiting to be discovered—the possibility has not been con-
clusively ruled out. Systematic faint surveys of a broad swath 
of the sky that includes the entire plane of the ecliptic (as are 
planned within the next decade) will be needed before any 
definitive statement can be made.

The King of the Kuiper Belt
Even before the discovery of Eris, many astronomers had 
already concluded that Pluto was not a different type of 

object at all, but simply the largest known member of the 
Kuiper belt, playing much the same role in the Kuiper 
belt as Ceres does among the asteroids. Once it became 
clear that Eris was most likely larger than Pluto, pressure 
mounted to find a classification that reflected astronomers’ 
new understanding of the outer solar system. In 2006 the 
International Astronomical Union (IAU) adopted the first 
ever definition of a planet: A body is considered a planet if

1. it orbits the Sun,
2. it is massive enough that its own gravity has caused its 

shape to be approximately spherical, and
3. it has “cleared the neighborhood” around its orbit of 

other bodies.

“Clearing the neighborhood” means that the body has 
swept up (collided with) any debris whose orbit happens to 
intersect its path, or that its gravity has kicked most such 
debris to other parts of the solar system.  (Discovery 6-1)

Pluto certainly satisfies the first two criteria. However, 
part 3 of this definition excludes Pluto from planetary status. 
The wording is chosen specifically to ensure that a planet is 
massive enough to dominate its immediate neighborhood, 
and Pluto, which orbits within the congested Kuiper belt and 
is resonantly tied to Neptune’s orbital motion, clearly does 
not meet that condition. Indeed, as we saw in the chapter on 
the solar system (Chapter 6), the Kuiper belt was formed as 
Neptune and Uranus established themselves as planets by 
clearing their own orbital neighborhoods of interplanetary 
debris.  (Sec. 6.7) As if for consolation, so as not to com-
pletely strip Pluto of its title, the International Astronomical 
Union invented a new term for bodies that satisfy criteria 
1 and 2 but not 3—dwarf planet. Eris, Pluto, Makemake, 
Haumea, and Ceres all fall into this category. Some of the 
other bodies in Figure 14.22 may also be classified as dwarf 
planets once their properties are better determined. In 2008 
the IAU decided that the icy dwarf planets beyond Neptune 
would henceforth be known collectively as plutoids.

Varuna

Orcus

Quaoar

Sedna

2007 OR10

Makemake

Haumea

Eris Pluto
Moon

Earth
2000 km

▲ fIgure 14.22 trans-Neptunian objects Some large trans-Neptunian objects, including Pluto and the largest 
known, called eris, with part of earth and the Moon added for scale. Most diameters are approximate, as they are 
estimated from the object’s observed brightness. (NASA; Caltech)

Eris

Jupiter

Neptune
Pluto, Orcus

Quaoar,
Varuna

Kuiper belt

Sedna

50 AU

▲ fIgure 14.23 orbits in the outer Solar System Orbits 
of some prominent residents of the outer solar system: Jupiter, 
Neptune, the Kuiper belt, Pluto, and several more trans-Neptunian 
objects. Sedna’s orbit extends for 10 times the outermost distance 
to eris.
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The IAU decision has sparked controversy among 
astronomers. Some are unhappy at Pluto’s demotion from 
the solar system “A list.” They argue (probably correctly) 
that the new definition was concocted largely to exclude 
Pluto and Eris from planetary status and that criterion 3 in 
its current form is really too vague to be of much scientific 
value. Others applaud the redefinition as long-overdue rec-
ognition of Pluto’s true identity as a large Kuiper belt object, 
but object to the new term “dwarf planet” as redundant and 
unnecessarily confusing.

The arguments over terminology are probably not over, 
but it seems unlikely that future changes will restore Pluto 
to its former status. Simply put, it is not sufficiently different 
from the other known Kuiper belt objects to warrant inclu-
sion in a different category. Few astronomers doubt that if 
Pluto were discovered today, its classification as a member 
(the largest yet, the headlines would say!) of the Kuiper belt 
would be assured.

Pluto’s reclassification illustrates the way in which  
science evolves. Our conception of the cosmos has under-
gone many changes—some radical, others more gradual—
since the time of Copernicus.  (Sec. 2.3) We have seen 
several examples already, and we will see many more later 
in this book. As our understanding grows, our terminol-
ogy and classifications change. The situation with Pluto  
has a close parallel in the discovery of the first asteroids in 
the early 19th century. They, too, were initially classified 
as planets—indeed, in the 1840s, leading astronomy texts 
listed no fewer than 11 planets in our solar system, including 
as numbers 5 through 8 the asteroids Vesta, Juno, Ceres, and 
Pallas. Within a couple of decades, however, the discovery 

of several dozen more asteroids had made it clear that these 
small bodies represented a whole new class of solar system 
objects, separate from the major planets, and the number 
of planets fell to 8 (including the then newly discovered 
Neptune).

Much of the observational work on the Kuiper belt 
began as a search for a 10th planet. It is ironic that the end 
result of these efforts has been a reduction in the number of 
“true” solar system planets back to eight!

CoNCept Check

4 Why do astronomers no longer regard Pluto as a 
planet?

14.4 Meteoroids
On a clear night, it is possible to see a few meteors—“shooting 
stars”—every hour. A meteor is a sudden streak of light in 
the night sky caused by friction between air molecules in 
Earth’s atmosphere and an incoming piece of interplanetary 
matter—an asteroid, a comet, or a meteoroid. The friction 
heats and excites the air molecules, which then emit light 
as they return to their ground states, producing the char-
acteristic bright streak shown in Figure 14.24. Recall from  
Section 6.5 that the distinction between an asteroid and 
a meteoroid is simply a matter of size. Both are chunks of 
rocky interplanetary debris; meteoroids are conventionally 
taken to be less than 100 m in diameter.

Note that the brief flash that is a meteor is in no way 
similar to the broad, steady swath of light associated with a 

R I V U X G
(a) (b)

▲ fIgure 14.24 Meteor trails A bright streak of light called a meteor is produced when a fragment of 
interplanetary debris plunges into the atmosphere, heating the air to incandescence. (a) A small meteor photographed 
against a backdrop of stars and the Northern Lights. (b) These meteors (one with a red smoke trail) streaked across the 
sky during the height of the Leonid meteor storm of November 2001. (P. Parviainen; J. Lodriguss)
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comet’s tail. A meteor is a fleeting event in Earth’s atmosphere, 
whereas a comet tail exists in deep space and can be visible 
in the sky for weeks or even months. Before encountering the 
atmosphere, the piece of debris causing a meteor was almost 
certainly a meteoroid, because these small interplanetary 
fragments are far more common than either asteroids or 
comets. Any piece of interplanetary debris that survives its 
fiery passage through our atmosphere and finds its way to the 
ground is called a meteorite.

Cometary Fragments
Smaller meteoroids are mainly the rocky remains of broken-
up comets. Each time a comet passes near the Sun, some 
cometary fragments are dislodged from the main body. The 
fragments initially travel in a tightly knit group of dust or 
pebble-sized objects, called a meteoroid swarm, moving in 
nearly the same orbit as the parent comet. Over the course 
of time, the swarm gradually disperses along the orbit, and 

eventually the micrometeoroids, as these small meteoroids 
are known, become more or less smoothly spread all the way 
around the parent comet’s orbit.

If Earth’s orbit happens to intersect the orbit of such a 
young cluster of meteoroids, a spectacular meteor shower 
can result. Earth’s motion takes our planet across a given 
comet’s orbit at most twice a year (depending on the pre-
cise orbit of each body). Intersection occurs at the same 
time each year (see Figure 14.25), so the appearance of 
certain meteor showers is a regular and (fairly) predic-
table event.

Table 14.1 lists some prominent meteor showers, the 
dates they are visible from Earth, and the comets from 
which they are thought to originate. Meteor showers are 
usually named for their radiant, the constellation from 
whose direction they appear to come (Figure 14.26). For 
example, the Perseid shower is seen to emanate from 
the constellation Perseus. It can last for several days, but 
reaches maximum every year on the morning of August 12,  
when upward of 50 meteors per hour can be observed. 
Astronomers can use the speed and direction of a mete-
or’s f light to compute the meteor’s interplanetary trajec-
tory. This is how certain meteoroid swarms have come to 
be identified with well-known comet orbits. For example, 
the Perseid shower shares the same orbit as comet 1862III 
(also known as comet Swift-Tuttle), the third comet dis-
covered in the year 1862.

Comet debris
continues to
disperse.

Fragments continue
along the comet orbit
as it begins to break up.

Comet breaks up as
it rounds the Sun.

2

Earth

Sun

4

1

3

Meteor
showers occur 
when cometary 
debris hits Earth.

▲ fIgure 14.25 Meteor Showers A meteoroid swarm 
associated with a given comet intersects earth’s orbit at specific 
locations, giving rise to meteor showers at specific times of the year. 
If the comet’s path happens to intersect earth’s, the result is a meteor 
shower each time earth passes through the intersection (point 4).

Morning of 
Maximum 
Activity

Name of 
Shower

rough 
Hourly 
Count

parent Comet

Jan. 3 Quadrantid 40 —
Apr. 21 Lyrid 10 1861I (Thatcher)
May 4 Eta Aquarid 20 Halley
June 30 Beta Taurid   25‡ Encke
July 30 Delta 

Aquarid
20 —

Aug. 11 Perseid 50 1862III (Swift-Tuttle)
Oct. 9 Draconid up to 500 Giacobini-Zinner
Oct. 20 Orionid 30 Halley
Nov. 7 Taurid 10 Encke
Nov. 16 Leonid   12* 1866I (Tuttle)
Dec. 13 Geminid 50 3200 (Phaeton)†

* Every 33 years, as Earth passes through the densest region of this 
meteoroid swarm, we see intense showers that can exceed 1000 meteors 
per minute for brief periods. This intense activity is next expected to 
occur in 2032.

† Phaeton is actually an asteroid and shows no signs of cometary activity, 
but its orbit matches the meteoroid paths very well.

‡ Meteor count peaks after sunrise.
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sometimes known as fireballs. The greater the speed of the 
incoming object, the hotter its surface becomes and the 
faster it burns up. A few large meteoroids enter the atmo-
sphere at such high speed (about 75 km/s) that they either 
fragment or disperse entirely at high altitudes.

The more massive meteoroids (at least a ton in mass and 
a meter across) do make it to Earth’s surface, producing a 
crater such as the kilometer-wide Barringer Crater shown in 
Figure 8.18. From the size of this crater, we can estimate that 
the meteoroid responsible for its formation must have had a 
mass of about 200,000 tons. Since only 25 tons of iron mete-
orite fragments have been found at the crash site, the remain-
ing mass must have been scattered by the explosion at impact, 
broken down by subsequent erosion, or buried in the ground.

Currently, Earth is scarred with nearly 100 craters larger 
than 0.1 km in diameter. Most of these craters are so heav-
ily eroded by weather and distorted by crustal activity that 
they can be identified only in satellite photography, as shown 
in Figure 14.27. Fortunately, such major collisions between 
Earth and large meteoroids are thought to be rare events 
now. Researchers estimate that, on average, they occur only 
once every few hundred thousand years (see Discovery 14-1).

The orbits of large meteorites that survive their plunge 
through Earth’s atmosphere can be reconstructed in a man-
ner similar to that used to determine the orbits of meteor 
showers. In most cases, their computed orbits do indeed 
intersect the asteroid belt, providing the strongest evidence 
we have that they were once part of the belt before being 

▲ fIgure 14.26 radiant (a) A group of meteoroids approaches 
an observer, all of them moving in the same direction at the same 
speed. (b) From the observer’s viewpoint, the trajectories of the 
meteoroids (and the meteor shower they produce) appear to spread 
out from a central point, called the radiant, in much the same way as 
parallel railroad tracks seem to converge in the distance (c).

Observer

Radiant

(a)

(b)

(c)

Meteoroid
swarm

The view from the side

Meteors coming at you face-on

▲ fIgure 14.27 Manicouagan reservoir This infrared 
photograph, taken from orbit by the u.S. Skylab space station, shows 
the ancient impact basin that forms Quebec’s Manicouagan reservoir. 
A large meteorite landed there about 200 million years ago. (NASA)

R I V U X G

30 km30 km

Stray Asteroids
Larger meteoroids—more than a few centimeters in diam-
eter—are usually not associated with swarms of cometary 
debris. Generally regarded as small bodies that have strayed 
from the asteroid belt, possibly as the result of collisions with 
or between asteroids, these objects have produced most of 
the cratering on the surfaces of the Moon, Mercury, Venus, 
Mars, and some of the moons of the jovian planets. When 
these large meteoroids enter Earth’s atmosphere with a typi-
cal velocity of nearly 20 km/s, they produce energetic shock 
waves, or “sonic booms,” as well as bright streaks in the sky 
and dusty trails of discarded debris. Such large meteors are 
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redirected, probably by a collision with another asteroid, 
into the Earth-crossing orbit that led to the impact with our 
planet. Not all meteoroids come from the asteroid belt, how-
ever: As we have already seen, some are known to have orig-
inated on the surface of Mars.  (Discovery 10-1) In addi-
tion, detailed composition studies reveal that others most 

likely came from the Moon, blasted off the lunar surface by 
violent impacts long ago.

Not all encounters of meteoroids with Earth result in an 
impact. One of the most recent meteoritic events occurred in 
central Siberia on June 30, 1908 (Figure 14.28). The presence 
of only a shallow depression, as well as a complete absence 
of fragments, implies that this Siberian intruder exploded 
several kilometers above the ground, leaving a blasted 
depression at ground level, but no well-formed crater. Recent 
calculations suggest that the object in question was a rocky 
meteoroid about 30 m across. The explosion, estimated 
to have been equal in energy to a 10-megaton nuclear 
detonation, was heard hundreds of kilometers away and 
produced measurable increases in atmospheric dust levels 
all across the Northern Hemisphere.

Meteorite Properties
One feature that distinguishes small micrometeoroids, 
which burn up in Earth’s atmosphere, from larger meteor-
oids, which reach the ground, is their composition—as evi-
denced by their strikingly different densities. The average 
density of meteoritic fireballs that are too small to reach the 
ground (but that can be captured by high-flying aircraft) 
is about 500–1000 kg/m3. Such a low density is typical of 
comets, which are made of loosely packed ice and dust. In 
contrast, the meteorites that reach Earth’s surface are often 
much denser—up to 5000 kg/m3—suggesting a composi-
tion more like that of the asteroids. Meteorites like those 
shown in Figure 14.29 have received close scrutiny from 

▲ fIgure 14.28 tunguska Debris The Tunguska event of 1908 
leveled trees over a vast area. Although the impact of the blast was 
tremendous and its sound audible for hundreds of kilometers, this 
Siberian site is so remote that little was known about the event until 
scientific expeditions arrived to study it many years later. (Sovfoto/
Eastfoto)

▲ fIgure 14.29 Large Meteorites (a) The world’s second largest meteorite, the 
Ahnighito, on display at the American Museum of Natural History in New york, serves 
as a jungle gym for curious children. This 34-ton rock is so heavy that the Museum 
floor had to be specially reinforced to support its weight. (b) The Wabar meteorite, 
discovered in the Arabian desert. Although small fragments of the original meteor had 
been collected more than a century before, the 2000-kg main body was not found 
until 1965. (Corbis-Blair; Jon Mandaville/Aramco World)

(a)

(b)
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▲ fIgure 14.30 Meteorite Samples (a) A stony (silicate) meteorite often has a dark fusion crust, created when 
its surface is melted by the tremendous heat generated during its passage through the atmosphere. The coin at the 
bottom is for scale. (b) Iron meteorites are much rarer than the stony variety and often contain some nickel as well. Most 
show characteristic crystalline patterns when their surfaces are cut, polished, and etched with acid. (Science Graphics)

(a) (b)

These meteorites are black or dark gray and may well be 
related to the carbon-rich C-type asteroids that populate 
the outer asteroid belt. (Similarly, the silicate-rich stony 
meteorites are probably associated with the inner S-type 
asteroids.) Many carbonaceous meteorites contain sig-
nificant amounts of ice and other volatile substances, and 
they are usually rich in organic molecules.

Finally, almost all meteorites are old. Direct radioac-
tive dating shows most of them to be between 4.4 and 
4.6 billion years old—roughly the age of the oldest lunar 
rocks. Meteorites, along with lunar rocks, comets, and 
Kuiper belt objects like Pluto, provide essential clues to 
the original state of matter in the solar neighborhood. 

 (Sec. 6.7)

CoNCept Check

4 What are meteoroids, and why are they important to 
planetary scientists?

planetary scientists—prior to the Space Age, they were the 
only type of extraterrestrial matter we could touch and 
examine in terrestrial laboratories.

Most meteorites are rocky in composition (Figure 
14.30a), although a few percent are composed mainly of 
iron and nickel (Figure 14.30b). The basic composition of 
the rocky meteorites is much like that of the inner planets 
and the Moon, except that some of their lighter elements—
such as hydrogen and oxygen—appear to have boiled 
away long ago when the bodies from which the meteorites 
originated were molten. Some meteorites show clear 
evidence of strong heating at some time in their past, most 
likely indicating that they originated on a larger body that 
either underwent some geological activity or was partially 
melted during the collision that liberated the fragments 
that eventually became the meteorites. Others show no 
such evidence and probably date from the formation of 
the solar system.

Most primitive of all are the carbonaceous meteorites, 
so called because of their relatively high carbon content. 

The Big Question When will the next asteroid or comet hit Earth? That’s the biggest question 
on the minds of many people, not just astronomers. Over the course of billions of years, life on Earth has 
been repeatedly disrupted by impacts with these stray objects. Smaller ones whiz by us often, bigger ones 
less frequently. More are surely on the way, and several agencies are now trying to take inventory of the 
trash in our cosmic neighborhood that might hurt us. Although today there is little we could do, many 
scientists are working hard to find ways to deflect future Earth-killers before they devastate our planet.
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 1  More than 100,000 asteroids  
(p. 340) have been cataloged. Most 
orbit in a broad band called the aster-
oid belt (p. 340) between the orbits 
of Mars and Jupiter. They are prob-
ably primal rocks that never clumped 
together to form a planet. The Trojan 
asteroids (p. 344) share Jupiter’s orbit, remaining 60° ahead of 
or behind that planet as it moves around the Sun. A few Earth-
crossing asteroids (p. 343) have orbits that intersect Earth’s 
orbit and will probably collide with our planet one day.
2  The largest asteroids are a few 

hundred kilometers across. Most are 
much smaller. The total mass of all 
asteroids combined is less than the 
mass of Earth’s Moon. Asteroids are 
classified according to the proper-
ties of their ref lected light: Brighter, 
S-type (silicate) asteroids domi-
nate the inner asteroid belt, whereas 
darker, C-type (carbonaceous) aster-
oids are more plentiful in the outer 
regions. The C-type asteroids are thought to have changed lit-
tle since the solar system formed. Smaller asteroids tend to be 
irregular in shape and may have undergone violent collisions in 
the past.
3  Comets (p. 345) 

are fragments of icy mate-
rial that normally orbit far 
from the Sun. As a comet 
approaches the Sun, its sur-
face ice begins to vaporize. 
We see the comet by the 
sunlight reflected from the 
dust and vapor released. 
The nucleus (p. 346) 
of a comet may be only a 
few kilometers in diameter. It is surrounded by a coma (p. 346)  
of dust and gas and an extensive invisible hydrogen envelope 
(p. 346). Stretching behind the comet is a long tail (p. 345),  
formed by the interaction between the cometary material and the 
solar wind. The comet’s ion tail (p. 346) consists of ionized gas 
particles and always points directly away from the Sun. The com-
et’s dust tail (p. 346) is less affected by the solar wind and has a 
somewhat curved shape. Comets are icy, dusty bodies, sometimes 
called “dirty snowballs,” that are thought to be leftover material 
unchanged since the formation of the solar system. Their masses 
are comparable to the masses of small asteroids.
4  Unlike the orbits of most other bodies in the solar system, 

comets’ orbits are often highly elongated and not confined to 
the ecliptic plane. Most comets are thought to reside in the Oort 
cloud (p. 353), a vast “reservoir” of cometary material, tens of 

thousands of astronomical units across, 
completely surrounding the Sun. A very 
small fraction of comets happen to have 
highly elliptical orbits that bring them 
into the inner solar system. Comets with 
orbital periods less than about 200 years are 
thought to originate not in the Oort cloud, 
but in the Kuiper belt (p. 352), a broad 
band lying roughly in the plane of the ecliptic, beyond the orbit of 
Neptune. More than 1100 Kuiper belt objects (p. 353) are now 
known. Pluto is the largest member of the class.

5  Pluto is the best-known body orbiting 
beyond Neptune. It was discovered in the 20th 
century after a laborious search for a planet 
that was supposedly affecting Uranus’s orbital 
motion. However, we now know that Pluto 
is far too small to have any detectable influ-
ence on Uranus’s path. Pluto has a moon, Charon, whose mass is 
about one-sixth that of the planet itself. Studies of Charon’s orbit 
around Pluto have allowed the masses and radii of both bodies 
to be accurately determined. Several bodies comparable in size to 
Pluto and Charon orbit beyond Neptune. At least one—Eris—is 
larger than Pluto. Eris and Pluto are currently classified as dwarf 
planets (p. 357) because their masses are too low to have cleared 
their orbital neighborhoods of other bodies.
6  Meteors (p. 358), or “shooting stars,” 

are bright streaks of light that flash across 
the sky as meteoroids (p. 358)—pieces of 
interplanetary debris—enter Earth’s atmo-
sphere. If a meteoroid reaches the ground, 
it is called a meteorite (p. 359). Each time 
a comet rounds the Sun, some cometary 
material becomes dislodged, forming a 
meteoroid swarm (p. 359)—a group of 
small micrometeoroids (p. 359) following 
the comet’s original orbit. If Earth happens to pass through the 
comet’s orbit, a meteor shower (p. 359) occurs. Larger meteor-
oids are probably pieces of material chipped off asteroids follow-
ing collisions in the asteroid belt.

7  The major difference between meteor-
oids and asteroids is their size: The dividing 
line between them is conventionally taken to 
be 100 m. Meteorites are thought to be com-
posed of the same material that makes up the 
asteroids, and the few orbits that have been 
determined are consistent with an origin in 
the asteroid belt. Some meteorites show evidence of heating, but 
the oldest ones do not. Most meteorites are between 4.4 and 4.6 
billion years old. Comets and stray asteroids are responsible for 
most of the cratering on the various worlds in the solar system. 
The most recent large impact on Earth occurred in 1908, when an 
asteroid apparently exploded several miles above Siberia.
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For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.

Review and Discussion

 9. POS How do we know what comets are made of?
 10. LO4 Why can comets approach the Sun from any direction, 

but asteroids generally orbit close to the plane of the ecliptic?
 11. LO5 In what ways is the Kuiper belt similar to the asteroid 

belt? In what ways do they differ?
 12. POS Why has the number of planets in the solar system 

recently decreased?
 13. LO6 Explain the difference between a meteor, a meteoroid, 

and a meteorite.
 14. What causes a meteor shower?
 15. LO7 POS What do meteorites reveal about the age and 

formation of the solar system?

 1. LO1 What are the Trojan, Apollo, and Amor asteroids?
 2. How are asteroid masses measured?
 3. What do you think might happen if a near-Earth asteroid 

were found to be on a collision course with Earth?
 4. LO2 How do the C-type and S-type asteroids differ?
 5. Are all asteroids found in the asteroid belt?
 6. What are comets like when they are far from the Sun? What 

happens when they enter the inner solar system?
 7. Where in the solar system do most comets reside?
 8. LO3 Describe the various parts of a comet while it is 

near the Sun. What are the typical ingredients of a comet 
nucleus?

Conceptual Self-Test: Multiple Choice
 1. VIS According to Figure 14.1 (“Inner Solar System”), the 

asteroid groups with the smallest perihelion distances also 
tend to have orbits that (a) are slowest; (b) are nearly circu-
lar; (c) are most eccentric; (d) extend nearly to Jupiter.

 2. Most main-belt asteroids are about the size of (a) the Moon; 
(b) North America; (c) a U.S. state; (d) a small U.S. city.

 3. Spectroscopic studies indicate that the majority of aster-
oids contain large fractions of (a) carbon; (b) silicate rocks; 
(c) iron and nickel; (d) ice.

 4. Trojan asteroids orbiting at Jupiter’s Lagrangian points  
are located (a) far outside Jupiter’s orbit; (b) close to Jupiter;  
(c) behind and in front of Jupiter, sharing its orbit;  
(d) between Mars and Jupiter. 

 5. The tails of a comet (a) point away from the Sun; (b) point 
opposite the direction of motion of the comet; (c) curve 
from right to left; (d) curve clockwise with the interplan-
etary magnetic field.

 6. Compared with the orbits of the short-period comets, the orbits 
of long-period comets (a) tend to lie in the plane of the ecliptic; 
(b) look like short-period orbits, but are simply much larger;  
(c) are much less eccentric; (d) can come from all directions.

 7. Kuiper belt objects are not regarded as planets because (a) they 
orbit too far from the Sun; (b) their masses are too low to clear 
other bodies from their orbital paths; (c) they are all irregular 
in shape; (d) they are predominantly icy in composition.

 8. According to the figure in Discovery 14-1, an impact result-
ing in global catastrophe is expected to occur roughly once 
per (a) year; (b) century; (c) millennium; (d) million years.

 9. A meteorite is a piece of interplanetary debris that (a) burns up 
in Earth’s atmosphere; (b) misses Earth’s surface; (c) glances 
off Earth’s atmosphere; (d) survives the trip to the surface.

 10. According to Table 14.1, the meteor shower that occurs 
closest to the autumnal equinox is the (a) Lyrids; (b) Beta 
Taurids; (c) Perseids; (d) Orionids.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • (a) The asteroid Pallas has an average diameter of 520 km 
and a mass of 3.2 * 1020 kg. How much would a 100-kg astro-
naut weigh there? (b) What is the asteroid’s escape speed?

 2. • You are standing on the surface of a spherical asteroid  
10 km in diameter, of density 3000 kg/m3. Could you throw 
a small rock fast enough that it escapes? Give the speed  
required in km/s and mph.

 3. •• Using the data given in the text, estimate Dactyl’s orbital 
period as it orbits Ida.

 4. •• (a) Calculate the orbital period of a comet with a peri-
helion distance of 0.5 AU and aphelion in the Oort cloud, 
at a distance of 50,000 AU from the Sun. (b) A short-period 
comet has a perihelion distance of 1 AU and an orbital period 
of 125 years. What is its maximum distance from the Sun?
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 5. • Astronomers estimate that comet Hale-Bopp lost mass at 
an average rate of about 350,000 kg/s during the time it spent 
close to the Sun—a total of about 100 days. Estimate the total 
amount of mass lost and compare it with the comet’s esti-
mated mass of 5 * 1015 kg.

 6. •• It has been hypothesized that Earth is under continuous 
bombardment by house-sized “minicomets” with typical 
diameters of 10 m, at the rate of some 30,000 per day. As-
suming spherical shapes and average densities of 100 kg/m3, 
calculate the total mass of material reaching Earth each year. 
Compare the total mass received in the past 1 billion years 
(assuming that all rates were the same in the past) with the 
mass of Earth’s oceans (see Chapter 7, problem 3).

 7. • A particular comet has a total mass of 1013 kg, 95 percent of 
which is ice and dust. The remaining 5 percent is in the form 
of rocky fragments with an average mass of 100 g. How many 
meteoroids would you expect to find in the swarm formed by 
the breakup of this comet?

 8. •• It is observed that the number of asteroids or meteoroids 
of a given diameter is roughly inversely proportional to the 
square of the diameter. Approximating the actual distribution 
of asteroids first as a single 1000-km body (e.g., Ceres), then 
as one hundred 100-km bodies, then as ten thousand 10-km 
asteroids, and so on, and assuming constant densities of  
3000 kg/m3, calculate the total mass (in units of Ceres’s mass) 
in the form of 1000-km bodies, 100-km bodies, 10-km bod-
ies, 1-km bodies, and 100-m bodies.

Activities
Collaborative

 1. The only way to tell an asteroid from a star is to watch it over 
several nights. The magazines Sky & Telescope and Astron-
omy often publish charts for especially prominent asteroids. 
Look for Ceres, Pallas, or Vesta, the brightest asteroids. Use 
the chart to locate the appropriate star field and aim binocu-
lars at that location in the sky. You may be able to pick out 
the asteroid from the chart. If you can’t, make a sketch of 
the entire field. Come back a few nights later and look again. 
The “star” that has moved is the asteroid.

Individual
 1. There are a number of major meteor showers every year, 

but if you plan to watch one, be sure to notice the phase of 
the Moon. Bright moonlight or city lights can obliterate a 
meteor shower. A common misconception about meteor 
watching is that most meteors are seen in the direction of 
the shower’s radiant. In fact, they can appear in all parts of 
the sky! Just relax and let your eyes rove among the stars. 
You will generally see many more meteors in the hours be-
fore dawn than in the hours after sunset. Why do you sup-
pose meteors have different brightnesses? Can you detect 
their variety of colors? Watch for meteors that appear to 
“explode” as they fall and vapor trails that linger after the 
meteor itself has disappeared.
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Left: Astronomers routinely observe other young star systems, hoping to gain insight into 

the origins of our own solar system. This is actually a composite image, taken in the optical 

domain by two telescopes: The Hubble Space Telescope imaged the central parts and Japan’s 

Subaru Telescope extended the field of view around the edges. It shows the region called 

S106, a nebula about 3300 light-years away in the constellation Cygnus. Amid its chaotic gas 

and dust spanning a few light-years (hence thousands of times larger than a typical planetary 

system), many young stars—and probably planets—are now forming. (NASA; NAOJ)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Exoplanets
PlAneTAry SySTeMS Beyond our own

15
The planets, moons, and small bodies of the solar system present 
us with a long list of interesting features and bizarre peculiarities. 
Every object has its idiosyncrasies, some of them due to particular 
circumstances and others the result of planetary evolution. Each 
time a new discovery is made, we learn a little more about the 
history of our planetary system and refine our theories of solar 
system formation and evolution.

Today, discoveries of planets orbiting other stars are flooding 
in at an unprecedented rate, giving us unexpected new examples 
of planetary systems in action and posing fundamental challenges 
to our understanding of planet formation. How will our solar 
system theories stand up to this onslaught of new data? Will 
they be overwhelmed and abandoned, perhaps leading to deeper 
understanding in the long run? Or are there underlying principles 
that unify our local knowledge with planetary systems beyond our 
own? The answer, as we will see, is “Stay tuned. . . .”

Learning Outcomes

Studying this chapter will enable you to

1  list some regular and irregular 
aspects of the solar system, and 
explain them in the context of the 
condensation theory.

2  describe some techniques 
astronomers use to detect planets 
beyond the solar system.

3  outline the properties of known 
extrasolar planets, and list some 
categories of exoplanet not found 
in the solar system.

4  explain how extrasolar planets fit 
in with current theories of solar 
system formation.

5  describe the current observational 
evidence for habitable earth-like 
planets beyond our solar system.

The Big Picture Our own solar system formed some 4.5 
billion years ago, a time so ancient that it’s virtually impossible 
to reconstruct the details of that remarkable event. Ironically, it 
is other such planetary systems far beyond our own that are now 
helping us decipher, like Rosetta stones, our own origins. Just as 
comparative planetology of our eight neighboring planets guides 
our knowledge of Earth’s history, extrasolar planets seemingly have 
much to teach us about how they all came to be in the first place.
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15.1 Modeling Planet Formation
The origin of the planets and their moons is a complex and 
as yet incompletely solved puzzle, although the basic out-
lines of the processes involved are becoming understood. 

 (Sec. 6.6) Most of our knowledge of the solar system’s 
formative stages has come from studies of interstellar gas 
clouds, fallen meteorites, and Earth’s Moon, as well as of 
the various planets observed with ground-based telescopes 
and planetary space probes. Ironically, studies of Earth 
itself do not help much because information about our 
planet’s early stages eroded away long ago. Meteorites and 
comets provide perhaps the most useful information, for 
nearly all have preserved within them traces of solid and 
gaseous matter from the earliest times.

Until the mid-1990s, theories of the formation of plan-
etary systems concentrated almost exclusively on our own 
solar system, for the very good reason that astronomers 
had no other examples of planetary systems against which 
to test their ideas. However, all that has now changed, and 
today astronomers have literally thousands of extrasolar 
planets—planets orbiting stars other than the Sun—to 
challenge their theories. And challenge them they do! As of 
mid-2013, we know of almost 900 “official” exoplanets, hav-
ing confirmed observations and well-measured properties. 
In addition, some 2500 likely “candidates” await confirma-
tion. As we will see, the exoplanetary systems discovered to 
date have a broad range of properties, many of them quite 
different from our own, and may well require us to rethink 
our conception of how stars and planets form. Figure 15.1 is 
one of the first images ever obtained of an extrasolar planet. 
Taken with the European Very Large Telescope in Chile, it 
shows a nearby system containing a planet a few times more 
massive than Jupiter.  (Sec. 5.2) Astronomers hope that 
studies of the diversity of extrasolar planetary systems will 
shed further light on the formation of our own solar system 
and on Earth’s place in the universe as an abode for life.

Still, realize that although we now know of many extra-
solar planets, we have only limited information on each—
estimates of orbits and masses, and fragmentary data on 
composition in a relatively few cases. Accordingly, we begin 
our study of planetary systems by reviewing the theory that 
accounts for most of the observed properties of the plan-
etary system we know best: the solar system. Then we will 
be ready to confront the condensation theory with the fast-
growing list of exoplanetary systems to assess how it holds 
up in the face of new observational data.  (Sec. 1.2)

Figure 15.2 summarizes our earlier discussion in 
Chapter 6 of the formative stages of our planetary system. 

 (Secs. 6.6, 6.7) Here, the condensation theory traces the 
formation of the solar system along the following broad 
lines, each part keyed to the figure: 

(a) An interstellar cloud, actually very much larger than the 
resulting planetary system, began to contract. As the cloud 

collapsed, it rotated faster, because of the law of conserva-
tion of angular momentum, and began to flatten.  (More 
Precisely 6-1)

(b) By the time it had shrunk to a diameter of about 100 AU, 
the solar nebula had formed an extended, rotating disk. The 
temperature was greatest in the center, near the red proto-
Sun, and coolest at the edges.

(c) Dust grains acted as condensation nuclei, forming clumps 
of matter that collided, stuck together, and grew into moon-
sized (and larger) planetesimals. The composition of the 
grains and planetesimals depended on location in the neb-
ula: rocky near the center, icy farther out.

(d) After a few million years, strong winds from the still-form-
ing Sun expelled the nebular gas, but some massive planetesi-
mals in the outer solar system had already accreted gas from 
the nebula.

(e) With the gas ejected, planetesimals in the inner solar sys-
tem continued to collide and grow, forming the terrestrial 
planets. The outer jovian planets had already formed, and 
the Sun had become a star.

(f) Over the course of 100 million years or so, most plane-
tesimals were accreted or ejected, leaving a few large planets 
moving in roughly circular orbits.

▲ figure 15.1 extrasolar Planet Most known extrasolar 
planets are too faint to be detectable against the glare of their 
parent stars. However, in this system, called 2M1207, the parent itself 
(centered) is very faint—a so-called brown dwarf (see Chapter 19)—
allowing the planet (lower left) to be detected in the infrared. This 
planet has a mass about 5 times that of Jupiter and orbits 55 Au from 
the star, which is 230 light-years away. (ESO)

R I V U X G
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15.2  Solar System Regularities 
and Irregularities

The condensation theory naturally accounts for the 
eight “characteristic” solar system properties listed and 
discussed in Chapter 6.  (Sec. 6.6) Specifically, the 
planets’ orbits are nearly circular (2), in the same plane 
(3), and in the same direction as the Sun’s rotation on 
its axis (4) as a direct consequence of the nebula’s shape 
and rotation. The growth of planetesimals throughout 
the nebula, with each protoplanet ultimately sweeping 
up the material near it, accounts for the fact (1) that the 
planets are widely spaced—even if the theory does not 
quite explain the regularity of the spacing. The heating 
of the nebula and the Sun’s eventual ignition resulted in 
the observed differentiation (5), and the debris from the 
accretion–fragmentation stage naturally accounts for 
the asteroids (6), the Kuiper belt (7), and the Oort cloud 
comets (8).

It is important, in the wider context of extrasolar plan-
etary systems, to realize that all aspects of the theory just 
described rest squarely on physical principles thought to 
apply to all stars in their early, planet-forming stages. In 
other words—in broad terms, at least—we should expect all 
exoplanetary systems to share these overall properties.

The condensation theory is an example of an evolu-
tionary theory—one that describes the development of 
the solar system as a series of gradual and natural steps, 
understandable in terms of well-established physical 
principles. Evolutionary theories may be contrasted with 
catastrophic theories, which invoke accidental or unlikely 
celestial events to interpret observations. A good example 
of such a theory is the collision hypothesis, which ima-
gines that the planets were torn from the Sun by a close 
encounter with a passing star. This hypothesis enjoyed 
some measure of popularity during the 19th century, due 
in part to the inability of the nebular theory to account 
for the observed properties of the solar system, but no 
scientist takes it seriously today. Aside from its extreme 
improbability,* the collision hypothesis is completely una-
ble to explain the orbits, the rotations, or the composition 
of the planets and their moons.

The nebular/condensation theory was constructed in 
large part to “predict” the regular solar system properties 
just discussed. But in addition to its many regularities, our 
solar system has many notable irregularities, as we have 
seen repeatedly in previous chapters. Far from threaten-
ing our theory, however, these irregularities are impor-
tant facts for us to consider in shaping our explanations. 
For example, the explanation for the solar system must 

*A simple calculation indicates that a star like the Sun would have to wait 
more than 1 million trillion years—100 million times the age of the universe—
for a single close encounter to occur.

(b)

(a)

Nebula initially Hotter
regions Cooler

Contracting
interstellar cloud

Few million years later

100 million years later

(c)

(e)

(f)

(d)

Rocky 
planetesimals

Icy bodies

▲ figure 15.2 Solar System Origin The condensation theory of 
planet formation is artistically illustrated by these half-dozen changes, 
from infalling interstellar cloud at the top to newly emerged planetary 
system at the bottom. Consult the text on the opposite page for 
descriptions of each of the frames of this figure. The condensation 
theory was devised to explain the observed properties of our own 
solar system. now astronomers have the opportunity to test it against 
observations of planetary systems elsewhere in the universe.
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not insist that all planets rotate in the same sense or have 
only prograde moons because that is not what we observe. 
Instead, the theory of the solar system should provide 
strong reasons for observed planetary characteristics, yet 
be flexible enough to allow for and explain the deviations, 
too. This aspect of the condensation theory becomes even 
more important when we try to understand the diverse 
properties of observed exoplanets.

In the condensation theory, the ability to accommodate 
the possibility of imperfections—deviations from the oth-
erwise well-ordered scheme of things—is provided by the 
randomness inherent in the encounters that combined the 
planetesimals into protoplanets. Scientists generally try not 
to invoke chance to explain the universe, but there are many 
instances where random events really were critical in deter-
mining the present state of the solar system. As the numbers 
of large bodies decreased and their masses increased, indi-
vidual collisions acquired greater and greater importance. 
The effects of these events can still be seen today in many 
parts of the solar system—for example, the large craters on 
many of the moons we have studied thus far. Some larger-
scale planetary features thought to be attributable to ran-
dom events include:

1. Two large bodies could have merged to form Venus, giv-
ing it its abnormally low rotation rate.  (Sec. 9.2)

2. The Earth–Moon system may have formed from a col-
lision between the proto-Earth and a Mars-sized object. 

 (Sec. 8.8)
3. A late collision with a large planetesimal may have 

caused Mars’s curious north–south asymmetry and 
ejected much of the planet’s atmosphere.  (Sec. 10.4)

4. The tilted rotation axis of Uranus may have been caused 
by grazing collisions with two or more large protoplan-
ets late in the planet’s formation.  (Sec. 13.2)

5. Uranus’s moon Miranda may have been almost 
destroyed by a planetesimal collision, accounting for its 
bizarre surface terrain.  (Sec. 13.5)

6. Interactions between the jovian protoplanets and one 
or more planetesimals may account for the irregular 
moons of those planets and, in particular, Triton’s ret-
rograde motion.  (Sec. 13.5)

7. The Pluto–Charon system and the other known binary 
Kuiper belt objects may have formed by collisions or 
near misses between two icy planetesimals before most 
were ejected by interactions with the jovian planets. 

 (Sec. 14.3)

Note that it is difficult to test any of these assertions 
directly, but it is reasonable to suppose that some (or 
even all) of these “odd” aspects of the solar system can be 
explained in terms of collisions late in the formative stages 
of the protoplanetary system. Not all astronomers agree 
with all of the explanations. However, most would accept 
at least some.

Finally, we must recognize that not all aspects of the 
present-day solar system were laid down at its formation 
long ago. The solar system has had ample time for sig-
nificant evolutionary changes over its 4.6-billion-year his-
tory. Examples discussed in previous chapters include the 
atmospheres of the terrestrial planets, the synchronous 
orbits of many satellites (including Earth’s), the Trojan 
asteroids, the structure of the rings and large moons of the 
jovian planets, and Pluto’s orbital resonance with Neptune. 

 (Secs. 7.6, 9.5, 10.6, 11.5, 12.4, 14.2, 14.3) It is reason-
able to suppose that many exoplanetary systems have had 
similar opportunities to evolve—and diverge—since their 
formation.

PrOceSS Of Science Check

4 Why is it important that a theory of solar system 
formation make clear statements about how planets 
arose, yet not be too rigid in its predictions?

15.3  Searching for Extrasolar 
Planets

The test of any scientific theory is how well it holds up 
in situations different from those in which it was origi-
nally conceived.  (Sec. 1.2) With the discovery in recent 
years of numerous extrasolar planets orbiting other stars, 
astronomers now have the opportunity—indeed, the sci-
entific obligation—to test their theories of solar system 
formation.

The detection of planets orbiting other stars has been 
a long-standing goal of generations of astronomers. Many 
claims of extrasolar planets have been made since the middle 
of the 20th century, but before 1994 none had been confirmed 
and most have been discredited. Since then, however, this fast-
growing field of research has made enormous advances and is 
now one of the most vibrant areas in all of astronomy. These 
advances have been achieved through steady improvements 
in both telescope and detector technology and computerized 
data analysis.

Extrasolar planets are very faint and generally lie 
close to their parent stars, making them hard to resolve 
with current equipment. Figure 15.1 shows a nearby sys-
tem containing a planet somewhat more massive than 
Jupiter. In this case, the parent “star” (actually, an object 
called a brown dwarf, to be discussed below) happens to 
be very faint, so the planet can be seen. In fact, only a 
few dozen extrasolar planets have so far been detected 
by direct imaging. In all other cases, the techniques used 
to find the planets have been ind irect, based on analy-
ses of light from the parent stars, not from the planets 
themselves.
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Here the observer
sees the star
blueshifted c

cand here,
she sees it
redshifted.

(a)

Center of
mass

Orbit of
planet

Orbit of
star

(b)

Center of
mass

Planet

Star

Radial Velocity Measurements
Figure 15.3 illustrates the basic detection method responsi-
ble for the discovery of many extrasolar planetary systems. 
As a planet orbits a star, gravitationally pulling first one way 
and then the other, the star “wobbles” slightly as the planet 
and star orbit their common center of mass.  (Sec. 2.8) 
The more massive the planet, or the less massive the star, 
the greater is the star’s movement. If the wobble happens to 
occur along our line of sight to the star, then we see small 
fluctuations in the star’s radial velocity, which can be mea-
sured using the Doppler effect.  (Sec. 3.5) Those fluctua-
tions allow us to estimate the planet’s mass.

Figure 15.4 shows two sets of radial velocity data that 
betray the presence of planets orbiting other stars. Part (a) 
shows the line-of-sight velocity of the star 51 Pegasi, a near 
twin to our Sun lying some 40 light-years away. The data, 
acquired in 1994, were the first substantiated evidence for 
an extrasolar planet orbiting a Sun-like star.*

The regular 50 m/s fluctuations in the star’s velocity 
have since been confirmed by several groups of astrono-
mers and imply that a planet of at least half the mass of Jupi-
ter orbits 51 Pegasi in a circular orbit with a period of just  
4.2 days. (For comparison, the corresponding fluctuation in 
the Sun’s velocity due to Jupiter is roughly 12 m/s.) Note that 

we say “at least half” here because Doppler observations suf-
fer from a fundamental limitation: They cannot distinguish 
between low-speed orbits seen edge-on and high-speed 
orbits seen almost face-on (so only a small component of 
the orbital motion contributes to the line-of-sight Doppler 
effect). As a result, only lower limits to planetary masses can 
be obtained by this method.

Figure 15.4(b) shows another set of Doppler data, this time 
revealing a more complex system: a triple-planet system orbit-
ing another nearby Sun-like star named Upsilon Andromedae. 
The three planets have minimum masses of 0.7, 2.1, and 4.3 
times the mass of Jupiter and orbital semimajor axes of 0.06, 
0.83, and 2.6 AU, respectively. Figure 15.4(c) sketches their 
orbits, with the orbits of the solar terrestrial planets shown 
for scale. All told, as of mid-2013, more than 500 planets have 
been detected by means of radial velocity searches.

If the wobble produced in a star’s motion is predomi-
nantly perpendicular to our line of sight, then little or no 
Doppler effect will be observed; thus, the radial veloc-
ity technique cannot be used to detect a planet. However, 
in that case, the star’s position in the sky changes slightly 
from night to night, and, in principle at least, measuring 
this transverse motion can provide an alternative means of 
detecting extrasolar planets. Unfortunately, these side-to-
side wobbles have proved difficult to measure accurately, 
as the angles involved are very small and the star in ques-
tion has to be quite close to the Sun for useful observa-
tion to be possible. Based on observations of this type, a 
few candidate planetary systems have been proposed, but 
none has yet been placed on the “official” list of confirmed 
observations.

◀ figure 15.3 Detecting 
extrasolar Planets As a planet orbits 
its parent star, it causes the star to 
“wobble” back and forth. The greater 
the mass of the planet, the larger is 
the wobble. The center of mass of the 
planet–star system stays fixed. If the 
wobble occurs along our line of sight to 
the star, as shown by the yellow arrow, 
we can detect it by the doppler effect.

*As we will see in Chapter 22, two other planets having masses comparable 
to Earth, and one planet with a mass comparable to that of Earth’s Moon, 
had previously been detected orbiting a particular kind of collapsed star 
called a pulsar. However, their formation was the result of a chain of events 
very different from those that formed Earth and the solar system.
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Planetary transits
As just noted, the radial velocity technique suffers from 
the limitation that the angle between the line of sight 
and the planet’s orbital plane cannot be determined. 
However, in some systems, many of them originally 
discovered through Doppler measurements, that is not the 
case. Figure 15.5(a) shows how observations of a distant 
solar-type star (known only by its catalog name of HD 
209458 and lying some 150 light-years from Earth) reveal 
a clear drop in brightness each time its 0.6-Jupiter-mass 
companion, orbiting at a distance of just 7 million km, 
passes between the star and Earth (Figure 15.5b). The drop 
in brightness is just 1.7 percent, but it occurs precisely on 
schedule every 3.5 days, the orbital period inferred from 
radial-velocity measurements.

Such planetary transits, similar to the transit of Mer-
cury shown in Figure 2.17, are relatively rare, as they require 
us to see the orbit almost exactly edge-on. When they do 
occur, however, taken in conjunction with radial velocity 
measurements, they allow the unambiguous determination 
of the planet’s mass and radius, and hence its mean density. 

 (Sec. 6.2) In the case shown in Figure 15.5, the planet’s 
radius is found to be 100,000 km (1.4 times the radius of  
Jupiter), implying a density of just 200 kg/m3, indicating a 
high-temperature gas-giant planet orbiting very close to its 
parent star.

Given that only a small fraction of planetary systems are 
expected to be oriented in just the right way to show tran-
sits, planet hunters adopt the strategy of repeatedly surveying 
thousands of stars in the hope of detecting a transit should 
one occur. Space-based telescopes are particularly well suited 
to this task, as they can stare continuously at a given region 
of the sky, making simultaneous, high-precision observa-
tions of the target stars. The stable observing conditions 
above the clouds, haze, and turbulence of Earth’s atmosphere 
mean that orbiting instruments can measure tiny bright-
ness changes—less than the 1 part in 104 needed to detect an 
Earth-like planet orbiting a Sun-like star.

The European CoRoT mission (short for Convection, 
Rotation, and planetary Transits), launched in December  
2006, was designed to monitor some 120,000 Sun-like 
stars for (among other things) brightness fluctuations due 
to plane tary transits. So far, it has observed 31 confirmed 
planets, including one of the smallest exoplanets yet dis-
covered, just 5 times the mass and 1.7 times the diam-
eter of Earth. Roughly 200 additional candidate planets 
await confirmation. CoRoT’s originally planned 2.5-year  
lifetime had been extended into 2013, but a computer 
failure in late 2012 may have marked the end of this pio-
neering mission. NASA’s Kepler spacecraft, launched in 
March 2009, monitored a similar number of stars (about 
145,000), but with its larger mirror (0.95-m aperture)  
and darker location (in Earth-trailing orbit), it has found 
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interactive figure 15.4 Planets revealed  
(a) Measurements of the doppler shift of the star 51 Pegasi 
reveal a clear periodic signal indicating the presence of 
a planetary companion of mass at least half the mass of 
Jupiter. (b) radial-velocity data for upsilon Andromedae are 

much more complex, but are well fit (solid black, wobbly line) by a 
three-planet system orbiting the star. (c) A sketch of the inferred 
orbits of three planets from the upsilon Andromedae system  
(in orange), with the orbits of the terrestrial planets superimposed 
for comparison (in white).
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many more confirmed planets (more than 130) and plan-
etary candidates (more than 2700) than did CoRoT. Follow-
up observations will undoubtedly show that some of the 
candidates are “false alarms,” but mission scientists are 
confident that the vast majority of them will be found to be 
real, greatly expanding the exoplanetary database. Kepler’s 
highly successful mission was expected to continue into 
2016, but it appears to have ended prematurely in May 2013 
with the failure of the second of four gyroscopes needed to 
accurately point the spacecraft.

PrOceSS Of Science Check

4 describe the two main ways in which astronomers 
search for extrasolar planets. Why don’t we have many 
images of these bodies?

15.4 Exoplanet Properties
To date, astronomers have discovered some 900 official 
extrasolar planets and 2700 candidates orbiting a total of 
2500 stars. Most of the planets discovered by radial velocity 
measurements lie within about 500 light-years of the Sun; 
the planets and candidates discovered by CoRoT, Kepler, 
and some specialized techniques to be described in later 
chapters (see Sections 22.3 and 23.6) generally lie at much 
greater distances. Discovery 15-1 describes the closest known 
exoplanet, orbiting one of the Sun’s nearest neighbors in 
space. About 10 percent of the nearby stars surveyed to 
date have been found to host planets. In most cases, only a 
single, often quite massive, planet has been detected, but 
roughly 20 percent of stars with official planets, and about 
one-third of the Kepler candidate stars, have multiple-planet 
systems containing more than one planet. The three-planet 
system shown in Figure 15.4(c) is an example. Currently, 
the most extensive known exoplanetary system (called HD 
10810) has seven planets orbiting the parent Sun-like star. 
These numbers are almost certainly limited by technological 
shortcomings, however, and most astronomers expect both 
the fraction of stars with planets and the number of planets 
per star to increase as detection capabilities and data analysis 
techniques continue to improve.

Hot Jupiters and Super-Earths
Figure 15.6(a) presents the observed masses and semimajor 
axes of roughly 400 extrasolar planets with masses deter-
mined by radial velocity measurements and introduces some 
jargon used in the field. Each dot in the figure represents a 
planet, and we have added points corresponding to Earth, 
Neptune, and Jupiter in our own solar system.

Massive exoplanets are often referred to as Jupiters, while 
less massive, but (presumably) still “jovian” planets are called 
Neptunes. The dividing line between Jupiters and Neptunes is 
somewhat arbitrary, but is typically taken at about twice the 
mass of Neptune, or 0.1 Jupiter masses. The terminology is 

(a)

. . . but the total light from the
two objects dims, as in this plot.

The dark planet cannot actually be
seen against the bright star . . .
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interactive figure 15.5 
An extrasolar transit  
(a) If an extrasolar planet 
happens to pass between 
us and its parent star, 

the light from the star dims in 
a characteristic way. (b) Artist’s 
conception of the planet orbiting a 
Sun-like star known as Hd 209458. 
The planet is 200,000 km across and 
transits every 3.5 days, blocking 
about 2 percent of the star’s light 
each time it does so.



374 CHAPTER 15 Exoplanets

suggestive and is intended to distinguish between planets that 
are mostly gas, like Jupiter, and those that have substantial 
rocky cores, like Neptune, but realize that the practical divi-
sion is based only on mass—we have little or no information 
on most of these planets’ composition or internal structure.

Planets with masses between roughly 2 and 10 Earth 
masses (about half the mass of Neptune) are known as 
super-Earths. The upper limit in this case is significant, as 
theorists think that 10 Earth masses represents the mini-
mum mass of a planetary core needed to accrete large 
amounts of nebular gas and begin to form a gas giant.  

 (Sec. 6.6) Below 2 Earth masses, exoplanets are simply 
called Earths.

Exoplanets are further subdivided depending on their 
distances from their parent stars. Planets with orbital semi-
major axes less than 0.1 AU are said to be hot, while those on 
wider orbits are called cold. Again, the dividing line is some-
what arbitrary—the actual temperature of a planet depends 
not just on the size of its orbit, but also on the composition 
of the planet’s atmosphere and temperature and brightness of 
the central star.

Only a small fraction (about 4 percent) of the more 
than 2700 Kepler candidates have so far been officially 
confirmed as planets. Still, the sheer size of the list, and the 
high probability that most planets on it are real, mean that 
astronomers take their properties very seriously. Because 
these candidates have been detected by transit, rather than 
by radial velocities, we generally don’t know their masses, 
so we can’t display them on Figure 15.6(a). However, Kepler 
has measured their radii quite accurately, and Figure 
15.6(b) shows the radii and semimajor axes of the planets 
on the Kepler candidate list. The radii of Earth, Neptune, 
and Jupiter are also marked.

Converting between masses and radii is uncertain 
because in most cases the planet’s composition is unknown. 
But, making reasonable assumptions, we can say, approxi-
mately, that on Figure 15.6(b) Jupiters (as just defined) have 
radii greater than about 5 Earth radii, Neptunes are between 
2 and 5 Earth radii, super-Earths between 1.25 and 2 Earth 
radii, and Earths less than 1.25 Earth radii. Notice that the 
horizontal scales on the two figures are different—the Kepler 
candidates in part (b) tend to be smaller and/or lighter and 
lie much closer to their parent stars than the (mainly radial 
velocity) official exoplanets in part (a).

Most of the official planets observed so far fall into the 
“cold Jupiter” or “cold Neptune” categories, like the jovian 
planets in our own solar system, although their orbits are 
generally somewhat smaller than those of the jovian plan-
ets—less than a few astronomical units across—and consider-
ably more eccentric. Fewer than 20 percent have eccentricities 
less than 0.1, whereas no jovian planet in our solar system has 
an eccentricity greater than 0.06. Figure 15.7 plots the actual 
orbits of some of these planets, with Earth’s orbit superim-
posed for comparison.
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and orbital semimajor axes of hundreds of known extrasolar planets. 
each point represents one planetary orbit. Planets are classified 
by familiar solar system names, depending on mass, and as hot or 
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A sizable minority of all observed exoplanets—about 
one-third of the official list and more than half of the Kepler 
candidates—move in “hot” orbits very close to their parent 
stars and have surface temperatures as high as 1000–2000 
K. The most massive ones were the first to be discovered, 
and they were quickly dubbed hot Jupiters. They represent 
a new class of planet and have no counterparts in our own 
solar system. In most cases, they reside so close to their 
parent stars that their orbits have been circularized and 
synchronized by tidal effects similar to those controlling the 
orbits of Earth’s Moon and the Galilean moons of Jupiter.  

 (Secs. 8.4, 11.5)
About 70 super-Earths are currently known in the 

official planet list, with many hundreds more among the 
Kepler candidates. They are found in both hot and cold 
orbits. Some, especially the lower mass ones, might be large 
terrestrial planets. Others could be icy planetary cores that 
never managed to accrete significant amounts of nebular 
gas. Still others may have substantial atmospheres of light 
gases, but never grew to “Neptune” status—they are some-
times referred to as gas dwarfs. These latter two categories, 
if real, would represent two more classes of planet unknown 
in the solar system.

So far, only about a dozen official exo-Earths have been 
found. Most move on hot orbits close to their parent stars and 
are unlikely to resemble anything we’d want to call home, 
although a few may move in more comfortable orbits. In addi-
tion, though, the Kepler candidate list contains more than 
300 possible Earths spanning a broad range of orbits—some 
potentially habitable, as we discuss in more detail below. One 
candidate “hot Mercury” was reported in early 2013. 

The fact that we don’t see many low-mass planets or 
more massive planets on wide orbits (i.e., toward the right 

or lower parts of Figures 15.6a and b) is not too surprising. 
Lightweight and/or distant planets simply don’t produce 
large enough velocity f luctuations for them to be easily 
detectable by the radial velocity method: Compare the 
current practical detection limit of about 1 m/s with 
the 12 m/s solar velocity variation produced by Jupiter’s 
motion and the 0.5 m/s and 0.1 m/s due to Neptune and 
Earth, respectively. And small planets or planets on wide 
orbits are least likely to produce a detectable transit. 
In other words, the methods employed so far are biased 
toward finding large and/or massive objects orbiting close 
to their parent stars. Those systems would be expected to 
give the strongest signal, and they are precisely what have 
been observed.

Planetary Composition
By themselves, radial velocity measurements yield only a 
mass limit and some orbital parameters for an exoplanet. 
But as we have just seen, if the planet happens also to 
transit its star, then we can accurately determine both its 
mass and its radius and hence estimate its density and even 
its composition. More than 200 transiting hot Jupiters 
have been measured in this way, but when astronomers 
compute their densities they run into a problem—the 
numbers they obtain are much lower than the values 
predicted by theory. The computed densities range from 
1300 kg/m3 (the density of Jupiter) down to just 200 kg/m3  
(roughly the density of styrofoam) and are generally 
inconsistent, by a wide margin, with theoretical models, 
even those assuming the lightest possible composition of 
pure hydrogen and helium. The leading explanation for 
this discrepancy is that the heat of the nearby parent star 

◀ figure 15.7 extrasolar  
Orbits The orbits of many extrasolar 
planets residing more than 0.15 Au from 
their parent star, superimposed on a 
single plot, with earth’s orbit shown 
for comparison (in white). All these 
extrasolar planets are comparable in 
mass to Jupiter. A plot of all known 
extrasolar planets would be very 
cluttered, but the message would be 
much the same: These planetary systems 
don’t look much like ours!Distance (astronomical units)
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artificial rings of light around all the other stars). Astrono-
mers have searched many such images for dim planets orbit-
ing all of the brightest stars but are always hampered by the 
intense glare of the star, whose emitted light tends to over-
whelm the much dimmer, reflected light from any neighbor-
ing planets. It’s a little like trying to photograph a minute 
speck of dust on the surface of a very bright searchlight—
virtually impossible.

Instead, astronomers discovered an Earth-sized planet 
by analyzing the gravitationally induced Doppler motions of 
Alpha Centauri B, which it orbits. Observations were made sev-
eral times a night, nearly every night, for more than 3 years. The 
new exoplanet, which as yet is nameless pending confirmation, 
has a mass similar to Earth’s and a density of rock, but it orbits 
its parent star about 25 times closer (0.04 AU) than Earth orbits 

the Sun. Alas, it’s likely a roasted world inca-
pable of hosting water-based life as we know 
it. So a true twin of Earth has not really been 
found—but there’s a good chance that cooler, 
rocky planets reside farther out in the star’s 
habitable zone.

The final illustration below is an artist’s 
conception of the new exoplanet—drawn 
suggestively as a crescent of reflected light 
(at right) because little is currently known 
about this alien world. The art also gives an 
impression of what it would be like to live 
on this new world: Its central star, Alpha 
Centauri B (center) would be the brightest 
star in its sky, followed by Alpha Centauri A 

(lower left) and then our own dim Sun at upper right.
Before mounting an expedition to check out our 

exoplanetary neighbor, humans will need to invent much better 
ways to travel in space. Four light-years, or about 42 trillion 
kilometers, is surprisingly far away. Rocket science tells us 
that it would take about 40,000 years to reach even this nearest 
star system. Of course, future technologies, such as a nuclear-
propelled starship, might get us there quicker, but that future 
remains science fiction for now.

(L. Calcada, N. Risinger/ESO)

the closest exoplanet
Everyone wants to know if “another Earth” exists and how 
far away it is. As of 2012, a few candidates for Earth-sized 
exoplanets have been identified, yet so far they all seem rare, 
distant, hot, and orbit stars unlike the Sun. Recently, though, 
the discovery of a near twin to Earth has caused quite a stir, 
since it is surprisingly close to us. European astronomers used 
a ground-based telescope in the Chilean Andes to examine in 
detail the nearest star system to the Sun—and what they found 
is tantalizingly similar to Earth.

The closest star to us in the night sky is not a single star 
but a group of three stars orbiting one another. This is the 
Alpha Centauri star system, whose A and B components 
(currently 4.4 light-years away) closely orbit each other and 
together appear as a bright source of light 
easily seen from Earth. Both are Sun-like 
stars. The third member, called C or Proxima 
Centauri (currently 4.2 light-years away), is a 
cool dwarf star invisible to the naked eye; it 
takes about a million years to orbit the A and 
B components.

The above map depicts most of the stars visible from Earth 
in the direction of Alpha Centauri. It shows what part of the 
southern sky looks like on a clear night without a telescope. The 
A and B members of the Alpha-Centauri system together form 
one of the brightest objects in the southern hemisphere; both 
are marked on the chart within the yellow circle. Proxima is too 
dim to see here.

The inset at the top right of the map is an actual photo-
graph of just the region in and around the yellow circle on 
the map. Alpha Centauri (at center) appears so big mainly 
because this image contains both A and B members and be-
cause it is intentionally overexposed (which causes the small 
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has puffed these planets up far beyond their normal sizes. 
Possibly, the star’s tidal effect also contributes. However, 
no current model can account for the observed range in 
densities, and for now a complete explanation eludes 
astronomers.

Currently, some 25 transiting Earths and super-
Earths have known masses and radii. Their mean den-
sities range from 500 to 9000 kg/m3.  (Sec. 6.1) The 
low end of this range suggests planets harboring large 
amounts of light gases, probably with rocky/icy cores and 
hydrogen/helium atmosphere—gas dwarfs. The high end 
suggests mainly rocky composition—compressed Earths. 
The intermediate densities suggest planets composed of 
water and/or other ices.

Figure 15.8 presents a visual comparison of Earth, 
Neptune, and two super-Earths whose physical properties 
are relatively well-known. CoRoT 7b is 4.8 times more 
massive and 1.7 times larger than Earth, implying a mean 
density of 5300 kg/m3—very similar to that of Earth, 
although because this planet orbits just 0.02 AU from its 
parent Sun-like star, surface conditions are much more 
extreme than those on Earth. Figure 15.9(a) is an artist’s 
impression of what this planet might be like. Second, the 
planet GJ 1214b has a mass 5.7 times that of Earth and a 
radius of 2.7 Earth radii, for a mean density of 1600 kg/m3. 
Definitely not rocky, this planet may be composed mainly 
of water and/or ice, possibly surrounding a small rocky 
core, with an atmosphere of hydrogen and helium.

Also shown in Figure 15.8 are the nine exo-Earths on 
the official and Kepler candidate lists (see also Figure 15.12) 
that are thought to reside at just the right distances from 
their parent stars that liquid water might exist on their sur-
faces, making them potential sites on which life might have 
evolved. Figure 15.9(b) is an artistic rendering of one of the 
more comfortable worlds recently discovered on the edges 
of habitable zones around their parent stars, such as those in 
Figure 15.8, where water might flood oceans, gases swirl in 
atmospheres, and even life potentially exist on the surface. 
Alas, it’s only art.

Planetary transits provide another important benefit to 
observers. Because the transit times, once measured, can be 
accurately predicted, astronomers can time their observations 
to obtain spectroscopic and other information on the starlit 
face of the planet during its “quarter” phase, allowing them to 
probe the planet’s atmospheric composition and dynamics.  

 (Sec. 4.5) Since planets—even the hot ones—are cooler 
than their parent stars, their reflected light is most easily 
distinguished from the background starlight at infrared 
wavelengths, and the Spitzer Space Telescope has played a 
vital role in these studies.  (Secs. 3.4, 5.7) So far, a variety of 
atoms and molecules, including hydrogen, sodium, methane 
(CH4), and carbon dioxide (CO2), have been detected in 
numerous planetary atmospheres; Spitzer has also observed 
water vapor in a few cases.

The infrared observations also allow scientists to 
probe the atmospheric temperatures of a few of these 

Earth
CoRoT 7b

GJ 1214b

Neptune 

Kepler-42b KOI 0719.03 KOI 2173.02KOI 1725.01

KOI 253.02

Kepler-42d

Kepler-54c KOI 2124.01 KOI 2339.02

◀ figure 15.8 earth-like 
comparison Two transiting 
super-earths whose masses and 
radii are accurately known are 
depicted at the top alongside 
earth and neptune. Based on their 
average densities, these two new 
worlds seem to be very different 
from one another—one is rocky, 
somewhat like earth or neptune’s 
core, but the other may well be 
composed predominantly of 
water and ice. depicted below 
are the nine official or candidate 
“habitable” exo-earths shown in 
Figure 15.12. All objects in this 
figure are drawn to scale and have a 
color scheme of brown (rocky), blue 
(icy), yellow (gassy), gray (unknown).
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worlds. The tidal effects of their parent stars mean that 
these planets rotate synchronously, with one face perma-
nently lit and the other permanently dark.  (Sec. 8.4) 
Yet despite the 2000-K dayside temperatures, the data 
reveal remarkably small (200 K) temperature differences 
between the bright and dark sides, suggesting efficient 
transport of heat between the hemispheres by dynamic, 
windy atmospheres, probably via zonal f lows much like 
those seen in the jovian planets of our own solar system. 

 (Secs. 11.2, 12.2, 13.3) 
Finally, the mass of the parent stars of the known 

planets are mostly comparable to or less than that of the 
Sun—that is, they are typical of stars in the solar neigh-
borhood (see Chapter 17). Spectroscopic observations of 

planet-hosting stars reveal what may well be a crucial 
piece in the puzzle of extrasolar planet formation. Stars 
having compositions similar to that of the Sun are sta-
tistically much more likely to have planets orbiting them 
than are stars containing smaller fractions of the key 
elements carbon, nitrogen, oxygen, silicon, and iron. 
Because the elements found in a star ref lect the composi-
tion of the nebula from which it formed, and the elements 
just listed are the main ingredients of interstellar dust, 
this finding provides strong support for the condensation 
theory.  (Sec. 6.7) Dusty disks really are more likely to 
form planets.

Are they Really Planets?
Given that many exoplanetary systems seem to have prop-
erties quite different from our own for a time some astron-
omers questioned whether the mass measurements, and 
hence the identification of some of these objects as “plan-
ets,” could be trusted. Eccentric orbits are known to be 
common among double-star systems (pairs of stars in orbit 
around one another—see Section 17.7), and some research-
ers suggested that many of the newly found planets were 
really brown dwarfs—“failed stars” having insufficient 
mass to become true stars (Section 19.3).

The dividing line between genuine Jupiter-like plan-
ets and star-like brown dwarfs is uncertain, but it is 
thought to be around 12 Jupiter masses, a number com-
parable to the largest extrasolar planet masses measured 
(see Figure 15.6a). Planet proponents argue that this is 
not a coincidence, but rather indicates that planets up to 
the maximum possible mass have in fact been observed. 
Detractors have suggested that we might just be seeing 
some orbits almost face-on, greatly reducing the parent 
star’s radial velocity and fooling us into thinking that we 
are observing low-mass planets instead of higher-mass 
brown dwarfs. However, the latter view has a serious prob-
lem, which worsens with every new low-mass extrasolar 
planet reported: Since the orientations of the actual orbits 
are presumably random, it is extremely unlikely that we 
would just happen to see all of them face-on, and there 
is no observational evidence for the many edge-on (and 
much easier to detect) systems we would also expect to see 
on statistical grounds.

However, the deciding factor against the brown-dwarf 
suggestion was the discovery of many transiting systems in 
which the orbital inclination is known and the planet masses 
well determined. The masses of those planets range from a 
few Earth masses to 10 Jupiter masses, completely consistent 
with the “planet” interpretation of the radial velocity data. 
Consequently, astronomers have concluded that, although 
there may be a few brown dwarfs lurking among the list of 
extrasolar planets, they probably do not constitute a signifi-
cant fraction of the total.

(a)

(b)

▲ figure 15.9 Artist impressions of exoplanets Shown 
here are artists’ conceptions of two of the earth-like planets 
noted in the previous figure. (a) The rocky exoplanet CoroT 7b 
has properties comparable to earth but must be intensely hot, as 
depicted here with a molten surface very close to its parent star. 
(b) The exo-earth Kepler 54c may resemble this more hospitable 
world, but it’s only an impression based on very limited data.  
(L. Calcada; M. Kommesser/ESO)
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cOncePt Check

4 describe three distinct ways in which observed 
extrasolar planetary systems differ from the solar 
system.

15.5 Is our Solar System Unusual?
Not so long ago, many astronomers argued that the con-
densation scenario described in Chapter 6 was in no way 
unique to our own system.  (Secs. 6.6, 6.7) The same 
basic processes could have occurred, and perhaps did occur, 
they said, during the formative stages of many of the stars 
in our Galaxy, so planetary systems like our own should be 
common. Today we know that planetary systems are quite 
common, but in many cases the ones we see differ signifi-
cantly from our own. We can thus legitimately ask whether 
our solar system really is unusual and whether the obser-
vations described in the previous sections undermine our 
current theory of solar system formation.

overall Planetary Properties
The condensation theory was constructed to account for the 
observed properties of our solar system. Having studied the 
corresponding properties of extrasolar planetary systems, 
let’s compare some basic solar system features with those 
found in extrasolar systems.

1. Planetary orbits in the solar system are relatively isolated 
and coplanar. The 80 or so multiple-planet fits to radial 
velocity observational data (like that shown in Figure 15.4) 
often assume coplanar motion in order to determine the 
planetary orbits, so those systems do little to support or 
challenge the condensation theory. However, as noted 
earlier, roughly 1 in 3 of the Kepler candidates—more 
than 800 in all—are found in multiple systems, and these 
orbits must be coplanar (since we necessarily see these 
systems edge on), strongly supporting this key prediction 
of the condensation theory. Of course, the Kepler data 
can’t rule out the possibility that these systems contain 
additional planets on very inclined orbits, but we 
currently have no indication that this might be the case. 
In addition, the known multiple systems generally appear 
to have fairly widely spaced orbits, broadly consistent 
with the orbits in our solar system.

2. The planets in the solar system all orbit in the same direc-
tion as the Sun’s rotation. This generally seems to be 
the case in extrasolar planetary systems, to the extent 
that the orbit planes can be determined, although in at 
least one transiting hot Jupiter system the planet orbit 
is roughly perpendicular to the star’s rotation, or may 
even be retrograde. The most likely explanation for this 

unusual state of affairs seems to be an early encounter 
with another body that kicked the aberrant planet out 
of the disk and into its current inclined orbit.

3. The solar system contains interplanetary debris left over 
from its formation. Individual small bodies, such as aster-
oids and Kuiper belt objects, cannot be seen in extrasolar 
planetary systems. However, the debris disks observed 
around many stars (see Figures 6.10 and 6.12) have con-
vinced most astronomers that the processes of accretion 
and fragmentation predicted by the condensation theory 
really are occurring in extrasolar systems.

Interestingly, numerous exoplanetary orbital resonances—
configurations where the orbital periods of different planets 
are related to one another in some simple way—are known, 
something not found in the solar system.  (Sec. 8.4) The 
origin of these resonances is still a matter of debate, but as a 
practical matter, in systems detected via transits, they afford 
astronomers an important alternate means of estimating plan-
etary masses, which would otherwise be unknown.

Cold and Hot Jupiters
As noted in the previous section, most cold extrasolar Jupi-
ters and Neptunes move in orbits that are considerably more 
eccentric than the orbits of the jovian planets in the solar 
system. Does this make our system fundamentally different 
from the others? Probably not. To a large extent, this discrep-
ancy can be explained by the selection effect discussed in 
Section 15.4—eccentric orbits tend to produce larger veloci-
ties and hence are more readily discovered. As search tech-
niques improve, astronomers are finding more and more 
Jupiter-mass (and lower-mass) planets on wider and less 
eccentric orbits. Figure 15.10(a) shows evidence for one of the 
most “Jupiter-like” planets yet detected and 15.10(b) is an art-
ist’s conception of what it might look like: a 0.95-Jupiter-mass 
object moving on a roughly circular orbit around a near-twin 
of our own Sun. The planet’s period is 9.1 years. It is too early 
to say whether cold Jupiters on nearly circular orbits will turn 
out to be unusual or common among exoplanets, but they 
clearly exist among the systems already observed.

Are the eccentric extrasolar orbits we see consistent with 
the condensation theory? The answer seems to be yes. The 
theory actually allows many ways in which massive planets 
can end up in eccentric orbits. Indeed, an important aspect of 
solar system formation not mentioned in our earlier discus-
sion is the fact that many theorists have worried about how 
Jupiter could have remained in a stable orbit after it formed 
in the protosolar disk! Jupiter-sized planets may be knocked 
into eccentric orbits by random interactions with other Jupi-
ter-sized planets or by the tidal effects of nearby stars. Some 
researchers have even suggested that violent interactions in 
the early solar system may have ejected some jovian planets 
completely. And, alternatively, if the jovian planets formed by 



380 CHAPTER 15 Exoplanets

gravitational instability, they could have had eccentric orbits 
right from the start (and then we must explain how those 
orbits circularized in the case of the solar system).

Note that although the observed eccentric Jupiters 
probably do not represent a serious challenge to the conden-
sation theory, the most eccentric orbits may pose problems 
for any terrestrial planets those systems may contain. In our 
solar system, the presence of a massive Jupiter on a nearly 
circular orbit is known to have a stabilizing influence on the 
other planetary orbits, tending to preserve the relative tran-
quility of our planetary environment. In extrasolar systems 
with very eccentric giant orbits, not only is this stabiliza-
tion absent, but also having a Jupiter-sized planet repeatedly 

plow through the inner parts of the system means that any 
terrestrial planets have almost certainly been ejected from 
the system. Fortunately, only a relatively small fraction of 
the wide (few astronomical units) Jupiter orbits seen so far 
have eccentricities high enough for this to be the case.

What of the hot Jupiters, which have no counterparts 
among the planets of the solar system? Here too there is an 
explanation that fits within the condensation theory! In 
Section 15.2 we described how the gravitational interaction 
between massive planets and the gas disk in which they 
formed probably led to the inward migration of the jovian 
planets early in the history of the solar system. However, 
even before the first hot Jupiter was observed, theorists had 
realized that, depending on how long the disk survived 
before being dispersed by the newborn Sun, the process 
could easily have deposited the planet in an orbit very 
close to the parent star, as illustrated in Figure 15.11. The 
theorists were right, and the observed hot Jupiters may 
provide a much-needed connection between extrasolar 
planetary systems and our own. Interestingly, it appears 
that the presence of Saturn may have helped stabilize 
Jupiter’s orbit against this last effect. Isolated or particularly 
massive Jupiters are precisely the planets one would expect 
to find on hot orbits.

Finally, strange as it might seem, having a Jupiter-sized 
planet sink inward through the disk in which planetesimals 
are still forming and merging is not necessarily detrimental 
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(a)

(b)

interactive figure 15.10 Jupiter-like Planet?  
(a) Velocity “wobbles” in the star Hd 154345 reveal the presence 
of an extrasolar planet with one of the most “Jupiter-like” orbits 
yet discovered. The parent star is almost identical to the Sun, 

and the 0.95-Jupiter-mass planet orbits at a distance of 4.2 Au with an 
orbital eccentricity of 0.04. (b) An artist’s impression of a Jupiter-like 
planet orbiting a Sun-like star. (T. Pyle/NASA)

Giant
planet

Solar
nebula

Original
orbit

Final orbit

Planet spirals
inward

Protosun

interactive figure 15.11 Sinking Planet Friction 
between a giant planet and the nebular disk in which it formed 
tends to make the planet spiral inward. The process continues 
until the disk is dispersed by the wind from the central star, 
possibly leaving the planet in a “hot-Jupiter” orbit.



SECTION 15.5 Is Our Solar System Unusual? 381

to the formation of terrestrial planets. Note from the timeline 
in Figure 6.18 that the hot Jupiters must have reached 
their scorched orbits before the gas disk dispersed—that 
is, within a few million years of the formation of the solar 
nebula and long before the formation of the terrestrial 
planets was complete. Computer simulations indicate that 
the inward migration was a fairly rapid process that stirred 
up the planetesimals as the giant planet moved through, but 
for the most part did not disrupt or eject them. The main 
consequence may have been to mix in more icy material from 
further out, possibly resulting in planets more massive and 
more water-rich than would otherwise have been the case.

Searching for Earths
Giant planets are interesting objects, and hot Jupiters pre-
sent a fascinating variety of novel problems to observers 
and theorists alike. And it is still too early to say if the 
growing number of observed super-Earths—and their 
absence in our own solar system—will come to pose a 
problem for the condensation theory. But to many astron-
omers, the real goal of extrasolar planet research is the 
detection of terrestrial planets with conditions similar 
to those found on Earth—and, by extension, the possible 

discovery of life elsewhere 
in the universe. As we have 
seen in Chapters 10–12, this 
latter goal is increasingly 
becoming the motivation 
behind solar system explo-
ration, too. The numerous 
Earths and low-mass, terres-
trial super-Earths discussed 
in Section 15.4 represent our 
starting point in the search 
for potentially habitable 
worlds.

If Earth-like environ-
ments are our ultimate goal, 
what orbital parameters are 
of greatest interest to astron-
omers? As we saw earlier, 
many astronomers think that 

a key requirement for the development of life as we know it 
is the existence of liquid water on (or under) a planet’s sur-
face, implying a surface temperature roughly in the 0–100° 
C range.  (Sec. 10.5) The planet’s temperature depends 
both on its distance from its parent star and on the star’s 
intrinsic brightness. Figure 15.12 illustrates how a habit-
able zone (really, a three-dimensional shell) surrounds any 
given star. Within that zone, liquid water can exist on the 
planet, making it a possible abode for life.* Notice how, for 
low-mass, faint stars, the habitable zone is small and lies 
close to the star, while for more massive, brighter stars it 
lies much farther out and can be 1 AU or more wide. Three 
terrestrial planets—Venus, Earth, and Mars—lie in or near 
the Sun’s habitable zone. As we saw in Chapter 10, any or all 
of them might have seen the development of life, given the 
right circumstances.  (Sec. 10.6)

◀ Figure 15.12 Habitable Zones Every star is 
surrounded by a habitable zone, within which an  
Earth-like planet could have liquid water on its surface. 
Marked in or near their habitable zones are the eight 
planets of our solar system, 12 extrasolar super-Earths, 
and three exo-Earths. About 30 more Kepler candidates, 
as yet unconfirmed, are marked with smaller dots.
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*Of course, planetary atmospheres can greatly affect surface conditions. The 
greenhouse effect can warm planets that would otherwise be frozen, whereas 
the runaway greenhouse effect may transform an apparently habitable planet 
into an inferno.  (Secs. 7.2, 9.5) Our choice of planets in Figure 15.12 tries 
to take these effects into account. In addition, there are ways in which liquid 
water might exist at other locations—under the surface of a jovian moon, for 
example—but the habitable zone still provides a handy rule of thumb to indi-
cate where planets like Earth might reside.  (Secs. 11.5,12.5)
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◀ Figure 15.13 Whole New 
Worlds This artist’s illustration 
depicts the variety of planets  
detected by the Kepler spacecraft— 
some mostly gaseous, others 
perhaps with rocky or wet surfaces. 
Additional observations will be 
needed to pin down the nature of 
these alien worlds. (C. Pulliam and 
D. Aguilar, CfA)

At the time of writing, nine “official” super-Earths and 
three exo-Earths are known to orbit in or near the habitable 
zones of their parent stars. They are indicated as labeled 
points on Figure 15.11. In addition, about 30 more Earths 
or super-Earths from the Kepler candidate list move in hab-
itable orbits. They are also marked in the figure. A few of 
the official planets with measured radii also have estimated 
masses, implying densities consistent with rocky/metallic 
terrestrial composition. The other planets marked on Fig-
ure 15.11 are of unknown density and hence composition. 
Most of the planets in the figure orbit near the “hot” edge 
of the habitable zone, but this is just another aspect of the 
observational bias described earlier—planets in close orbits 
are the most likely to be detected. Figure 15.13 places some 
of the new findings into perspective, although with a con-
siderable amount of artistic license.

Many planet hunters are confident that within the 
next decade (or sooner), observational techniques will 
reach the level of sophistication at which jovian and even 
terrestrial planets similar to those in our solar system 
should be readily detectable—if they exist. Advances 
during the next decade will either bring numerous 
detections of extrasolar planets in “solar system” orbits 
or allow astronomers to conclude that systems like our 
own really are a small minority. Either way, the conse-
quences are profound.

Process oF scieNce Check

4 How does the condensation theory accommodate the 
dissimilarities between the properties of planets in our 
solar system and those of the known extrasolar planets?

The Big Question People from all walks of life—not just astronomers—eagerly await the 
discovery of a true Earth-like planet around another star. When will Earth’s twin be found, and will it 
have blue skies, deep oceans, and livable lands? Most intriguing of all, will it be inhabited? We live at a 
remarkable time when we are actually addressing—and often answering—some of the most profound 
questions that human beings have pondered for thousands of years.
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1  Many large-scale, regular proper-
ties of the solar system (such as its copla-
nar, prograde planetary orbits) are well 
explained by the condensation theory and 
are expected to be found in exoplanetary 
systems, too. Other, irregular properties 
(such as anomalous rotation or evidence 
of major impacts) are the result of ran-
dom events that occurred after the solar system formed. We can’t 
predict the outcomes of these random processes, but they are a 
necessary part of the theory, and we expect that similar processes 
may have shaped the detailed evolution of most, if not all, exo-
planetary systems.
2  Many of the currently known extrasolar planets were 

discovered by observing their parent star wobble back and 
forth as the planet orbits. Most of the 
rest have been observed as they transit  
(p. 000) their parent star, passing directly 
in front of it and slightly reducing its 
brightness. Other detection methods 
include direct imaging and studies of 
circumstellar disks.
3  Astronomers have identified some 900 official extrasolar 

planets (p. 368) and 2500 planetary candidates. About 500 
of the official planets have been identified by radial velocity 
measurements. The remainder (including all the candidates) 
have been detected via transits. About 20 percent of all official 
planetary systems, and one-third of the candidates, contain 
more than one planet. Known exoplanetary masses range from 
that of Earth to many times that of Jupiter. Some planets move 
on “hot” orbits close to their parent star, while others move 
on wide, “cold” orbits similar to those of the jovian planets in 

the solar system. Hot Jupiters 
(p. 375) and super-Earths (p. 
374) are new classes of planet 
not known in the solar system. 
It is not yet known whether 
our solar system is unusual 
among planetary systems. The 
observed exoplanetary classes 
are compatible with the condensation theory, and the fact that 
we see the extrasolar planets we do is due at least in part to 
the fact that these are the planets we can best see using cur-
rent techniques. Stars containing larger fractions of “dusty” 
elements, such as carbon and silicon, are more likely to have 
planets, again consistent with the condensation theory.

4  It is not known whether systems like our solar system are 
common or rare among extrasolar planets. A growing number 
of observed exoplanetary systems contain 
Jupiter-sized planets on wide, roughly 
circular orbits, and the eccentric Jupiters, 
hot Jupiters, and super-Earths seen 
elsewhere can be accommodated within the 
condensation theory, even though they have 
no counterparts in the solar system.

5  About 20 Earths and super-Earths are 
known to orbit within the habitable zone 
(p. 381) of their parent star—the region 
surrounding the star where liquid water can 
exist on a planet’s surface. Their structure and 
composition are unknown, but in the few cases where both masses 
and radii have been measured, the inferred densities are consistent 
with those of the terrestrial planets.
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 For instructor-assigned homework go to masteringastronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.

Review and Discussion

 4. LO2 POS Describe three ways in which astronomers set 
about looking for extrasolar planets.

 5. Why are current detection techniques biased toward find-
ing large or massive exoplanets orbiting close to their parent 
stars?

 6. If transits are so rare, why do astronomers think they are the 
best way to search for extrasolar Earths?

 1. LO1 POS Give three examples of present-day properties 
that our solar system model does not have to explain, and 
say why no explanation is necessary.

 2. POS Explain the difference between evolutionary theories 
and catastrophic theories of the solar system’s origin.

 3. Describe some ways in which random processes played a 
role in the determination of planetary properties.
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Conceptual Self-test: Multiple Choice
 1. A successful scientific model of the origin of planetary 

systems must be able to account for all of the following 
solar system features, except for (a) intelligent life; (b) the 
roughly circular planetary orbits; (c) the roughly coplanar 
planetary orbits; (d) the extremely distant orbits of the 
comets.

 2. Using the standard model of planetary system forma-
tion, scientists invoke catastrophic events to explain why 
(a) Mercury has no moon; (b) Pluto is not a gas giant;  
(c) Uranus has an extremely tilted rotation axis; (d) there is 
no planet between Mars and Jupiter.

 3. Astronomers have confirmed the existence of at least (a) 
one; (b) ten; (c) several hundred; (d) several thousand plan-
ets beyond our own solar system.

 4. The distance to the nearest exoplanetary system is (a) a few 
light-years; (b) about 100 light-years; (c) about 1000 light-
years; (d) thousands of light-years. 

 5. VIS From Figure 15.6(a) (“Extrasolar Planetary Parameters”), 
most official extrasolar planets are (a) hot and massive 

(comparable in mass to Jupiter); (b) cool and light (similar in 
mass to Earth); (c) hot and light; (d) cool and massive. 

 6. VIS From Figure 15.6(b) (“Extrasolar Planetary 
Parameters”), most planets detected by Kepler are  
(a) very massive; (b) much farther from their star than 
Earth is from the Sun; (c) rocky; (d) larger than Earth. 

 7. Super-Earths are (a) made of nickel and iron; (b) comparable 
in size to Neptune; (c) a few times more massive than Earth; 
(d) usually found in “hot” orbits. 

 8. VIS In Figure 15.17 (“Habitable Zones”), the habitable 
zone of a star twice as massive as the Sun (a) is centered  
at roughly 3 AU from the star; (b) is more than 10 AU wide; 
(c) lies entirely within 1 AU of the star; (d) is the same size 
as the Sun’s habitable zone.

 9. A planet in the habitable zone (a) has living creatures  
on it; (b) may have liquid water on its surface;  
(c) is rocky, like Earth; (d) has an oxygen atmosphere. 

 10. The total number of habitable, Earth-like exoplanets is 
approximately (a) 10; (b) 100; (c) 1000; (d) unknown. 

 7. LO3 In what ways do extrasolar planetary systems differ 
from our own solar system?

 8. Describe some ways in which observed exoplanetary sys-
tems are similar to our solar system.

 9. What is a hot Jupiter?
 10. What is a super-Earth?
 11. POS Do the observed extrasolar planets imply that Earth-

like planets are rare?

 12. LO4 POS Is our solar system unusual among planetary 
systems?

 13. What is the habitable zone of a star?
 14. LO5 What evidence do we have for habitable Earth-like 

planets orbiting other stars?
 15. Do you think humans could survive on a 10-Earth mass ter-

restrial super-Earth?

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. •• A hot Jupiter orbiting an 0.5 solar mass star has an orbital 
period of 4 days. What is its distance from the star?

 2. • By what fraction would a Neptune-size planet dim the 
light from a star half the size of the Sun during a transit?

 3. • Estimate how long Kepler would have to observe a planet 
orbiting 10 AU from a Sun-like star in order to report a 
detection.

 4. • A Jupiter-sized planet is observed to lie 5 arc seconds from 
its parent star, which lies 50 light-years from Earth. What is 
the distance from the planet to the star?

 5. •• The two planets orbiting the nearby star Gliese 876 are 
observed to be in a 2:1 resonance (i.e., the period of one 
is twice that of the other). The inner planet has an orbital 
period of 30 days. If the star’s mass is the mass of the Sun, 
calculate the semimajor axis of the outer planet’s orbit.

 6. •• The planet orbiting star HD187123 has a semimajor axis 
of 0.042 AU. If the star’s mass is 1.06 times the mass of the 
Sun, calculate how many times the planet has orbited its star 
since the paper announcing its discovery was published on 
December 1, 1998.

 7. •• Stellar radial velocity variations as small as 1 m/s can be 
detected with current technology. For a Jupiter-mass planet 
orbiting a Sun-like star, this corresponds to a planetary 
orbital velocity of approximately 1 km/s. Based on this 
information, what is the radius of the widest circular orbit 
on which Jupiter could currently be detected orbiting the 
Sun?

 8. • Given the data provided in the text, calculate the gravi-
tational acceleration at the surfaces of the two transit-
ing super-Earths (CoRoT 7b and GJ 1214B) discussed in 
Section 15.4.
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Activities
Collaborative

 1. Which of the “irregular” characteristics of the solar system 
listed in Section 15.2 do you think are most and least likely 
to have occurred by pure chance? Debate your choice and 
support your arguments with observational data. Can you 
think of other irregular features not on the list?

Individual
 1. Do you think our solar system is unusual? Justify your 

opinion using data obtained from the Extrasolar Planets 
Encyclopedia, which you can find online at http://exoplanet 
.eu, and the Kepler database at http://exoplanetarchive.ipac 
.caltech.edu. Use these resources to find examples of (1) a 
hot Jupiter, (2) a cold Jupiter on an orbit like Jupiter’s, (3) a 
hot super-Earth, (4) a super-Earth in the habitable zone, and 
(5) an Earth in the habitable zone.

http://exoplanet.eu
http://exoplanet.eu
http://exoplanetarchive.ipac.caltech.edu
http://exoplanetarchive.ipac.caltech.edu


part three

Stars and Stellar Evolution

Life can be hard for graduate students in astronomy. They take some 
tough courses, many in physics, and they assist in teaching undergraduate 
courses, but mostly they strive to do original research. Ideally, on the (typically 
5- or 6-year) road to their Ph.D. degree, they make a discovery or gain some 
unique insight that they then write up as part of their doctoral dissertation. 
The process is exhausting, and some leave the field after the grad school grind, 
never again to publish in a scientific journal. Others, though, find it exhilarating, 
and go on to highly productive careers in astronomy.

Arguably one of the most brilliant doctoral theses in astronomy was written in 
1925 by a student at Harvard—and she did it in 2 years. Cecilia Payne-Gaposchkin 
(1900–1979) was an English student who crossed the ocean to pursue graduate 
studies at Radcliffe College, and she quickly gravitated to the nearby Harvard 
Observatory, then perhaps the leading center for research on stars. It was also a 
place where women, though they often did not get the credit at the time, were 
making some of the most fundamental advances in stellar astronomy. It was 
Nirvana for her, and she never left.

Cecilia Payne knew far more physics than most astronomers of the time. She 
was one of the first to apply the then revolutionary quantum theory of atoms 
to the spectra of stars, thereby ascertaining stellar temperatures and chemical 
abundances. Of fundamental importance, her work proved that hydrogen and 

helium—not the heavy elements, as was then supposed—are the 
most abundant elements in stars and, therefore, in the universe. 
Her findings were so revolutionary that the leading theorist of 
the time, Henry Norris Russell of Princeton, declared her work to 
be “clearly impossible.” It took years to convince the astronomical 
community that hydrogen is about a million times more abundant 
in stars than are most of the common elements found on Earth. 
Yet we take these findings for granted today.

In collaboration with her husband, the exiled Russian astronomer 
Sergei Gaposchkin, Cecilia Payne-Gaposchkin spent decades making 
literally millions of observations of thousands of star clusters, 
variable stars, and galactic novae. Her analysis provided a firm 
theoretical basis for many properties of stars and their use as 
distance indicators in the universe. Much of her work has stood the 
test of time. Despite a flood of new data and new theoretical ideas, 
it remains the bedrock of modern astronomy.

Portrait of Cecilia Payne-Gaposchkin 
(Harvard)

Women “computers” at work; Payne at the 
inclined desk (Harvard)



Today, the landscape of stellar research is even richer than Cecilia 
Payne-Gaposchkin knew. We now see stars much more clearly, their spectra in 
much finer detail, and all of it to much greater distances. Not only do we know 
what stars are made of, in most cases we also know why their composition is as 
it is and how many of those stars are born, live, and die. Yet the picture is still 
very much unfinished, as 21st-century astronomy continues to uncover new and  
exciting features of stars and stellar systems.

In 1976, well past her retirement, Payne-Gaposchkin was chosen (perhaps 
ironically, given Russell’s initial reaction to her work half a century earlier) 
as the Henry Norris Russell Lecturer, the highest accolade of the American 
Astronomical Society. Her talk was an enthusiastic summary of a lifetime of 
astronomical research—an encyclopedic talk with no notes and no prompts, 
given in perfectly punctuated English. It was very clear that she knew some 
individual giant stars as well as she knew her best friends. Her talk ended with 
the following advice to astronomers young and old:

“The reward of the young scientist is the emotional thrill of being the first 
person in the history of the world to see something or to understand 
something. Nothing can compare with that experience. The reward of 
the old scientist is the sense of having seen a vague sketch grow into a 
masterly landscape. Not a finished picture, of course; a picture that is still 
growing in scope and detail with the application of new techniques and 
new skills. The old scientist cannot claim that the masterpiece is his own 
work. He may have roughed out part of the design, laid on a few strokes, 
but he has learned to accept the discoveries of others with the same  
delight that he experienced on his own when he was young.”

Illustrated on this page are some recent findings in stellar research—work that 
undoubtedly would have caused Cecilia Payne-Gaposchkin to express more of 
her trademark enthusiasm. Today’s research also would have made her justly 
proud, for so much of it relies on the insights gained by her and her colleagues 
during the first half of the 20th century.

Variable Star Wr 124 (STScl)

Pistol Star (STScl)

Rosebud Nebula (JPL)

Henize Nebula (JPL)
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Visit the Masteringastronomy Study area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Learning Outcomes

Studying this chapter will enable you to

 1 Summarize the overall properties 
and internal structure of the Sun.

 2 Describe the concept of luminos-
ity, and explain how it is measured.

 3 explain how studies of the solar 
surface tell us about the Sun’s  
interior.

 4 List and describe the outer layers 
of the Sun.

 5 Describe the nature and variability 
of the Sun’s magnetic field.

 6 List the various types of solar  
activity, and explain their relation  
to solar magnetism.

 7 Outline the process by which  
energy is produced in the Sun’s 
interior.

 8 explain how observations of the 
Sun’s core changed our under-
standing of fundamental physics.

Living in the solar system, we have the chance to study at close 
range perhaps the most common type of cosmic object—a star. 
Our Sun is a star, and a fairly average one at that, but with a 
unique feature: It is very close to us—some 300,000 times closer 
than our next nearest neighbor, Alpha Centauri. Whereas Alpha 
Centauri is 4.3 light-years distant, the Sun is only 8 light-minutes 
away from us. Consequently, astronomers know far more about 
the properties of the Sun than about any of the other distant 
points of light in the universe.

A good fraction of all our astronomical knowledge is based 
on modern studies of the Sun—from the production of seemingly 
boundless energy in its core to the surprisingly complex activity in 
its atmosphere. Just as we studied our parent planet, Earth, to set 
the stage for our exploration of the solar system, we now examine 
our parent star, the Sun, as the next step in our exploration of the 
universe.

LefT: the Sun, much like the planets, experiences a kind of weather, including storms. 

this spectacular image, taken with a filter in the ultraviolet part of the spectrum to  

diminish the glare and enhance contrast, shows moderate surface activity (in white). 

the image was observed in 2011 with the Solar Dynamics Observatory—a robot that 

orbits earth but stares at the Sun unblinkingly 24 hours a day, eavesdropping on its 

atmosphere, surface, and interior. (NASA)

The Sun
Our parent Star

16

The Big Picture The Sun is our star—the main source  
of energy that powers weather, climate, and life on Earth. 
Imagine our planet without the Sun—no light, no heat, no 
comforting “parent” in the sky. Although we take it for granted 
each and every day, the Sun is vitally important to us in the 
cosmic scheme of things. Simply put, without the Sun, we 
would not exist.
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brilliant gas ball we perceive with our eyes or view through a 
heavily filtered telescope. This “surface”—the part of the Sun 
that emits the radiation we see—is called the photosphere.  
Its radius is about 700,000 km. However, the thickness of the 
photosphere is probably no more than 500 km, less than 0.1 
percent of the radius, which is why we perceive the Sun as 
having a well-defined, sharp edge (Figure 16.1).

The main regions of the Sun are illustrated in Figure 16.2  
and summarized in Table 16.1. We will discuss them all in 
more detail later in the chapter. Just above the photosphere 
is the Sun’s lower atmosphere, called the chromosphere, 
about 1500 km thick. From 1500 km to 10,000 km above 
the top of the photosphere lies a region called the transition 
zone, in which the temperature rises dramatically. Above 
10,000 km, and stretching far beyond, is a tenuous (thin), 
hot upper atmosphere: the solar corona. At still greater 
distances, the corona turns into the solar wind, which 
flows away from the Sun and permeates the entire solar 
system.  (Sec. 6.5) Extending down some 200,000 km 
below the photosphere is the convection zone, a region 
where the material of the Sun is in constant convective 
motion. Below the convection zone lies the radiation zone, 
in which solar energy is transported toward the surface by 
radiation rather than by convection. The term solar interior 
is often used to mean both the radiation and convection 
zones. The central core, roughly 200,000 km in radius, 
is the site of powerful nuclear reactions that generate the 
Sun’s enormous energy output.

Luminosity
The properties of size, mass, density, rotation rate, and tem-
perature are familiar from our study of the planets. But the 
Sun has an additional property, perhaps the most important 
of all from the point of view of life on Earth: The Sun radi-
ates a great deal of energy into space, uniformly (we assume) 
in all directions. By holding a light-sensitive device—a pho-
toelectric cell, perhaps—perpendicular to the Sun’s rays, we 
can measure how much solar energy is received per square 
meter of surface area every second. Imagine our detector as 
having a surface area of 1 square meter (1 m2) and as being 
placed at the top of Earth’s atmosphere. The amount of 
solar energy reaching this surface each second is a quantity 
known as the solar constant, whose value is approximately 
1400 watts per square meter (W/m2).

About 50 to 70 percent of the incoming energy from 
the Sun reaches Earth’s surface; the rest is intercepted by 
the atmosphere (30 percent) or reflected away by clouds  
(0 to 20 percent). Thus, on a clear day, a sunbather’s body 
having a total surface area of about 0.5 m2 receives solar 
energy at a rate of roughly 1400 W/m2 3 0.70 (70 percent) 3 
0.5 m2 < 500 W, equivalent to the output of a small electric 
room heater or five 100-watt lightbulbs.

16.1   Physical Properties  
of the Sun

The Sun is the sole source of light and heat for the mainte-
nance of life on Earth. The Sun is a star—a glowing ball of gas 
held together by its own gravity and powered by nuclear fusion 
at its center. In its physical and chemical properties, the Sun is 
similar to most other stars, regardless of when and where they 
formed. Indeed, our Sun appears to be a rather typical star, 
lying right in the middle of the observed ranges of stellar mass, 
radius, brightness, and composition. Far from detracting from 
our interest in the Sun, this very mediocrity is one of the main 
reasons that astronomers study it—they can apply knowledge 
of solar phenomena to many other stars in the universe.

Overall Properties
The Sun’s radius, roughly 700,000 km, is determined most 
directly by measuring the angular size (0.5°) of the Sun 
and then employing elementary geometry.  (Sec. 1.6) 
The Sun’s mass, 2.0 3 1030 kg, follows from Newton’s laws 
of motion and gravity, applied to the observed orbits of the 
planets.  (More Precisely 2-2) The average solar density 
derived from its mass and volume, approximately 1400 kg/m3, 
is quite similar to that of the jovian planets and about one-
quarter the average density of Earth.

Solar rotation can be measured by timing sunspots 
and other surface features as they traverse the solar disk.  

 (Sec. 2.4) These observations indicate that the Sun 
rotates in about a month, but it does not do so as a solid 
body. Instead, it spins differentially, like Jupiter and Saturn—
faster at the equator and slower at the poles.  (Sec. 11.1)  
The equatorial rotation period at the equator is about 25 days. 
Sunspots are never seen above latitude 60° (north or south), 
but at that latitude they indicate a 31-day period. Other 
measurement techniques, such as those discussed in Sec-
tion 16.2, reveal that the Sun’s rotation period continues to 
increase as we approach the poles. The polar rotation period 
is not known with certainty, but it may be as long as 36 days.

The Sun’s surface temperature is measured by apply-
ing the radiation laws to the observed solar spectrum.  

 (Sec. 3.4) The distribution of solar radiation has the 
approximate shape of a blackbody curve for an object at 
about 5800 K. The average solar temperature obtained in 
this way is known as the Sun’s effective temperature.

Having a radius of more than 100 Earth radii, a mass of 
more than 300,000 Earth masses, and a surface temperature 
well above the melting point of any known material, the Sun 
is clearly a body that is very different from any other we have 
encountered so far.

Solar Structure
The Sun has a surface of sorts—not a solid surface (the 
Sun contains no solid material), but rather that part of the 
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energy falls on each square meter of the sphere (i.e., the 
solar constant) by the total surface area of our imagi-
nary sphere, we can determine the total rate at which 
energy leaves the Sun’s surface. This quantity is known as  
the luminosity of the Sun. It turns out to be just under  
4 3 1026 W.

The Sun is an enormously powerful source of energy. 
Every second, it produces an amount of energy equivalent 
to the detonation of about 10 billion 1-megaton nuclear 
bombs. Six seconds worth of solar energy output, suitably 

Let us now ask about the total amount of energy radi-
ated in all directions from the Sun, not just the small 
fraction intercepted by our detector or by Earth. Imagine 
a three-dimensional sphere is centered on the Sun and  
just large enough that its surface intersects Earth’s 
center (Figure 16.3). The sphere’s radius is 1 AU, and 
its surface area is therefore 4π 3 (1 AU)2, or approxi-
mately 2.8 3 1023 m2. Multiplying the rate at which solar 

▲ figure 16.1 The Sun the inner part of this composite, filtered 
image of the Sun shows a sharp solar edge, although our star, like all 
stars, is made of a gradually thinning gas. the edge appears sharp 
because the solar photosphere is so thin. the outer portion of the 
image is the solar corona, normally too faint to be seen, but visible 
during an eclipse, when the light from the solar disk is blotted out. 
note the blemishes; they are sunspots.  (Sec. 2.4) (NOAO)

R I V U X G ▲ figure 16.2 Solar Structure the main regions of the 
Sun, not drawn to scale, with some physical dimensions labeled. 
the photosphere is the visible “surface” of the Sun. Below it lie 
the convection zone, the radiation zone, and the core. above the 
photosphere, the solar atmosphere consists of the chromosphere, 
the transition zone, and the corona.

200,000 km

300,000 km

200,000 km

Core

Solar
wind

Transition zone (8500 km)

Chromosphere (1500 km)

Photosphere (500 km)
Corona

 Convection zone 

Radiation zone 

TabLe 16.1 The Standard Solar Model

region inner radius (km) Temperature (K) Density (kg/m3) Defining Properties

Core 0 15,000,000 150,000 Energy generated by nuclear fusion
Radiation zone 200,000 7,000,000 15,000 Energy transported by electromagnetic radiation
Convection zone 496,000* 2,000,000 150 Energy carried by convection
Photosphere 696,000* 5800 2 3 10−4 Electromagnetic radiation can escape—the part 

of the Sun we see
Chromosphere 696,500* 4500 5 3 10−6 Cool lower atmosphere

Transition zone 698,000* 8000 2 3 10−10 Rapid increase in temperature

Corona 706,000* 3,000,000 10−12 Hot, low-density upper atmosphere
Solar wind 10,000,000 > 1,000,000 10−23 Solar material escapes into space and flows out-

ward through the solar system

* These radii are based on the accurately determined radius of the photosphere. The other radii quoted are approximate, round numbers.



392 CHAPTER 16 The Sun

to find the model that agrees most closely with observa-
tions.  (Sec. 1.2) Recall from Chapter 11 how similar 
techniques are used to infer the structures of the jovian 
planets.  (Sec. 11.3) The result in the case of the Sun is 
the standard solar model, which has gained widespread 
acceptance among astronomers.

Modeling the Structure of the Sun
The Sun’s bulk properties—its mass, radius, temperature, 
and luminosity—do not vary much from day to day or from 
year to year. Although we will see in Chapter 20 that stars 
like the Sun do change significantly over periods of billions 
of years, for our purposes here this slow evolution may be 
ignored. On “human” time scales, the Sun may reasonably 
be thought of as unchanging.

Based on this simple observation, as illustrated in  
Figure 16.4, theoretical models generally begin by assum-
ing that the Sun is in a state of hydrostatic equilibrium, 
in which pressure’s outward push exactly counteracts 
gravity’s inward pull. This stable balance between oppos-
ing forces is the basic reason that the Sun neither collapses 
under its own weight nor explodes into interstellar space. 

 (More Precisely 8-1) The assumption of hydrostatic 
equilibrium, coupled with our knowledge of some basic 
physics, then lets us predict the density and temperature 
in the solar interior. This information, in turn, allows the 
model to make predictions about other observable solar 
properties—luminosity, radius, spectrum, and so on—and 
the internal details of the model are fine-tuned until the 

focused, would evaporate all of Earth’s oceans. Three min-
utes would melt our planet’s crust. The scale on which the 
Sun operates simply defies earthly comparison. Let’s begin 
our more detailed study with a look at where all this energy 
comes from.

Process of science Check

4 Why must we assume that the Sun radiates equally in 
all directions when we compute the solar luminosity 
from the solar constant?

16.2  The Solar Interior
How do astronomers know about conditions in the inte-
rior of the Sun? As we have just seen, the fact that the Sun 
shines tells us that its center must be very hot, but our 
direct knowledge of the solar interior is actually quite lim-
ited. (See Section 16.7 for a discussion of one important 
“window” we do have into the solar core.) Lacking direct 
measurements, researchers must use other means to probe 
the inner workings of our parent star. To this end, they 
construct mathematical models of the Sun, combining all 
available data with theoretical insight into solar physics 

▲ figure 16.3 solar Luminosity If we draw an imaginary sphere 
around the Sun so that the sphere’s surface passes through Earth’s 
center, then the radius of this imaginary sphere equals 1 AU. The “solar 
constant” equals the power striking a 1-m2 detector at Earth’s distance, 
as implied in the inset. The Sun’s luminosity is then determined by 
multiplying the sphere’s surface area by the solar constant. (NASA)

Earth

One
astronomical

unit

Sun

narrated figure 16.4 stellar Balance In the interior 
of a star such as the Sun, the outward pressure of hot gas 
balances the inward pull of gravity. This is true at every point 
within the star, guaranteeing its stability.

Pressure
out

Gravity
in
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helioseismology, even though solar pressure waves have 
nothing whatever to do with solar seismic activity—there 
is no such thing.

The most extensive study of solar vibrations is the 
ongoing GONG (short for Global Oscillations Network 
Group) project. By making continuous observations of the 
Sun from many clear sites around Earth, solar astrono-
mers can obtain uninterrupted high-quality solar data 
spanning weeks at a time. The space-based Solar and Heli-
ospheric Observatory (SOHO), launched by the European 
Space Agency in 1995 and now permanently stationed 
between Earth and the Sun some 1.5 million kilometers 
from our planet (see Discovery 16-1), has provided con-
tinuous monitoring of the Sun’s surface and atmosphere 
since 1995. Analysis of these data sets provides detailed 
information about the temperature, density, rotation, and 
convective state of the solar interior, permitting direct 
comparison with theory over a large portion of the Sun’s 
volume. The agreement between the standard solar model 
and observations is spectacular—the frequencies and 
wavelengths of observed solar oscillations are within 0.1 
percent of the model predictions.

The data also allow scientists to monitor global circu-
lation patterns—large-scale gas flows in the solar interior, 
including two gigantic “conveyor belts” that transport sub-
surface material from the equator to the poles, then return 
it to the equator at a depth of some 300,000 km, far below 
the convection zone. These circulation patterns, which 
move at 10–15 m/s and take roughly 40 years to complete 
a single loop, are thought to play crucial roles in regulating 
the sunspot cycle (see Section 16.4).

predictions agree with observations. This is the scientific 
method at work; the standard solar model is the result.  

 (Sec. 1.2)
Hydrostatic equilibrium has an important consequence 

for the solar interior. Because the Sun is very massive, its 
gravitational pull is very strong, so very high internal pres-
sure is needed to maintain the balance. This high pressure in 
turn requires a very high central temperature, a fact crucial 
to our understanding of solar energy generation (Section 
16.6). Indeed, calculations of this sort carried out by British 
astrophysicist Sir Arthur Eddington around 1920 provided 
astronomers with the first inkling that fusion might be the 
process that powers the Sun.

To test and refine the standard solar model, astron-
omers are eager to obtain information about the solar 
interior. However, with so little direct information about 
conditions below the photosphere, we must rely on more 
indirect techniques. In the 1960s, measurements of the 
Doppler shifts of solar spectral lines revealed that the 
surface of the Sun oscillates, or vibrates, like a complex 
set of bells.  (Secs. 3.5, 4.5) These vibrations, illus-
trated in Figure 16.5(a), are the result of internal pressure 
waves (somewhat like sound waves in air) that reflect off 
the photosphere and repeatedly cross the solar interior 
(Figure 16.5b). Because the waves can penetrate deep 
inside the Sun, analysis of their surface patterns allows 
scientists to study conditions far below the Sun’s surface. 
The process is similar to the way in which seismologists 
learn about the interior of Earth by observing the P- and 
S-waves produced by earthquakes.  (Sec. 7.3) For this 
reason, the study of solar surface patterns is usually called 

▲ figure 16.5 Solar oscillations (a) By observing the motion of the solar surface, scientists can determine the 
wavelengths and the frequencies of the individual waves and deduce information about the Sun’s complex vibrations. 
(b) Waves contributing to the observed oscillations can travel deep inside the Sun, providing vital information about the 
solar interior. (National Solar Observatory)

(a) (b)

These are 
oscillatory 
patterns in 
the Sun’s 
convection 
zone.

These colored 
patches 
depict gas 
moving 
down (red) 
and up (blue).
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▲ figure 16.6 Solar interior Density and temperature vary 
greatly inside the Sun. parts (b) and (c) show the changes in solar 
density and temperature, relative to the cutaway diagram of the 
Sun’s interior (a).
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Figure 16.6 shows the solar density and temperature, 
plotted as functions of distance from the Sun’s center, 
according to the standard solar model. Notice how the den-
sity drops rather sharply at first and then decreases more 
slowly near the solar photosphere, some 700,000 km from 
the center. The variation in density is large, ranging from 
a core value of about 150,000 kg/m3, 20 times the density 
of iron, to an intermediate value (at 350,000 km) of about 
1000 kg/m3, the density of water, to an extremely small 
photospheric value of 2 3 10−4 kg/m3, 10,000 times less 
dense than air at the surface of Earth. Because the density 
is so high in the core, roughly 90 percent of the Sun’s mass 
is contained within the inner half of its radius. The solar 
density continues to decrease out beyond the photosphere, 
reaching values as low as 10−23 kg/m3 in the far corona—
about as thin as the best vacuum physicists can create in 
laboratories on Earth.

The solar temperature also decreases with increasing 
radius in the solar interior, but not as rapidly as the 
density. Computer models indicate a temperature of about  
15 million K at the core, consistent with the minimum 10 
million K needed to initiate the nuclear reactions known to 
power most stars, decreasing to the observed value of about 
5800 K at the photosphere.

As the data improve and old mysteries are resolved, 
new ones often emerge. For example, helioseismology 
indicates that the Sun’s rotation speed varies with depth—
perhaps not too surprising, given the surface differential 
rotation mentioned earlier and the fact that similar behav-
ior has been noted in the outer planets. What is puzzling, 
though, is the complexity of the differential motion. The 
surface layers show a “zonal f low” of sorts, with alter-
nating bands of higher- and lower-than-average rotation 
rates. Just below the surface are wide “rivers” of lower 
speed (at the equator) and higher speed (polar) rotation. 
The material at the base of the convection zone appears 
to oscillate in rotation speed, sometimes moving faster 
(by about 10 percent) than the surface layers, sometimes 
slower, with a period of about 1.3 years. Deeper still, the 
radiative interior rotates more or less as a solid body, once 
every 26.9 days. A full explanation of the Sun’s rotation 
currently eludes theorists.

Energy Transport

The very hot solar interior ensures violent and frequent col-
lisions among gas particles. Particles move in all directions 
at high speeds, bumping into one another unceasingly. In 
and near the core, the extremely high temperatures guaran-
tee that the gas is completely ionized. Recall from Chapter 
4 that, under less extreme conditions, atoms absorb pho-
tons that can boost their electrons to more excited states. 

 (Sec. 4.2) With no electrons left on atoms to capture 
the photons, however, the deep solar interior is relatively 

transparent to radiation. Only occasionally does a photon 
encounter and scatter off of a free electron or proton. The 
energy produced by nuclear reactions in the core travels 
outward toward the surface in the form of radiation with 
relative ease.

As we move outward from the core, the temperature 
falls, atoms collide less frequently and less violently, and 
more and more electrons manage to remain bound to their 
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surface by convection—the same basic physical process we 
saw in our study of Earth’s atmosphere, although it oper-
ates in a very different environment in the Sun.  (Sec. 
7.2) Hot solar gas moves outward while cooler gas above it 
sinks, creating a characteristic pattern of convection cells. 
All through the convection zone, energy is transported 
to the surface by physical motion of the solar gas. (Note 
that this actually represents a departure from hydrostatic 
equilibrium, as defined above, but it can still be handled 
within the standard solar model.) Remember that there is 
no physical movement of material when radiation is the 
energy-transport mechanism; convection and radiation 

parent nuclei. With more and more atoms retaining elec-
trons that can absorb the outgoing radiation, the gas in 
the interior changes from being relatively transparent to 
being almost totally opaque. By the outer edge of the radia-
tion zone, roughly 500,000 km from the center (actually, 
496,000 km, according to the best available SOHO data), all 
the photons produced in the Sun’s core have been absorbed. 
Not one of them reaches the surface. But what happens to 
the energy they carry?

The photons’ energy must travel beyond the Sun’s 
interior: That we see sunlight—visible energy—proves 
that energy escapes. The escaping energy reaches the 

DISCOVerY 16-1

before they actually occur (see Section 16.5). Given that such 
coronal storms can endanger pilots and astronauts and play 
havoc with communications, power grids, satellite electron-
ics, and other human activity, the prospect of having accu-
rate forecasts of disruptive solar events is a very welcome 
development.

By monitoring all aspects of the Sun, from surface os-
cillations to the details of its magnetic field structure, these 
spacecraft are steadily refining astronomers’ models of solar 
structure, solar magnetism, and solar activity. These re-
markable spacecraft have radioed back to Earth a wealth of 
new scientific information about our parent star. Since our 
detailed understanding of stars in general rests squarely on 
our knowledge of the Sun, SOHO and SDO are continually 
expanding the foundations of our study of the universe on 
every scale.

eavesdropping on the Sun
Throughout the few decades of the Space Age, various nations, 
led by the United States, have sent spacecraft to most of the 
major bodies in the solar system. One of the as-yet-unexplored 
bodies is Pluto, the most notable member of the Kuiper belt, 
which has never been visited by a robot orbiter or even a flyby 
craft—although this may change soon.  (Sec. 14.3) The other 
unexplored body is the Sun. Currently, the next best things to 
a dedicated, close-up reconnoitering spacecraft are the Solar 
and Heliospheric Observatory (SOHO) and the Solar Dynamics 
Observatory (SDO). Both spacecraft have radioed back to Earth 
volumes of new data—and more than a few new puzzles—about 
our parent star.

SOHO is a billion-dollar mission operated primarily by 
the European Space Agency. Launched in 1995 and (as of early 
2013) still operating, 18 years into its planned 3-year mission, 
this 2-ton robot is now on-station about 1.5 million kilometers 
sunward of Earth—about 1 percent of the distance from Earth 
to the Sun. This is the so-called L1 Lagrangian point, where the 
gravitational pull of the Sun and Earth are precisely equal—
a good place to park a monitoring platform. In contrast, the 
U.S. SDO spacecraft, launched in 2010, travels around Earth 
in an inclined, geosynchronous orbit. Both automated vehicles 
stare at the Sun 24 hours a day and carry instruments capa-
ble of measuring almost everything from the Sun’s corona and 
magnetic field to its solar wind and internal vibrations. The 
accompanying figure shows a false-color ultraviolet image of 
the Sun’s lower corona, recently obtained by SDO.

Both spacecraft are positioned just beyond Earth’s 
magnetosphere, so their instruments can study cleanly the 
high-speed charged particles of the solar wind. Coordinat-
ing these on-site measurements with SOHO and SDO im-
ages of the Sun itself, astronomers can study solar weather 
in great detail and in real time. The accumulated data are 
sufficiently good that mission scientists now think they 
can follow solar magnetic field loops expanding and break-
ing as the Sun prepares itself for mass ejections several days 

(NASA/ESA)
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bright granule measures about 1000 km across—comparable  
in size to a continent on Earth—and has a lifetime of between 
5 and 10 minutes. Together, several million granules consti-
tute the top layer of the convection zone, immediately below 
the photosphere.

Each granule forms the topmost part of a solar convec-
tion cell. Spectroscopic observation within and around the 
bright regions shows direct evidence for the upward motion 

are fundamentally different ways in which energy can be 
transported from one place to another.

Figure 16.7 is a schematic diagram of the solar convec-
tion zone. There is a hierarchy of convection cells, organ-
ized in tiers of many different sizes at different depths. The 
deepest tier, lying approximately 200,000 km below the 
photosphere, is thought to contain large cells some tens 
of thousands of kilometers in diameter. Heat is then suc-
cessively carried upward through a series of progressively 
smaller cells, stacked one on another, until, at a depth of 
about 1000 km, the individual cells are about 1000 km 
across. The top of this uppermost tier of convection is the 
visible surface of the Sun, where astronomers can directly 
observe the cell sizes. Information about convection below 
that level is inferred mostly from computer models of the 
solar interior.

At some distance from the core, the solar gas becomes 
too thin to sustain further upwelling by convection. The-
ory suggests that this distance roughly coincides with the 
photospheric surface we see. Convection does not proceed 
into the solar atmosphere; there is simply not enough gas 
there—the density is so low that there are too few atoms 
or ions to intercept much sunlight, so the gas becomes 
transparent again and radiation once more becomes the 
mechanism of energy transport. Photons reaching the 
photosphere escape more or less freely into space, and the 
photosphere emits thermal radiation, like any other hot 
object. The photosphere is narrow, and the “edge” of the 
Sun sharp, because this transition from opacity to com-
plete transparency is very rapid. Just below the bottom 
of the photosphere the gas is still convective, and radia-
tion does not reach us directly. A few hundred kilometers 
higher, the gas is too thin to emit or absorb any significant 
amount of radiation.

Granulation
Figure 16.8 is a high-resolution photograph of the solar sur-
face. The visible surface is highly mottled, or granulated, 
with regions of bright and dark gas known as granules. Each 

◀ figure 16.7 Solar 
convection energy is physically 
transported in the Sun’s convection 
zone, which here is visualized as 
a boiling, seething sea of gas. as 
drawn, the convective cell sizes 
become progressively larger at 
greater depths. this is a highly 
simplified diagram; there are many 
different cell sizes, and they are not 
so neatly arranged.
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▲ figure 16.8 Solar granulation this photograph of the 
granulated solar photosphere, taken with the 1-m Swedish Solar  
telescope looking directly down on the Sun’s surface, shows typical 
solar granules comparable in size to earth’s continents. the bright 
portions of the image are regions where hot material upwells from 
below, as illustrated in Figure 16.7. the darker (redder) regions 
correspond to cooler gas that is sinking back down into the interior.  
(SST/Royal Swedish Academy of Sciences)
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16.3  The Sun’s Atmosphere
Astronomers can glean an enormous amount of infor-
mation about the Sun from an analysis of the absorption  
lines that arise in the photosphere and lower atmosphere.  
(Sec. 4.4) Figure 16.9 (see also Figure 4.4) is a detailed spec-
trum of the Sun spanning a range of wavelengths from 360 
to 690 nm. Notice the intricate dark Fraunhofer absorption 
lines superposed on the background continuous spectrum.

Tens of thousands of spectral lines have been observed 
and cataloged in the solar spectrum. In all, some 67 ele-
ments have been identified in the Sun in various states of 
ionization and excitation.  (Sec. 4.2) More elements 
probably exist there, but they are present in such small 
quantities that our instruments are simply not sensitive 
enough to detect them. Table 16.2 lists the 10 most common 
elements in the Sun. Notice that hydrogen is by far the most 
abundant element, followed by helium. This distribution is 
just what we saw on the jovian planets, and it is what we 
will find for the universe as a whole.

Solar Spectral Lines
As discussed in Chapter 4, spectral lines arise when elec-
trons in atoms or ions make transitions between states of 
well-defined energies, emitting or absorbing photons of  
specific energies (i.e., wavelengths or colors) in the process. 

 (Sec. 4.2) However, to explain the spectrum of the Sun 
(and, indeed, the spectra of all stars), we must slightly modify 

of gas as it “boils” up from within—evidence that convec-
tion really does occur just below the photosphere. Spectral 
lines detected from the bright granules appear slightly bluer 
than normal, indicating Doppler-shifted matter approach-
ing us at about 1 km/s.  (Sec. 3.5) Spectroscopes focused 
on the darker portions of the granulated photosphere show 
the same spectral lines to be redshifted, indicating matter 
moving away from us.

The variations in brightness of the granules result 
strictly from differences in temperature. The upwelling gas 
is hotter and therefore emits more radiation than the cooler, 
downward-moving gas. The adjacent bright and dark gases 
appear to contrast considerably, but in reality their tem-
perature difference is less than about 500 K. Careful meas-
urements also reveal a much larger-scale flow on the solar 
surface. Supergranulation is a flow pattern quite similar 
to granulation, except that supergranulation cells meas-
ure some 30,000 km across. As with granulation, material 
upwells at the center of the cells, flows across the surface, 
then sinks down again at the edges. Scientists suspect that 
supergranules are the imprint on the photosphere of a 
deeper tier of large convective cells, like those depicted in 
Figure 16.7.

concePT Check 

4 What are the two distinct ways in which energy moves 
outward from the solar core to the photosphere?

◀ figure 16.9 Solar Spectrum  
a detailed visible spectrum of our  
Sun shows thousands of dark 
Fraunhofer (absorption) spectral 
lines, indicating the presence of 
67 different elements in various 
stages of excitation and ionization 
in the lower solar atmosphere. 
the numbers give wavelengths, in 
nanometers. (Palomar Observatory/
Caltech)

390400

460

540550560570580590600610

680 670 660 650 640 630 620690

Na

470480490500510520530540

KH

FeFe Hd

Ha He

HbHgFe

Hg Ca Ca

410420430440450460

R I V U X G



398 CHAPTER 16 The Sun

Stefan’s law, the brightness of a radiating object depends on 
its temperature—the cooler the gas, the less energy it radi-
ates.)  (Sec. 3.4) Thus, the existence of Fraunhofer lines is 
direct evidence that the temperature in the Sun’s atmosphere 
decreases with height above the photosphere.

Strictly speaking, spectral analysis allows us to draw 
conclusions only about the part of the Sun where the lines 
form—the photosphere and chromosphere. However, most 
astronomers think that, with the exception of the solar core 
(where nuclear reactions are steadily changing the composi-
tion—see Sec. 16.6), the data in Table 16.2 are representative 
of the entire Sun. That assumption is strongly supported by 
the excellent agreement between the standard solar model, 
which makes the same assumption, and helioseismological 
observations of the solar interior.

The Chromosphere
Above the photosphere lies the cooler chromosphere, the inner 
part of the solar atmosphere. This region emits very little light 
of its own and cannot be observed visually under normal con-
ditions. The photosphere is just too bright, dominating the 
chromosphere’s radiation. The relative dimness of the chromo-
sphere results from its low density—large numbers of photons 
simply cannot be emitted by a tenuous gas containing very few 
atoms per unit volume. Still, although it is not normally seen, 
astronomers have long been aware of the chromosphere’s exist-
ence. Figure 16.10 shows the Sun during an eclipse in which 
the photosphere—but not the chromosphere—is obscured by 
the Moon. The chromosphere’s characteristic reddish hue is 

our earlier description of the formation of absorption lines. 
We explained these lines in terms of cool foreground gas 
intercepting light from a hot background source. In actuality, 
both the bright background and the dark absorption lines in 
Figure 16.9 form at roughly the same locations in the Sun—
the solar photosphere and lower chromosphere. To under-
stand how these lines are formed, consider again the solar 
energy emission process in a little more detail.

Below the photosphere, the solar gas is sufficiently dense, 
and interactions among photons, electrons, and ions suffi-
ciently common, that radiation cannot escape directly into 
space. In the solar atmosphere, however, the probability that 
a photon will escape without further interaction with matter 
depends on the photon’s energy. Recall from Chapter 4 that an 
atom or ion can absorb a photon only if that photon’s energy 
has just the right value to cause an electron to jump from one 
energy level to another.  (Sec. 4.3) Hence, if the photon 
energy happens to correspond to some electronic transition in 
an atom or ion in the gas, then the photon may be absorbed 
again before it can travel very far—the more elements present 
of the type suitable for absorption, the lower the escape prob-
ability. Conversely, if the photon’s energy does not coincide 
with any such transition, then the photon cannot interact fur-
ther with the gas, and it leaves the Sun headed for interstellar 
spaces, or perhaps the detector of an astronomer on Earth.

Thus, when we look at the Sun, we are actually peering 
down into the solar atmosphere to a depth that depends on the 
wavelength of the light under study. Photons with wavelengths 
far from any absorption feature (i.e., having energies far from 
any atomic transition) are less likely to interact with matter as 
they travel through the solar gas and so come from deeper in 
the photosphere. However, photons with wavelengths near the 
centers of absorption lines are much more likely to be captured 
by an atom or ion and therefore escape mainly from higher 
(and cooler) levels. The lines are darker than their surround-
ings because the temperature where they form is lower than 
the 5800-K temperature at the base of the photosphere, where 
most of the continuous emission originates. (Recall that, by 

▲ figure 16.10 Solar chromosphere this photograph of a total 
solar eclipse shows the solar chromosphere a few thousand kilometers 
above the Sun’s surface. note the prominence at left. (G. Schneider)
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TabLe 16.2 The Composition of the Sun

element Percentage of Total 
number of atoms

Percentage of  
Total Mass

Hydrogen 91.2 71.0
Helium 8.7 27.1
Oxygen 0.078 0.97
Carbon 0.043 0.40
Nitrogen 0.0088 0.096
Silicon 0.0045 0.099
Magnesium 0.0038 0.076
Neon 0.0035 0.058
Iron 0.0030 0.14
Sulfur 0.0015 0.040
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plainly visible. This coloration is due to the red Hα (hydro-
gen alpha) emission line of hydrogen, which dominates the 
chromospheric spectrum.  (More Precisely 4-1)

The chromosphere is far from tranquil. Every few min-
utes, small solar storms erupt, expelling jets of hot matter 
known as spicules into the Sun’s upper atmosphere (Fig-
ure 16.11). These long, thin spikes of matter leave the Sun’s 
surface at typical speeds of about 100 km/s and reach sev-
eral thousand kilometers above the photosphere. Spic-
ules are not spread evenly across the solar surface. Instead, 
they cover only about 1 percent of the total area, tending to 
accumulate around the edges of supergranules. The Sun’s 
magnetic field is also known to be somewhat stronger 
than average in those regions. Scientists speculate that the 
downward-moving material there tends to strengthen the 
solar magnetic field, and spicules are the result of magnetic  
disturbances in the Sun’s churning outer layers.

The Transition Zone and the Corona
During the brief moments of an eclipse, if the Moon’s angu-
lar size is large enough that both the photosphere and the 
chromosphere are blocked, the ghostly solar corona can be 
seen (Figure 16.12). With the photospheric light removed, the 
pattern of spectral lines changes dramatically. The intensities 
of the usual lines alter (suggesting changes in composition or 
temperature, or both), the spectrum shifts from absorption 
to emission, and an entirely new set of spectral lines suddenly 
appears. The shift from absorption to emission is entirely in 
accordance with Kirchhoff’s laws, because we see the corona 
against the blackness of space, not against the bright contin-
uous spectrum from the photosphere below.  (Sec. 4.1)

These new coronal (and in some cases chromospheric) 
lines were first observed during eclipses in the 1920s. For 
years afterward, some researchers (for want of any better 

▲ figure 16.11 Solar Spicules Short-lived, narrow jets of gas that typically last mere minutes can be seen 
sprouting up from the solar chromosphere in this ultraviolet image of the Sun. these so-called spicules are the thin 
spikelike regions whose gas escapes from the Sun at speeds of about 100 km/s. (NASA)

R I V U X G

A
N

IM
A

TI
O

N
/V

ID
E

O
 S

o
la

r 
C

h
ro

m
o

sp
h

er
e

explanation) attributed them to a new nonterrestrial ele-
ment, which they dubbed “coronium.” We now recognize 
that these new spectral lines do not indicate any new kind of 
atom. Coronium does not exist. Rather, the new lines arise 
because atoms in the corona have lost several more electrons 
than atoms in the photosphere—that is, the coronal atoms 
are much more highly ionized. Therefore, their internal elec-
tronic structures, and hence their spectra, are quite different 
from the structure and spectra of atoms and ions in the pho-
tosphere. For example, astronomers have identified coronal 
lines corresponding to iron ions with as many as 13 of their 
normal 26 electrons missing. In the photosphere, most iron 
atoms have lost only 1 or 2 of their electrons.

The cause of this extensive electron stripping is the high 
coronal temperature. The degree of ionization inferred from 
spectra observed during solar eclipses tells us that the tem-
perature of the upper chromosphere exceeds that of the pho-
tosphere. Furthermore, the temperature of the solar corona, 
where even more ionization is seen, is higher still. Figure 16.13 
shows how the temperature of the Sun’s atmosphere var-
ies with altitude. The temperature decreases to a minimum 
of about 4500 K some 500 km above the photosphere, after 
which it rises steadily. About 1500 km above the photosphere, 
in the transition zone, the temperature begins to rise rapidly, 
reaching more than 1 million K at an altitude of 10,000 km. 
Thereafter, in the corona, the temperature remains roughly 
constant at around 3 million K, although SOHO and other 
orbiting instruments have detected coronal “hot spots” hav-
ing temperatures many times higher than this average value.

The cause of the rapid temperature rise is not fully 
understood. The temperature profile runs contrary to intui-
tion: Moving away from a heat source, we would normally 
expect the heat to diminish, but this is not the case in the 
lower atmosphere of the Sun. The corona must have another 
energy source. Astronomers now think that magnetic 
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disturbances in the solar photosphere 
are ultimately responsible for heating 
the corona (Section 16.5).

The Solar Wind
Electromagnetic radiation and fast-
moving particles—mostly protons and 
electrons—escape from the Sun all the 
time. The radiation moves away from 
the photosphere at the speed of light, 
taking 8 minutes to reach Earth. The 
particles travel more slowly, although 
at the still considerable speed of about 
500 km/s, reaching Earth in a few days. 
This constant stream of escaping solar 
particles is the solar wind.

The solar wind results from the 
high temperature of the corona. About 
10 million km above the photosphere, 
the coronal gas is hot enough to escape 
the Sun’s gravity, and it begins to flow 
outward into space. At the same time, 
the solar atmosphere is continuously 
replenished from below. If that were not 
the case, the corona would disappear in 
about a day. The Sun is, in effect, “evap-
orating”—constantly shedding mass 
through the solar wind. The wind is  
an extremely thin medium, however. 
Even though it carries away roughly  
2 million tons of solar matter each  

second, less than 0.1 percent of the Sun’s mass has been lost 
this way since the solar system formed 4.6 billion years ago.

concePT Check

4  Describe two ways in which the spectrum of the solar 
corona differs from that of the photosphere.

16.4  Solar Magnetism
The Sun has a powerful and complex magnetic field. Discov-
ered in 1908 by American astronomer George Ellery Hale, 
the solar field still presents puzzles to scientists today. The 
structure of the Sun’s magnetic field lines is crucial to under-
standing many aspects of the Sun’s appearance and surface 
activity, yet the details of the field-line geometry, and even 
the mechanism responsible for generating and sustaining the 
entire solar field, remain subjects of intense research. Curi-
ously, the keys to understanding many aspects of solar mag-
netism lie in a phenomenon first observed nearly three cen-
turies before Hale’s groundbreaking discovery.

▲ figure 16.13 Solar atmospheric Temperature the 
change of gas temperature in the lower solar atmosphere is dramatic. 
the temperature, indicated by the blue line, reaches a minimum of 
4500 K in the chromosphere and then rises sharply in the transition 
zone, finally leveling off at around 3 million K in the corona.
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▲ figure 16.12 Solar corona When both the photosphere and the chromosphere are 
obscured by the Moon during a solar eclipse, the faint and extended corona becomes visible. 
(National Solar Observatory)
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The Sun’s Magnetic Field
What causes a sunspot? Why is it cooler than the sur-
rounding photosphere? The answers to these questions 
are closely tied to the structure of the Sun’s magnetic 
field. We saw in Chapter 4 that analysis of spectral lines 
can yield detailed information about the magnetic field 
at the location where the lines originate.  (Sec. 4.5) 
Indeed, Hale’s discovery of solar magnetism was made 
through observations of the Zeeman effect (broadening 
or splitting of spectral lines by a magnetic field) in Hα 
lines observed in sunspots. Most importantly, both the 
strength of the magnetic field and the orientation of a 
field line along the line of sight (toward or away from the 
observer) can be determined.

The magnetic field in a typical sunspot is about 1000 
times greater than the field in neighboring, undisturbed pho-
tospheric regions (which is itself several times stronger than 
Earth’s magnetic field). Furthermore, the field lines are not 

Sunspots
Figure 16.14 is an optical photograph of the entire Sun, show-
ing numerous dark blemishes on its surface. First studied in 
detail by Galileo around 1613, these “spots” provided one of 
the first clues that the Sun was not a perfect, unvarying crea-
tion, but rather a place of constant change.  (Sec. 2.4) The 
dark areas are called sunspots and typically measure about 
10,000 km across, approximately the size of Earth. As shown 
in the figure, they often occur in groups. At any given time, the 
Sun may have hundreds of sunspots, or it may have none at all.

Studies of sunspots show an umbra, or dark center, 
surrounded by a grayish penumbra. The close-up views 
in Figure 16.15 show each of these dark areas and the 
brighter undisturbed photosphere nearby. This gradation 
in darkness is really a gradual change in photospheric tem-
perature—sunspots are simply cooler regions of the photo-
spheric gas. The temperature of the umbra is about 4500 
K, compared with the penumbra’s 5500 K. The spots, then, 
are certainly composed of hot gases. They seem dark only 
because they appear against an even brighter background 
(the 5800 K photosphere). If we could magically remove a 
sunspot from the Sun (or just block out the rest of the Sun’s 
emission), the spot would glow brightly, just like any other 
hot object having a temperature of roughly 5000 K.
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▲ Figure 16.14 Sunspots This photograph of the entire Sun, taken 
during a period of maximum solar activity, shows several groups of 
sunspots. The largest spots in the image are more than 20,000 km 
across, nearly twice the diameter of Earth. Typical sunspots are only 
about half that size. (Palomar Observatory/Caltech)

▲ Figure 16.15 Sunspots, up Close (a) An enlarged photo of the 
largest pair of sunspots in Figure 16.14 shows how each spot consists 
of a cool, dark umbra surrounded by a warmer, brighter penumbra. 
(b) A high-resolution image of a single typical sunspot shows details of 
its structure as well as the surface granules surrounding it. (Palomar 
Observatory/Caltech; SST/Royal Swedish Academy of Sciences)
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Sunspots almost always come in pairs whose members lie 
at roughly the same latitude and have opposite magnetic 
polarities. Figure 16.16(a) illustrates how magnetic field 
lines emerge from the solar interior through one member 
(S) of a sunspot pair, loop through the solar atmosphere, 
and then reenter the photosphere through the other 
member (N). As in Earth’s magnetosphere, charged parti-
cles tend to follow the solar magnetic field lines.  (Sec. 
7.5) Figure 16.16(b) shows an actual image of solar mag-
netic loops, revealing high-temperature gas f lowing along 
a complex network of magnetic field lines connecting two 
sunspot groups.

Despite the irregular appearance of the sunspots them-
selves, there is a great deal of order in the underlying solar 
field. All the sunspot pairs in the same solar hemisphere 
(north or south) at any instant have the same magnetic 
configuration. That is, if the leading spot (measured in the 
direction of the Sun’s rotation) of one pair has N polarity, 
as shown in the figure, then all leading spots in that hemi-
sphere have the same polarity. What’s more, in the other 
hemisphere at the same time, all sunspot pairs have the 
opposite magnetic configuration (S polarity leading). To 
understand these regularities in sunspot polarities, we must 
look at the Sun’s magnetic field in a little more detail.

randomly oriented, but instead are directed roughly perpen-
dicular to (out of or into) the Sun’s surface. Scientists think 
that sunspots are cooler than their surroundings because 
these abnormally strong fields tend to block (or redirect) the 
convective flow of hot gas, which is normally toward the sur-
face of the Sun.

The polarity of a sunspot simply indicates which 
way its magnetic field is directed relative to the solar 
surface. We conventionally label spots where field lines 
emerge from the interior as “S” and those where the 
lines dive below the photosphere as “N” (so field lines 
above the surface always run from S to N, as on Earth). 

▶ figure 16.16 Solar Magnetism (a) the Sun’s magnetic 
field lines emerge from the surface through one member of a 
sunspot pair and reenter the Sun through the other member. 
If the magnetic field lines are directed into the Sun in one 
leading spot, they are inwardly directed in all other leading spots 
in that hemisphere. the opposite is the case in the southern 
hemisphere, where the polarities are always opposite those in 
the north. (b) an ultraviolet image taken by the transition region 
and Coronal explorer (traCe) satellite, showing magnetic field 
lines arching between two sunspot groups. (NASA)

5000 km

S

S

S
S

N

N

N

N

Magnetic
�eld lines

South pole

North pole

Solar rotation

(a)

(b)
R I V U X G

S

S

S
S

N

N

N

N

Sunspot pairs 
(orange) are 
linked by 
magnetic 
�eld lines 
(blue curves).



SeCtIOn 16.4 Solar Magnetism 403

The Solar Cycle
Sunspots are not steady. Most change their size and shape, 
and all come and go. Figure 16.18 shows a time sequence 
in which a number of spots varied—sometimes growing, 
sometimes dissipating—over a period of several days. 
Individual spots may last anywhere from 1 to 100 days; a 
large group typically lasts 50 days. Not only do sunspots 
come and go with time, but their numbers and distribu-
tion across the face of the Sun also change fairly regu-
larly. Centuries of observations have established a clear 

The combination of differential rotation and convec-
tion radically affects the character of the Sun’s magnetic 
field, which in turn plays a major role in determining 
the numbers and location of sunspots. As illustrated in  
Figure 16.17, the Sun’s differential rotation distorts the solar 
magnetic field, “wrapping” it around the solar equator and 
eventually causing any originally north–south magnetic 
field to reorient itself in an east–west direction. At the 
same time, convection causes the magnetized gas to well up 
toward the surface, twisting and tangling the magnetic field 
pattern. In some places, the field lines become kinked like a 
twisted garden hose, causing the field strength to increase. 
Occasionally, the field becomes so strong that it overwhelms 
the Sun’s gravity, and a “tube” of field lines bursts out of 
the surface and loops through the lower atmosphere, form-
ing a sunspot pair. The general east–west orientation of the 
underlying solar field accounts for the observed polarities 
of the resulting sunspot pairs in each hemisphere.

▲ figure 16.17 Solar rotation (a, b) the Sun’s differential rotation wraps and distorts the solar magnetic field.  
(c) Occasionally, the field lines burst out of the surface and loop through the lower atmosphere, thereby creating a 
sunspot pair. the underlying pattern of the solar field lines explains the observed pattern of sunspot polarities. (See 
Figure 16.21.)
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▼ figure 16.18 Sunspot rotation this sequence, running 
left to right, shows the evolution of some sunspots and lower 
chromospheric activity over a period of 12 days. an ha filter was used 
to make these photographs, taken from the Skylab space station. an 
arrow follows one set of sunspots over the course of a week as they 
are carried around the Sun by its rotation. (NASA)
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polarity, while spots in the southern hemisphere have 
the opposite polarity (Figure 16.16). These polarities then 
reverse their signs for the next 11 years, so the full solar 
cycle takes 22 years.

Astronomers think that the Sun’s magnetic field is 
both generated and amplified by the constant stretching, 
twisting, and folding of magnetic field lines that results 
from the combined effects of differential rotation and 
convection, although the details are still not well under-
stood. The theory is similar to the “dynamo” theory that 
accounts for the magnetic fields of Earth and the jovian 
planets, except that the solar dynamo operates much faster 
and on a much larger scale.  (Sec. 7.5) One prediction of 
this theory is that the Sun’s magnetic field should rise to 
a maximum, then fall to zero, and reverse itself, more or 
less periodically, just as is observed. Solar surface activ-
ity, such as the sunspot cycle, simply follows the variations 
in the magnetic field. The changing numbers of sunspots 
and their migration to lower latitudes are both conse-
quences of the strengthening and eventual decay of the 
field lines as they become more and more tightly wrapped 
around the solar equator.

Figure 16.20 plots sunspot data extending back to 
the invention of the telescope. As can be seen, the 11-year 
“periodicity” of the solar sunspot cycle is far from regular. 

sunspot cycle. Figure 16.19(a) shows the number of sun-
spots observed each year during the 20th century. The 
average number of spots reaches a maximum every 11 or 
so years and then falls off almost to zero before the cycle 
begins afresh.

The latitudes at which sunspots appear vary as the 
sunspot cycle progresses. Individual sunspots do not 
move up or down in latitude, but new spots appear closer 
to the equator as older ones at higher latitudes fade away. 
Figure 16.19(b) is a plot of observed sunspot latitude as a 
function of time. At the start of each cycle, at solar mini-
mum, only a few spots are seen, and these are generally 
confined to two narrow zones about 25° to 30° north and 
south of the solar equator. Approximately four years into 
the cycle, around solar maximum, the number of spots 
has increased markedly, and they are found within about 
15° to 20° of the equator. Finally, by the end of the cycle, 
at solar minimum, the number has fallen again, and most 
sunspots lie within about 10° of the solar equator. The 
beginning of each new cycle appears to overlap the end 
of the last.

Complicating this picture further, the 11-year sunspot 
cycle is actually only half of a longer 22-year solar cycle. 
During the first 11 years of the cycle, the leading spots of 
all the pairs in the northern hemisphere have the same 

▶ figure 16.19 Sunspot cycle (a) Monthly number 
of sunspots during the 20th century clearly displays the 
(roughly) 11-year solar cycle. at the time of minimum solar 
activity, hardly any sunspots are seen. about 4 years later, 
at maximum solar activity, about 100 spots are observed 
per month. (b) Sunspots cluster at high latitudes when solar 
activity is at a minimum. they appear at lower and lower 
latitudes as the number of sunspots peaks. they are again 
prominent near the Sun’s equator as solar minimum is 
approached once more.

Blue lines indicate how the “average” sunspot latitude varies
over the course of a cycle.
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▲ figure 16.20 Maunder Minimum average number of  
sunspots occurring each month over the past four centuries.  
note the absence of spots during the late 17th century.
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Not only does the period range from 7 to 15 years, but 
the sunspot cycle disappeared entirely over a number of 
years in the relatively recent past. The lengthy period of 
solar inactivity that extended from 1645 to 1715 is called 
the Maunder minimum, after the British astronomer who 
drew attention to these historical records. The corona 
was apparently also less prominent during total solar 
eclipses around that time, and Earth aurorae were sparse 
throughout the late 17th century. Lacking a complete 
understanding of the solar cycle, we cannot easily explain 
how it could shut down entirely. Most astronomers 
suspect changes in the Sun’s convection zone or rotation 
pattern, but the specific causes of the Sun’s century-long 
variations, as well as the details of the connection between 
solar activity and Earth’s climate, remain a mystery (see 
Discovery 16-2).

In fact, the most recent sunspot minimum (in 
2008–2009) has resulted in the least active Sun in almost 
a century; no sunspots at all were seen on almost 80 
percent of the days during those years, and the solar 
wind was anomalously weak. The new cycle, due to peak 
in mid-2013, is also predicted to be much less active 
than normal. Scientists attribute this reduced activity to 
changes in the subsurface “conveyor belt” f low described 
in Section 16.2, which is thought to directly affect 
sunspot behavior. For unknown reasons, the f low sped 
up during the 1990s by a few meters per second, greatly 
suppressing the numbers of spots during the next cycle 
(and quite possibly the one after that, now underway). It 
has since slowed, but for now no one is sure how long the 
effects will last.

concePT Check

4 What do observations of sunspot polarities tell us 
about the solar magnetic field?

16.5  The Active Sun
Most of the Sun’s luminosity results from continuous emis-
sion from the photosphere. However, superimposed on this 
steady, predictable aspect of our star’s energy output is a 
much more irregular component, characterized by explo-
sive and unpredictable surface activity. Solar activity con-
tributes little to the Sun’s total luminosity and probably has 
no significant bearing on the evolution of the Sun, but it 
does affect us here on Earth. The size and duration of coro-
nal holes are strongly influenced by the level of solar activ-
ity. Hence, so is the strength of the solar wind, and that in 
turn directly affects Earth’s magnetosphere.

Active Regions
The photosphere surrounding a pair or group of sunspots 
can be a violent place, sometimes erupting explosively, 
spewing forth large quantities of energetic particles into 
the corona. The sites of these energetic events are known 
as active regions. Most groups of sunspots have active 
regions associated with them. Like all other aspects of 
solar activity, these phenomena tend to follow the solar 
cycle and are most frequent and violent around the time 
of solar maximum.

Figure 16.21 shows two large solar prominences—
loops or sheets of glowing gas ejected from active regions 
on the solar surface, moving through the inner parts of 
the corona under the influence of the Sun’s magnetic field. 
Magnetic instabilities in the strong fields found in and near 
sunspot groups may cause the prominences, although the 
details are not fully understood. The arching magnetic field 
lines in and around the active region are also easily seen 
(see also Figure 16.16b). The rapidly changing structure 
of the field lines and the fact that they can quickly trans-
port mass and energy from one part of the solar surface 
to another, possibly tens of thousands of kilometers away, 
make the theoretical study of active regions an extraordi-
narily difficult task.

Quiescent prominences persist for days or even weeks, 
hovering high above the photosphere, suspended by the 
Sun’s magnetic field. Active prominences come and go much 
more erratically, changing their appearance in a matter of 
hours or surging up from the solar photosphere and then 
immediately falling back on themselves. A typical solar 
prominence measures some 100,000 km in extent, nearly  
10 times the diameter of planet Earth. Prominences as large 
as the one shown in Figure 16.21(a) (which traversed almost 
half a million kilometers of the solar surface) are less common 
and usually appear only at times of greatest solar activity. The 
largest prominences can release up to 1025 joules of energy, 
counting both particles and radiation—not much com-
pared with the total solar luminosity of 4 3 1026 W, but still 
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enormous by terrestrial standards. (All the 
power plants on Earth would take a billion 
years to produce that much energy.)

Flares are another type of solar 
activity observed low in the Sun’s 
atmosphere near active regions. Also the 
result of magnetic instabilities, flares, like 
that shown in Figure 16.22, are even more 
violent (and even less well understood) 
than prominences. They often flash 
across a region of the Sun in minutes, 
releasing enormous amounts of energy 
as they go. Space-based observations 
indicate that X-ray and ultraviolet 
emissions are especially intense in the 
extremely compact hearts of flares, where 
temperatures can reach 100 million K.

So energetic are these cataclysmic 
explosions that some researchers have 
likened flares to bombs exploding in the 
lower regions of the Sun’s atmosphere. A 
major flare can release as much energy as 
the largest prominences, but in a matter 
of minutes or hours rather than days or 
weeks. Unlike the gas that makes up the 
characteristic loop of a prominence, the 
particles produced by a flare are so ener-
getic that the Sun’s magnetic field is unable 
to hold them and shepherd them back to 
the surface. Instead, the particles are sim-
ply blasted into space by the violence of the 
explosion. Flares are thought to be respon-
sible for most of the internal pressure waves 
that give rise to solar surface oscillations.

Figure 16.23 shows a coronal mass 
ejection from the Sun. Sometimes (but 
not always) associated with f lares and 
prominences, these phenomena are 
giant magnetic “bubbles” of ionized 
gas that separate from the rest of the 
solar atmosphere and escape into inter-
planetary space. Such ejections occur 
about once per week at times of sun-
spot minimum, but up to two or three 
times per day at solar maximum. Car-
rying an enormous amount of energy, 
they can—if their fields are properly 
oriented—merge with Earth’s magnetic 
field via a process known as reconnec-
tion, dumping some of their energy 
into the magnetosphere and potentially 
causing widespread communications 
and power disruptions on our planet 
(Figure 16.23b; see also Discovery 16-2).

▲ figure 16.21 Solar Prominences (a) this particularly large solar prominence was 
observed by ultraviolet detectors aboard the SOhO spacecraft in 2002. (b) Like a phoenix 
rising from the solar surface, this filament of hot gas measures more than 100,000 km in 
length. earth could easily fit between its outstretched “arms.” Dark regions in this traCe 
image have temperatures less than 20,000 K; the brightest regions are about 1 million K.  
Most of the gas will subsequently cool and fall back into the photosphere. (NASA)

30,000 km
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The Changing Solar Corona
Unlike the 5800 K photosphere, which emits most strongly 
in the visible part of the electromagnetic spectrum, the hot 
coronal gas radiates at much higher frequencies—primarily 
in the X-ray range.  (Sec. 3.4) For this reason, X-ray tele-
scopes have become important tools in the study of the solar 
corona. Figure 16.24(a) shows several X-ray images of the 
Sun. The full corona extends well beyond the regions shown, 
but the density of coronal particles emitting the radiation 
diminishes rapidly with distance from the Sun. The inten-
sity of X-ray radiation farther out is too dim to be seen here.

In the mid-1970s, instruments aboard NASA’s Skylab 
space station revealed that the solar wind escapes mostly 
through solar “windows” called coronal holes. The dark 
area moving from left to right in Figure 16.24(a), which 
shows more recent data from the Japanese Yohkoh X-ray 
solar observatory, represents a coronal hole. Not really 

▼ figure 16.22 Solar flare Much more violent than a 
prominence, a solar flare is an explosion on the Sun’s surface that 
sweeps across an active region in a matter of minutes, accelerating 
solar material to high speeds and blasting it into space. (USAF)

10,000 km

R I V U X G

▶ figure 16.23 coronal Mass ejection (a) a few times per 
week, on average, a giant magnetized “bubble” of solar material 
detaches itself from the Sun and rapidly escapes into space, as 
shown in this SOhO image taken in 2002. the circles are artifacts of 
an imaging system designed to block out the light from the Sun itself 
and exaggerate faint features at larger radii. (b) Should a coronal mass 
ejection encounter earth with its magnetic field oriented opposite to 
our own, as illustrated, the field lines can join together as in part (c), 
allowing high-energy particles to enter and possibly severely disrupt 
our planet’s magnetosphere. By contrast, if the fields are oriented in 
the same direction, the coronal mass ejection can slide by earth with 
little effect. (NASA/ESA)
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follow the field lines, they can escape, particularly from the 
Sun’s polar regions, according to findings from SOHO and 
NASA’s Ulysses spacecraft, which flew high above the eclip-
tic plane to explore the Sun’s polar regions. The speed of the 
solar wind can reach 800 km/s over some coronal holes. In 
other regions of the corona, the solar magnetic field lines 
stay close to the Sun, keeping charged particles near the 
surface and inhibiting the outward flow of the solar wind 
(just as Earth’s magnetic field tends to prevent the incom-
ing solar wind from striking Earth), so the density remains 
relatively high. Because of the “open” field structure in cor-
onal holes, flares and other magnetic activity (which, as we 
have seen, are related to magnetic loops near the solar pho-
tosphere) tend to be suppressed there.

The largest coronal holes, like that shown in Figure 
16.24(a), can be hundreds of thousands of kilometers 
across and may survive for many months. Structures of 
this size are seen only a few times per decade. Smaller 
holes—perhaps only a few tens of thousand kilometers 
in size—are much more common, appearing every few 
hours.

Coronal holes appear to be an integral part of the 
process by which the Sun’s large-scale field reverses and 
replenishes itself over the course of the solar cycle. Long-
lived holes persist at the Sun’s polar regions over much of 
the magnetic cycle, and the numbers and locations of other 
holes appear to change in step with solar activity. However, 
like many aspects of the solar magnetic field, the structure 
and evolution of coronal holes are not fully understood; 
they are currently the subject of intense research.

Finally, the solar corona varies with the sunspot cycle. 
The photograph of the corona in Figure 16.12 shows the 
quiet Sun, at sunspot minimum. At such times, the corona 
is fairly regular in appearance and seems to surround the 
Sun more or less uniformly. Compare that image with 
Figure 16.25, which was taken in 1994 near a peak in the 
sunspot cycle. The active corona is much more irregular in 

holes, such structures are simply deficient in matter—vast 
regions of the Sun’s atmosphere where the density is about 
10 times lower than the already tenuous, normal corona. 
Note that the underlying solar photosphere looks black in 
these images because it is far too cool to emit X-rays in any 
significant quantity.

Coronal holes are lacking in matter because the gas 
there is able to stream freely into space at high speeds, 
driven by disturbances the Sun’s atmosphere and magnetic 
field. Figure 16.24(b) illustrates how, in coronal holes, the 
solar magnetic field lines extend from the surface far out 
into interplanetary space. Because charged particles tend to 

Field lines
loop back to the
Sun—particles

are trapped.

Field lines
extend into

interplanetary
space—particles

escape.

These frames were taken at
roughly 2-day intervals,

starting at the left.

(b)

(a)
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▲ figure 16.24 coronal Hole (a) Images of X-ray emission from 
the Sun observed by the Yohkoh satellite. note the dark, V-shaped 
coronal hole traveling from left to right, where the X-ray observations 
outline in dramatic detail the abnormally thin regions through which 
the high-speed solar wind streams forth. (b) Charged particles follow 
magnetic field lines (blue curves) that compete with gravity. When 
the field is trapped and loops back toward the photosphere, the 
particles are also trapped; otherwise, they can escape as part of the 
solar wind. (ISAS/Lockheed Martin)
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Solar–Terrestrial relations
Our Sun has often been worshipped as a god with power over 
human destinies. Obviously, the steady stream of solar energy ar-
riving at our planet every day is essential to our lives, but over the 
past century there have also been repeated claims of a correla-
tion between the Sun’s activity and Earth’s weather. Only recently, 
however, has the subject become scientifically respectable—that 
is, more natural than supernatural.

In fact, there do seem to be some correlations between 
the 22-year solar cycle (two sunspot cycles with oppositely di-
rected magnetic fields) and periods of climatic dryness here 
on Earth. For example, near the start of the past eight cycles, 
there have been droughts in North America—at least within 
the middle and western plains from South Dakota to New 
Mexico. Another possible Sun–Earth connection is a link be-
tween solar activity and increased atmospheric circulation on 
our planet. As circulation increases, terrestrial storm systems 
deepen, extend over wider ranges of latitude, and carry more 
moisture. The relationship is complex and the subject contro-
versial, because no one has yet shown any physical mechanism 
(other than the Sun’s heat, which does not vary much during 
the solar cycle) that would allow solar activity to stir our ter-
restrial atmosphere. Without a better understanding of the 
physical mechanism involved, none of these effects can be in-
corporated into our weather-forecasting models.

Solar activity may also influ-
ence long-term climate on Earth. 
For example, the Maunder mini-
mum (see Section 16.6) seems  
to correspond fairly well with the 
coldest years of the so-called Lit-
tle Ice Age that chilled northern 
Europe and North America during 
the late 1600s. The accompanying 
“winter” scene actu ally captured 
one summer season in 17th-century  
Holland. How the active Sun and its 
abundance of sunspots may affect 
Earth’s climate is a frontier problem 
in terrestrial climatology.

Measurements of the solar 
constant made over the past two 

DISCOVerY 16-2
decades indicate that the Sun’s energy output varies with the solar 
cycle. Paradoxically, the Sun’s luminosity is greatest when many 
dark sunspots cover its surface! Thus, the Maunder minimum 
does correspond to an extended period of lower-than-average 
solar emission. However, recent observed changes in the Sun’s 
luminosity have been small—no more than 0.2 or 0.3 percent. It 
is not known by how much, if at all, the Sun’s output declined 
during the Maunder minimum, nor how large a change would 
be needed to account for the alterations in climate that occurred.

One correlation that is definitely established, and also bet-
ter understood, is that between solar activity and geomagnetic 
disturbances at Earth. The extra radiation and particles thrown 
off by flares or coronal mass ejections impinge on Earth’s en-
vironment, overloading the Van Allen belts, thereby causing 
brilliant auroras in our atmosphere and degrading our commu-
nication networks. We are only beginning to understand how 
the radiation and particles emitted by solar phenomena also in-
terfere with terrestrial radars, power networks, and other tech-
nological equipment. Some power outages on Earth are actually 
caused, not by increased customer demand or malfunctioning 
equipment, but by weather on the Sun!

We cannot yet predict just when and where solar flares or 
coronal mass ejections will occur. However, it would certainly 
be to our advantage to be able to do so, as that aspect of the 
active Sun affects our lives. This is a highly fertile area of astro-
nomical research and one with clear terrestrial applications.

(Rijksmuseum, Amsterdam, Holland/The Bridgman Art Library)

appearance and extends farther from the solar surface. The 
“streamers” of coronal material pointing away from the Sun 
are characteristic of this phase.

Astronomers think that the corona is heated primar-
ily by activity in the photosphere, which can inject large 
amounts of energy into the lower solar atmosphere. The 
myriad spicules and small-scale magnetic disturbances 
in the photosphere probably provide most of the energy 
needed to heat the corona. More extensive disturbances 

often move through the corona above an active site in the 
photosphere, distributing the energy throughout the coro-
nal gas. Given this connection, it is hardly surprising that 
both the appearance of the corona and the strength of the 
solar wind are closely correlated with the solar cycle.

concePT Check

4 Why is solar activity important to life on Earth?
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This is not much energy—a piece of burning wood gen-
erates about a million times more energy per unit mass per 
unit time than does our Sun, so the equivalent solar lumi-
nosity could (in principle) be created by a pile of burning 
logs comparable in mass to planet Earth. But there is one 
very important difference: The logs cannot continue to 
burn at this rate for billions of years.

To appreciate the magnitude of the energy generated 
by our Sun, we must consider not the ratio of the solar 
luminosity to the solar mass, but instead the total amount 
of energy generated by each gram of solar matter over the 
entire lifetime of the Sun as a star. This is easy to do. We 
simply multiply the rate at which the Sun generates energy 
by the age of the Sun, about 5 billion years. We obtain 
a value of 3 3 1013 J/kg. This is the average amount of 
energy radiated by every kilogram of solar material since 
the Sun formed. It represents a minimum value for the 
total energy radiated by the Sun, for more energy will be 
needed for every additional day the Sun shines. Should the 
Sun endure for another 5 billion years (as is predicted by 
theory), we would have to double this value.

Either way, this energy-to-mass ratio is very large. At 
least 60 trillion joules (on average) of energy must arise 
from every kilogram of solar matter to power the Sun 
throughout its lifetime. But the Sun’s generation of energy 
is not explosive, releasing large amounts of energy in a short 
period. Instead, it is slow and steady, providing a uniform 
and long-lived rate of energy production. Only one known 
energy-generation mechanism can conceivably power the 
Sun in this way: nuclear fusion—the combining of light 
nuclei into heavier ones.

Nuclear Fusion
We can represent a typical fusion reaction symbolically as

nucleus 1 +  nucleus 2 S  nucleus 3 +  energy.

For powering the Sun and other stars, the most important 
piece of this equation is the energy produced.

The essential point here is that, during a fusion reac-
tion, the total mass decreases—the mass of nucleus 3 is less 
than the combined masses of nuclei 1 and 2. Where does 
this mass go? It is converted into energy in accordance with 
Einstein’s famous equation of mass-energy equivalence

E = mc2,

or

energy = mass * (speed of light)2.

This equation expresses the discovery, made by Albert  
Einstein at the beginning of the 20th century, that matter 
and energy are interchangeable—one can be converted into 
the other. To determine the amount of energy corresponding 

16.6  The Heart of the Sun
What powers the Sun? What forces are at work in the Sun’s 
core to produce its enormous luminosity? By what process 
does the Sun shine, day after day, year after year, eon after 
eon? Answers to these questions are central to all astron-
omy. Without them, we can understand neither the physical 
existence of stars and galaxies in the universe nor the bio-
logical existence of life on Earth.

Solar Energy Production
In round numbers, the Sun’s luminosity is 4 3 1026 W and 
its mass is 2 3 1030 kg. We can quantify how efficiently the 
Sun generates energy by dividing the solar luminosity by 
the solar mass:

solar luminosity
solar mass

= 2 * 10-4 W/kg.

This simply means that, on average, every kilogram of solar 
material yields about 0.2 milliwatt of energy—0.0002 joule 
(J) of energy every second.

▲ figure 16.25 active corona photograph of the solar corona 
during the July 1994 eclipse, near the peak of the sunspot cycle. at 
these times, the corona is much less regular and much more extended 
than at sunspot minimum (compare to Figure 16.12). the changing 
shape and size of the corona is the direct result of variations in 
prominence and flare activity over the course of the solar cycle. (NCAR 
High Altitude Observatory)
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negatively charged electron, except for the positive charge. 
Scientists call the electron and the positron a “matter–anti-
matter pair”—the positron is said to be the antiparticle of 
the electron. The newly created positrons find themselves 
in the midst of a sea of electrons with which they interact 
immediately and violently. The particles and antiparticles 
annihilate (destroy) one another, producing pure energy in 
the form of gamma-ray photons.

The final product of the reaction is a particle known as 
a neutrino, a word derived from the Italian for “little neutral 
one.” Neutrinos carry no electrical charge and are of very low 

to a given mass, simply multiply the mass by the square of 
the speed of light (c in the equation). For example, the energy 
equivalent of 1 kg of matter is 1 3 (3 3 108)2, or 9 3 1016 J. 
The speed of light is so large that even small amounts of mass 
translate into enormous amounts of energy.

The production of energy by a nuclear fusion reaction is 
an example of the law of conservation of mass and energy, 
which states that the sum of mass and energy (suitably con-
verted into the same units, using Einstein’s equation) must 
always remain constant during any physical process. There 
are no known exceptions. According to this law, an object can 
literally disappear, provided that some energy appears in its 
place. If magicians really made rabbits disappear, the result 
would be a flash of energy equaling the product of the rab-
bit’s mass and the square of the speed of light—enough to 
destroy the magician, everyone in the audience, and probably 
all of the surrounding state as well! In the case of fusion reac-
tions in the solar core, the energy is produced primarily in 
the form of electromagnetic radiation. The light we see com-
ing from the Sun means that the Sun’s mass must be slowly, 
but steadily, decreasing with time.

Charged Particle Interactions
All atomic nuclei are positively charged, so they repel one 
another. Furthermore, by the inverse-square law, the closer 
two nuclei come to one another, the greater is the repul-
sive force between them (Figure 16.26a).  (Sec. 3.2) How, 
then, do nuclei—two protons, say—ever manage to fuse 
into anything heavier? The answer is that if they collide 
at high enough speeds, one proton can momentarily plow 
deep into the other, eventually coming within the exceed-
ingly short range of the strong nuclear force, which binds 
nuclei together (see More Precisely 16-1). At distances less 
than about 10−15 m, the attraction of the nuclear force over-
whelms the electromagnetic repulsion, and fusion occurs. 
Speeds in excess of a few hundred kilometers per second, 
corresponding to a gas temperature of 107 K or more, are 
needed to slam protons together fast enough to initiate 
fusion. Such conditions are found in the core of the Sun and 
at the centers of all stars.

The fusion of two protons is illustrated schematically 
in Figure 16.26(b). In effect, one of the protons turns into 
a neutron, creating new particles in the process, and com-
bines with the other proton to form a deuteron, the nucleus 
of a special form of hydrogen called deuterium. Deuterium 
(also referred to as “heavy hydrogen”) differs from ordinary 
hydrogen by virtue of an extra neutron in its nucleus. We 
can represent the reaction as follows:

proton + proton S deuteron + positron + neutrino.

The positron in this reaction is a positively charged elec-
tron. Its properties are identical to those of a normal, 

▲ figure 16.26 Proton interactions (a) Since like charges 
repel, two low-speed protons veer away from one another, never 
coming close enough for fusion to occur. (b) higher-speed protons 
can overcome their mutual repulsion, approaching close enough for 
the strong force to bind them together—in which case they collide 
violently, triggering nuclear fusion that ultimately powers the Sun.
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avoid confusion when talking about isotopes of the same 
element, nuclear physicists attach a number to the sym-
bol representing the element. This number indicates the 
total number of particles (protons plus neutrons) in the 
nucleus of an atom of the element. Thus, ordinary hydro-
gen is denoted by 1H, deuterium by 2H. Normal helium 
(two protons plus two neutrons) is 4He (also referred to as 
helium-4), and so on. We will adopt this convention for 
the rest of the book.

The Proton–Proton Chain
The basic set of nuclear reactions powering the Sun (and the 
vast majority of all stars) is sketched in Figure 16.27. It is not 
a single reaction, but rather a sequence called the proton–
proton chain. The following stages are shown in the figure.

  I. First, two protons combine to form deuterium, as in 
Figure 16.26.

         II. The resulting positrons annihilate with electrons, 
releasing energy in the form of gamma rays. The 

mass—at most 1/100,000 the mass of an electron, which itself 
has only 1/2000 the mass of a proton. (The exact mass of the 
neutrino remains uncertain, although experimental evi-
dence strongly suggests that it is not zero.) Neutrinos move at 
almost the speed of light and interact with hardly anything. 
They can penetrate, without stopping, several light-years of 
lead (a very dense material, widely used in terrestrial labo-
ratories as an effective shield against radiation). Their inter-
actions with matter are governed by the weak nuclear force, 
described in More Precisely 16-1. Despite their elusiveness, 
neutrinos can be detected with carefully constructed instru-
ments. In the final section of this chapter we discuss some 
rudimentary neutrino “telescopes” and the important contri-
bution they have made to solar astronomy.

Nuclei such as normal hydrogen and deuterium, con-
taining the same number of protons, but different num-
bers of neutrons, represent different forms of the same 
element—they are known as isotopes of that element. 
Usually, there are about as many neutrons in a nucleus as 
protons, but the exact number of neutrons can vary, and 
most elements exist in a number of isotopic forms. To 
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Positron
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Electron
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interactive  figure 16.27 Solar fusion In the proton–proton chain, a total of six protons (and two 
electrons) are converted into two protons, one helium-4 nucleus, and two neutrinos. the two leftover protons 
are available as fuel for new proton–proton reactions, so the net effect is that four protons are fused to form 
one helium-4 nucleus. energy, in the form of gamma rays, is produced at each stage. (Most of the photons are 
omitted for clarity.) the three stages indicated here correspond to reactions (I), (II), and (III) described in the text.
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fundamental forces
Our studies of nuclear reactions have uncovered new ways 
in which matter can interact with matter at the subatomic 
level. Let’s pause to consider in a slightly more systematic 
fashion the relationships among the various forces of nature.

As best we can tell, the behavior of all matter in the uni-
verse—from elementary particles to clusters of galaxies—is 
ruled by just four (or fewer) basic forces, which are fundamen-
tal to every thing in the universe. In a sense, the search to un-
derstand the nature of the universe is the quest to understand 
the nature of these forces.

The gravitational force is probably the best known of the 
four. Gravity binds galaxies, stars, and planets together and holds 
humans on the surface of Earth. As we saw in Chapter 2, its mag-
nitude decreases with distance according to an inverse-square 
law.  (Sec. 2.7) Its strength is also proportional to the masses 
of each of the two objects involved. Thus, the gravitational field 
of an atom is extremely weak, but that of a galaxy, consisting of 
huge numbers of atoms, is very powerful. Gravity is by far the 
weakest of the forces of nature, but its effect accumulates as we 
move to larger and larger volumes of space, and nothing can  
cancel its attractive pull. As a result, gravity is the dominant force 
in the universe on all scales larger than that of Earth.

The electromagnetic force is another of nature’s basic 
agents. Any particle having a net electric charge, such as an elec-
tron or a proton in an atom, exerts an electromagnetic force on 
any other charged particle. The everyday things we see around 
us are held together by this force. As with gravity, the strength 
of the electromagnetic force decreases with distance according 
to an inverse-square law.  (Sec. 3.2) However, for subatomic 
particles, electromagnetism is much stronger than gravity. For 
example, the electromagnetic force between two protons ex-
ceeds their gravitational attraction by a factor of about 1036. Un-
like gravity, electromagnetic forces can repel (like charges) as 
well as attract (opposite charges). Positive and negative charges 
tend to neutralize each other, greatly diminishing their net 
electromagnetic influence. Above the microscopic level, most 
objects are in fact very close to being electrically neutral. Thus, 
except in unusual circumstances, the electromagnetic force is 
relatively unimportant on macroscopic scales.

A third fundamental force of nature is simply termed the 
weak nuclear force. This force is much weaker than electro-
magnetism, and its influence is somewhat more subtle. The 
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weak nuclear force governs the emission of radiation from 
some radioactive atoms; the emission of a neutrino during the 
first stage of the proton–proton reaction (Figure 16.26) is also 
the result of a weak interaction. The weak nuclear force does 
not obey the inverse-square law. Its effective range is much less 
than the size of an atomic nucleus—about 10−18 m.

It is now known that electromagnetism and the weak force 
are not really separate forces at all, but rather two different as-
pects of a more basic electroweak force. At “low” temperatures, 
such as those found on Earth or even in stars, the electromag-
netic and weak forces have quite distinct properties. However, 
as we will see in Chapter 27, at very high temperatures, such 
as those that prevailed in the universe when it was much less 
than a second old, the two are indistinguishable. Under those 
conditions, electromagnetism and the weak force are said to be 
“unified” into the electroweak force, and the universe has only 
three fundamental forces, rather than four.

Strongest of all the forces is the strong nuclear force. This 
force binds atomic nuclei and subnuclear particles (e.g., protons 
and neutrons) together and governs the generation of energy in 
the Sun and all other stars. Like the weak force, and unlike the 
forces of gravity and electromagnetism, the strong force operates 
only at very close range. It is unimportant outside a distance of a 
hundredth of a millionth of a millionth (10−15) of a meter. How-
ever, within that range (e.g., in atomic nuclei), it binds particles 
with enormous strength. In fact, it is the range of the strong force 
that determines the typical sizes of atomic nuclei. Only when two 
protons are brought within about 10−15 m of one another can the 
attractive strong force overcome their electromagnetic repulsion. 
High-energy accelerator experiments suggest that, at very close 
quarters (less than 10−16 m), the strong force has a “hard” core 
where the attraction turns into repulsion. (This scale is too small 
to affect atomic nuclei, but it may be crucial in determining the 
physics of supernovae explosions—see Section 21.2.)

Very loosely speaking, we can say that the strong force 
is about 100 times stronger than electromagnetism, 1 million 
times stronger than the weak force, and 1038 times stronger 
than gravity. But not all particles are subject to all types of 
force. All particles interact through gravity because all have 
mass. However, only charged particles interact electromag-
netically. Protons and neutrons are affected by the strong 
nuclear force, but electrons are not. Finally, under the right 
circumstances, the weak force can affect any type of suba-
tomic particle, regardless of its charge.

deuterons combine with protons to create an isotope 
of helium called helium-3 (containing only one neu-
tron), releasing additional energy, again in the form of 
gamma-ray photons. Two of each of these sets of reac-
tions are shown in Figure 16.27.

III. Finally, two helium-3 nuclei combine to produce 
helium-4, two protons, and still more gamma-ray energy.

Gargantuan quantities of protons are fused into helium by 
the proton–proton chain in the core of the Sun each and 
every second. The energy released ultimately becomes the 
sunlight that warms our planet.

Setting aside the temporary intermediate nuclei pro-
duced, we see that the net effect of the proton–proton chain 
is that four hydrogen nuclei (six protons consumed, two 



414 CHAPTER 16 The Sun

Instead, the neutrinos created in the proton–proton chain 
are our best bet for learning about conditions in the solar 
core. They travel cleanly out of the Sun, interacting with 
virtually nothing, and escape into space a few seconds 
after being created. Of course, the fact that they can pass 
through the entire Sun without interacting also makes 
neutrinos difficult to detect on Earth! Nevertheless, with 
knowledge of neutrino physics it is possible to construct 
neutrino detectors.

Over the past four decades, several experiments have 
been designed to detect solar neutrinos reaching Earth. 
Some detectors use large quantities of the elements chlo-
rine or gallium, which happen to be slightly more likely 
than most to interact with neutrinos. The interactions 
turn chlorine nuclei into argon or gallium into germa-
nium. The new nuclei are radioactive, and the detection 
of the radiation from their decay signals the neutrino cap-
ture. Other detectors (two of which are shown in Figure 
16.28) look for light produced when a high-energy neu-
trino occasionally collides with an electron in a water 
molecule, accelerating the electron to almost the speed 
of light. As the high-speed electron moves through the 
water, it emits electromagnetic radiation, mainly in the 
ultraviolet part of the spectrum. At visible wavelengths, 
the water appears blue. Large photomultiplier tubes (light-
amplification devices) detect the resultant faint glow that 
betrays the neutrino’s passage. In all cases, the probability 
of a given neutrino interacting with matter in the detec-
tor is extraordinarily small—only 1 in 1015 of the neutri-
nos passing through the apparatus is actually detected. 
Large amounts (tons) of target material and long-duration 
experiments (months or years) are needed to obtain accu-
rate measurements.

The detectors’ designs differ widely, they are sensitive 
to neutrinos of very different energies, and they disagree 
somewhat in the details of their results, but they all agree 
on one very important point: Although solar neutrinos are 
observed (and in fact have measured energies in the range 
predicted by the standard solar model), there is a real dif-
ference between the Sun’s theoretical neutrino output and 
the number of neutrinos actually detected on Earth. The 
number of solar neutrinos reaching Earth is substantially 
less (by 50 to 70 percent) than the prediction of the stand-
ard solar model. This discrepancy is known as the solar 
neutrino problem.

How can we explain this clear disagreement between 
theory and observation? The broad agreement among sev-
eral independent, well-designed, and thoroughly tested 
experiments implies to most scientists that experimental 
error is not the cause, and researchers are confident that 
the experimental results can be trusted. Indeed, the lead 
investigators of the two experiments shown in Figure 
16.28 received the strongest possible scientific endorse-
ment of their work in the form of the 2002 Nobel Prize. 

returned) combine to create one nucleus of the next light-
est element, helium-4 (containing two protons and two neu-
trons, for a total mass of four), creating two neutrinos, and 
releasing energy in the form of gamma rays:  (Sec. 4.2)

4 protons S helium@4 + 2 neutrinos + energy,

or

4 (1H) S 4He + 2 neutrinos + energy.

As discussed in more detail in More Precisely 16-2, to fuel 
the Sun’s present energy output, hydrogen must be fused 
into helium in the core at a rate of 600 million tons per 
second—a lot of mass, but only a tiny fraction of the total 
amount available. The Sun will be able to sustain this 
rate of core burning for about another 5 billion years (see 
Chapter 20).

The Sun’s nuclear energy is produced in the core in 
the form of gamma rays. However, as it passes through the 
cooler layers of the solar interior and photons are absorbed 
and reemitted, the radiation’s blackbody spectrum stead-
ily shifts toward lower and lower temperatures and, by 
Wien’s law, the characteristic wavelength of the radiation 
increases.  (Sec. 2.4) The energy eventually leaves the 
photosphere mainly in the form of visible and infrared 
radiation. A comparable amount of energy is carried off 
by the neutrinos, which escape unhindered into space at 
almost the speed of light.

Other reaction sequences can produce the same end 
result as the proton–proton chain (see More Precisely 20-
1). However, the sequence shown in Figure 16.27 is the 
simplest and produces almost 90 percent of the Sun’s 
luminosity. Note how, at each stage of the chain, more 
massive, complex nuclei are created from simpler, lighter 
ones. We will see in Chapters 20 and 21 that not all stars 
are powered by hydrogen fusion. Nevertheless, nuclear 
fusion—the slow, but steady, transformation of light ele-
ments into heavier ones, creating energy in the process—
is responsible for virtually all of the starlight we see.

concePT Check

4 Why does the fact that we see sunlight imply that the 
Sun’s mass is slowly decreasing?

16.7   Observations of Solar  
Neutrinos

Theorists are quite sure that the proton–proton chain 
operates in the core of the Sun. However, because the 
gamma-ray energy created in the proton–proton chain 
is transformed into visible and infrared radiation by the 
time it emerges from the Sun, astronomers have no direct 
electromagnetic evidence of the core nuclear reactions. 
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the previous section are just too well known, and the 
agreement between the standard solar model and helio-
seismological observations (Section 16.2) is far too close 
for conditions in the core to deviate much from the pre-
dictions of the model.

Instead, the answer involves the properties of the neu-
trinos themselves and has caused scientists to rethink some 
very fundamental concepts in particle physics. If neutri-
nos have even a minute amount of mass, theory indicates 
that it should be possible for them to change their proper-
ties—even to transform into other particles—during their 
8-minute flight from the solar core to Earth through a pro-
cess known as neutrino oscillations. In this picture, neu-
trinos are produced in the Sun at the rate required by the 
standard solar model, but some turn into something else—
actually, other types of neutrinos—on their way to Earth 
and hence go undetected in the experiments just described. 
(In the jargon of the field, the neutrinos are said to “oscil-
late” into other particles.)

In 1998 the Japanese group operating the Super 
Kamiokande detector shown in Figure 16.28(a) reported 
the first experimental evidence of neutrino oscillations (and 
hence of nonzero neutrino masses), although the observed 
oscillations did not involve neutrinos of the type produced in 
the Sun. Then, in 2001, measurements made at the Sudbury 
Neutrino Observatory (SNO) in Ontario, Canada (Figure 
16.28b), revealed strong evidence for the “other” neutrinos 
into which the Sun’s neutrinos have been transformed. 
Subsequent SNO observations with a modified detector 
confirmed the result. The total numbers of neutrinos 
observed were completely consistent with the standard solar 
model. The solar neutrino problem was solved, the scientific 
method proved itself again—and neutrino astronomy 
claimed its first major triumph!

Process of science Check

4 Using the solar neutrino problem as an example, 
discuss how scientific theory and observation evolve 
and adapt when they come into conflict.

◀ figure 16.28 neutrino Telescopes (a) This swimming 
pool-sized “neutrino telescope” is buried beneath a mountain near 
Tokyo, Japan. Called Super Kamiokande, it is filled with 50,000 tons 
of purified water, and contains 13,000 individual light detectors 
(some shown here being inspected by technicians in a rubber 
raft) to sense the telltale signature—a brief burst of light—of a 
neutrino passing through the apparatus. (b) The Sudbury Neutrino 
Observatory (SNO), situated 2 km underground in Ontario, Canada. 
The SNO detector is similar in design to the Kamiokande device, 
but by using “heavy” water (with hydrogen replaced by deuterium) 
instead of ordinary water, and adding 2 tons of salt, it also becomes 
sensitive to other neutrino types. The device contains 10,000 
light-sensitive detectors arranged on the inside of the large sphere 
shown here. (ICRR, SNO; LBNL)

In that case, there are really only two possibilities: Either 
solar neutrinos are not produced as frequently as we think, 
or not all of them make it to Earth.

It is very unlikely that the resolution of the solar 
neutrino problem lies in the physics of the Sun’s interior. 
For example, we might think of reducing the theoretical 
number of neutrinos by postulating a lower temperature 
in the solar core, but the nuclear reactions described in 

(a)

(b)
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Energy Generation in the Proton– 
Proton Chain
Let’s look in a little more detail at the energy produced by  
fusion in the solar core and compare it with the energy needed 
to account for the Sun’s luminosity. Using the notation pre-
sented in the text, the proton–proton chain may be compactly 
described by the following reactions:

proton fusion:  1H + 1H S 2H + positron + neutrino. (I)
deuterium fusion: 2H + 1H S 3He + energy. (II)
helium-3 fusion: 3He + 3He S 4He + 1H  + 1H + energy. (III)

As discussed in the text and illustrated below, the net effect 
of the fusion process is that four protons combine to produce 
a nucleus of helium-4, in the process creating two neutrinos 
and two positrons (which are quickly converted into energy 
by annihilation with electrons).

We can calculate the total amount of energy released 
by accounting carefully for the total masses of the nuclei 
involved and applying Einstein’s famous formula E 5 mc2. 

More Precisely 16-2
This in turn allows us to relate the Sun’s total luminosity 
to the consumption of hydrogen fuel in the core. Careful 
laboratory experiments have determined the masses of all 
the particles involved in the above reaction: The total mass 
of the protons is 6.6943 3 10−27 kg, the mass of the helium-4 
nucleus is 6.6466 3 10−27 kg, and the neutrinos are virtually 
massless. We omit the positrons here—their masses will end 
up being counted as part of the total energy released. The 
difference between the total mass of the four protons and 
that of the final helium-4 nucleus, 0.0477 3 10−27 kg, is not 
great, but it is easily measurable.

Multiplying the vanished mass by the square of the speed 
of light yields 0.0477 3 10−27 kg 3 (3.00 3 108 m/s)2 5 4.28 3 
10−12 J. This is the energy produced in the form of radiation 
when 6.69 3 10−27 kg (the rounded-off mass of the four pro-
tons) of hydrogen fuses to helium. It follows that fusion of 1 kg 
of hydrogen generates 4.28 3 10−12/6.69 3 10−27 5 6.40 3 1014 J. 
Put another way, the process converts about 0.71 percent of the 
original mass into energy. A negligible fraction (actually, about 
2 percent) of this energy is carried away by the neutrinos. The 
rest appears in the form of gamma rays and ultimately is radi-
ated away from the solar photosphere—that is, it becomes the 
solar luminosity.

Thus we have established a direct connection between the 
Sun’s energy output and the consumption of hydrogen in the 
core. The Sun’s luminosity of  3.84 3 1026 W (see Table 16.1), or 
3.84 3 1026 J/s (joules per second), implies a mass consumption 
rate of 3.84 3 1026 J/s/ 6.40 3 1014 J/kg 5 6.00 3 1011 kg/s— 
600 million tons of hydrogen every  second (1 ton 5 1000 kg).  
A mass of 600 million tons sounds like a lot—the mass of a 
small mountain—but it represents only a few million million 
millionths of the total mass of the Sun. Put another way, of  
this 600 million tons, roughly 600 million tons/s 3 0.0071 5  
4.3 million tons per second of solar matter is converted into 
radiation—comparable to the mass carried away by the solar 
wind. Our parent star will be able to sustain this loss rate for a 
very long time.
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Neutrinos

Energy
Proton

Proton

Proton

Proton

The Big Question How does the Sun’s corona get so hot? What causes the 11-year solar cycle 
of activity? Why do sunspots exist and why do they look so messy? There is not just one big question 
regarding the Sun, but many smaller, nagging ones that have perplexed scientists for decades. Although we 
understand the basic physics of how our star shines, we still have much to learn about its unpredictable 
behavior that can sometimes affect life here on Earth.
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1  Our Sun is a star (p. 390), a 
glowing ball of gas held together 
by its own gravity and powered 
by nuclear fusion at its center. 
The photosphere (p. 390) is 
the region at the Sun’s surface 
from which virtually all the vis-
ible light is emitted. The main 
interior regions of the Sun are 
the core (p. 390), where nuclear 
reactions generate energy; the 
radiation zone (p. 390), where 
the energy travels outward in the form of electromagnetic radiation; 
and the convection zone (p. 390), where the Sun’s matter is in con-
stant convective motion.

2  The amount of solar 
energy reaching a 1 m2 at the 
top of Earth’s atmosphere each 
second is a quantity known as 
the solar constant (p. 390). 
The Sun’s luminosity (p. 391) 
is the total amount of energy 
radiated from the solar surface 
per second. It is determined by 
multiplying the solar constant 
by the area of an imaginary 
sphere of radius 1 AU.

3  Much of our knowledge of the solar 
interior comes from mathematical mod-
els. The model that best fits the observed 
properties of the Sun is the standard 
solar model (p. 392). Helioseismology  
(p. 393)—the study of vibrations of the 
solar surface caused by pressure waves in the interior— 
provides further insight into the Sun’s structure. The effect of 
the solar convection zone can be seen on the surface in the form 
of granulation (p. 396) of the photosphere. Lower levels in the 
convection zone also leave their mark on the photosphere in  
the form of larger transient patterns called supergranulation 
(p. 397).

4  Above the photosphere lies the  
chromosphere (p. 390), the Sun’s lower 
atmosphere. Most of the absorption lines 
seen in the solar spectrum are produced 
in the upper photosphere and the chromo-
sphere. In the transition zone (p. 390) 
above the chromosphere, the temperature 
increases from a few thousand to around a million kelvins. Above 
the transition zone is the Sun’s thin, hot upper atmosphere, the 

solar corona (p. 390). At a distance of about 15 solar radii, the 
gas in the corona is hot enough to escape the Sun’s gravity, and 
the corona begins to flow outward as the solar wind (p. 390).

5  Sunspots (p. 401) are Earth-sized regions 
on the solar surface that are a little cooler than 
the surrounding photosphere. They are regions 
of intense magnetism. Both the numbers and 
locations of sun spots vary in a roughly 11-year 
sunspot cycle (p. 404) as the Sun’s magnetic 
field rises and falls. The overall direction of the field reverses 
from one sunspot cycle to the next. The 22-year cycle that results 
when the direction of the field is taken into account is called the 
solar cycle (p. 404).

6  Solar activity tends to be concentrated 
in active regions (p. 405) associated 
with groups of sunspots. Prominences  
(p. 405) are looplike or sheetlike struc-
tures produced when hot gas ejected by 
activity on the solar surface interacts with 
the Sun’s magnetic field. The more intense 
flares (p. 406) are violent surface explosions that blast particles 
and radiation into interplanetary space. Coronal mass ejections 
(p. 406) are huge blobs of magnetized gas escaping into inter-
planetary space. Most of the solar wind flows outward from low-
density regions of the corona called coronal holes (p. 407).

7  The Sun generates energy by convert-
ing hydrogen to helium in its core by the 
process of nuclear fusion (p. 410). Nuclei 
are held together by the strong nuclear 
force (p. 411). When four protons are 
converted to a helium nucleus in the  
proton–proton chain (p. 412), some mass 
is lost. The law of conservation of mass 
and energy (p. 411) requires that this mass appear as energy, 
eventually resulting in the light we see. Very high temperatures are 
needed for fusion to occur.

8  Neutrinos (p. 411) are nearly mass-
less particles that are produced in the 
proton–proton chain and escape from the 
Sun. They interact via the weak nuclear 
force (p. 412). Despite their elusiveness, 
it is possible to detect a small fraction of 
the neutrinos streaming from the Sun. 
Observations over several decades led to the solar neutrino 
problem (p. 414)—substantially fewer neutrinos are observed 
than are predicted by theory. The accepted explanation,  
supported by recent observational evidence, is that neutrino 
oscillations (p. 415) convert some neutrinos to other (unde-
tected) particles en route from the Sun to Earth.
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For instructor-assigned homework go to Masteringastronomy.

problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.

Review and Discussion
 1. LO1 Name and briefly describe the main regions of the 

Sun. How hot is the solar surface? The solar core?
 2. LO2 What is luminosity, and how is it measured in the case 

of the Sun?
 3. POS How do scientists construct models of the Sun?
 4. What is helioseismology, and what does it tell us about  

the Sun?
 5. LO3 POS How do observations of the Sun’s surface tell us 

about conditions in the solar interior?
 6. Describe how energy generated in the solar core eventually 

reaches Earth.
 7. LO4 Why does the Sun appear to have a sharp edge?
 8. LO5 What is the solar wind?
 9. Why do we say that the solar cycle is 22 years long?

 10. LO6 What is the cause of sunspots, flares, and prominences?
 11. Describe how coronal mass ejections may influence life on 

Earth.
 12. What fuels the Sun’s enormous energy output?
 13. LO7 What are the ingredients and the end result of the 

proton–proton chain in the Sun? Why is energy released in 
the proton–proton chain?

 14. LO8 POS Why are scientists so interested in solar neutri-
nos? What is the most likely solution to the solar neutrino 
problem?

 15. What would we observe on Earth if the Sun’s internal  
energy source suddenly shut off? How long do you think it 
might take—minutes, days, years, or millions of years—for 
the Sun’s light to begin to fade? Repeat the question for solar 
neutrinos.

Conceptual Self-Test: Multiple Choice
 1. Compared with Earth’s diameter, the Sun’s diameter is 

about (a) the same; (b) ten times larger; (c) one hundred 
times larger; (d) one million times larger.

 2. Overall, the Sun’s average density is roughly the same as 
that of (a) rain clouds; (b) water; (c) silicate rocks; (d) iron–
nickel meteorites.

 3. The Sun spins on its axis roughly once each (a) hour;  
(b) day; (c) month; (d) year.

 4. If astronomers lived on Venus instead of on Earth, the solar con-
stant they measure would be (a) larger; (b) smaller; (c) the same.

 5. The primary source of the Sun’s energy is (a) fusion of light 
nuclei to make heavier ones; (b) fission of heavy nuclei into 
lighter ones; (c) the slow release of heat left over from the 
Sun’s formation; (d) the solar magnetic field.

 6. VIS According to the standard model of the Sun  
(Figure 16.6), as the distance from the center increases, the 

density decreases (a) at about the same rate as the temperature  
decreases; (b) faster than the temperature decreases; (c) more 
slowly than the temperature decreases; (d) but the tempera-
ture increases.

 7. A typical solar granule is about the size of (a) a U.S. city; 
(b) a large U.S. state; (c) the Moon; (d) Earth.

 8. As we move to greater and greater distances above the solar 
photosphere, the temperature in the Sun’s atmosphere  
(a) steadily increases; (b) steadily decreases; (c) first 
decreases and then increases; (d) stays the same.

 9. The time between successive sunspot maxima is about 
(a) a month; (b) a year; (c) a decade; (d) a century.

 10. The solar neutrino problem is that (a) we detect more 
solar neutrinos than we expect; (b) we detect fewer solar 
neutrinos than we expect; (c) we detect the wrong type of 
neutrinos; (d) we can’t detect solar neutrinos.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • Use the reasoning presented in Section 16.1 to calculate 
the value of the “solar constant” (a) on Mercury at perihe-
lion, (b) on Jupiter.

 2. • Use Wien’s law to determine the wavelength correspond-
ing to the peak of the blackbody curve (a) in the core of 
the Sun, where the temperature is 107 K, (b) in the solar 
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Activities
Never look directly at the Sun without a filter!

 Collaborative
 1. The safest way to observe the Sun—and one that lets several 

people share the experience—is to project the Sun’s image 
onto a screen. Here are two ways to do it. 

  (a)  To build a “pinhole camera,” you’ll need two sheets of 
stiff white paper and a pin. Use the pin to punch a hole 
in the center of one of your pieces of paper. Go outside, 
hold the paper up, and aim the hole at the Sun. Don’t 
look directly at the Sun—through the hole or in any 
other way! Find the image of the Sun coming through 
the hole. This is not just a circle of light, but a true image 
of the Sun! Move the other piece of paper back and forth 
until the image looks best. What happens to the image 
as you vary the size of the pinhole? 

  (b)  Alternatively, you can project an image of the Sun using a 
pair of binoculars or a small telescope. You’ll need a sheet 
of stiff white paper and a tripod. Mount the binoculars or 
telescope firmly on the tripod and point it at the Sun. Don’t 
attempt to view the Sun directly through the binoculars 
or telescope! Hold the paper about 10 inches behind the 
eyepiece to act as a screen. You should see a bright circle 
of light, probably blurred. Focus the instrument until the 
circle is sharp. This is the disc of the Sun. Experiment 
with moving the card closer and farther away from the 
telescope. What effect does this have on the image?

  Build one of these projectors and use it to study some 
sunspots, as in individual project 2. If you are fortunate 
enough to be in the right place at the right time, use it to 
view a partial or total solar eclipse. For comparison, have 
half your group construct a pinhole camera and the other 
half build a telescopic projector, and compare the results. 
What are the pros and cons of each?

Individual
 1. A filtered telescope will easily show you sunspots. Count 

the number of sunspots you see on the Sun’s surface. 
Notice that sunspots often come in pairs or groups. Come 
back and look again a few days later and you’ll see that the 
Sun’s rotation has caused the spots to move, and the spots 
themselves have changed. If a sufficiently large sunspot 
(or sunspot group) is seen, continue to watch it as the  
Sun rotates. It will be out of sight for about 2 weeks.  
Can you determine the solar rotation period from these 
observations?

 2. Solar granulation is not too hard to see. Earth’s atmosphere 
is most stable in the morning hours. Observe the Sun on 
a cool morning, 1 or 2 hours after it has risen. Use high 
magnification and look initially at the middle of the Sun’s 
disk. Can you see changes in the granulation pattern? They 
are there, but they are not always obvious or easy to see.

convection zone (105 K), and (c) just below the solar photo-
sphere (104 K).  (Sec. 3.4). What form (visible, infrared, 
X-ray, etc.) does the radiation take in each case?

 3. •• The largest-amplitude solar pressure waves have 
periods of about 5 minutes and move at the speed  
of sound in the outer layers of the Sun, roughly  
10 km/s. (a) How far does such a wave move during one 
wave period? (b) Approximately how many wavelengths 
are needed to completely encircle the Sun’s equator?  
(c) Compare the wave period with the orbital period  
of an object moving just above the solar photosphere.  

 (More Precisely 2-2)
 4. • If convected solar material moves at 1 km/s, how long 

does it take to flow across the 1000-km expanse of a typical 
granule? Compare your answer with the roughly 10-minute 
lifetimes observed for most solar granules.

 5. •• Use Stefan’s law (flux ∝ T4, where T is the temperature 
in kelvins) to calculate how much less energy (as a fraction) 
is emitted per unit area of a 4500-K sunspot than from the 
surrounding 5800-K photosphere.  (Sec. 3.4)

 6. • The solar wind carries mass away from the Sun at a rate 
of about 2 million tons/s (1 ton 5 1000 kg). At this rate, 
how long would it take for all of the Sun’s mass to escape?

 7. • Use the information presented in this chapter and in More 
Precisely 8-1 to estimate the radius at which the speed of 
protons in the corona first exceeds the solar escape speed. 

 8. •• (a) Assuming constant luminosity, calculate how much 
equivalent mass (relative to the current mass of the Sun) the 
Sun has radiated into space in the 4.6 billion years since it 
formed. How much hydrogen has been consumed? (b) How 
long would it take the Sun to radiate its entire mass into space?
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Left: The Hubble Space Telescope recently imaged the magnificent globular star cluster 

M9, a rich group of about 300,000 stars spread across some 25 light-years. Resembling 

a swirling beehive, this region is about 25,000 light-years away in the constellation 

Ophiuchus. Its reddish stars are about twice as old as the Sun. (ESA/NASA)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

The Stars
GIAnTS, DwARfS, AnD THe MAIn Sequence

17
We have now studied Earth, the Moon, the solar system, and the 
Sun. To continue our inventory of the contents of the universe, 
we must move away from our local environment into the depths 
of space. In this chapter, we take a great leap in distance and 
consider stars in general. Our primary goal is to comprehend 
the nature of the stars that make up the constellations, as well 
as the myriad more distant stars we cannot perceive with our 
unaided eyes. Rather than studying their individual peculiarities, 
however, we will concentrate on determining the physical and 
chemical properties they share.

There is order in the legions of stars scattered across the 
sky. By cataloging and comparing their basic properties—
luminosities, temperatures, composition, masses, and radii—
astronomers gain new insights into how stars form and evolve. 
Like comparative planetology in the solar system, the study of 
the stars plays a vital role in furthering our understanding of the 
Galaxy and the universe we inhabit.

Learning Outcomes

Studying this chapter will enable you to

1  explain how stellar distances are 
determined.

2  Describe the motions of the stars 
through space, and say how those 
motions are measured from earth.

3  Distinguish between luminosity 
and apparent brightness, and 
explain how stellar luminosity is 
determined.

4  explain the usefulness of 
classifying stars according to their 
colors, surface temperatures, and 
spectral characteristics.

5  Say how physical laws are used to 
estimate stellar sizes.

6  Describe how a Hertzsprung–
Russell diagram is used to identify 
stellar properties.

7  Outline how knowledge of a star’s 
spectroscopic properties can lead 
to an estimate of its distance.

8  explain how the masses of stars 
are measured and how mass is 
related to other stellar properties.

The Big Picture Stars are everywhere in the nighttime 
sky. The naked eye can spot about 6000 of them, spread across 
88 constellations. Millions more are visible even with binoculars 
or a small telescope. The total number of stars is impossible to 
count, and relatively few have been studied in detail. Yet, it is 
stars that tell us more about the fundamentals of astronomy 
than any other objects in the universe.
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17.1 The Solar Neighborhood
The Galaxy in which we live—the Milky Way—is an enor-
mous collection of stars and interstellar matter held together 
by gravity. It contains more than 100 billion stars, spread 
throughout a volume of space nearly 100,000 light-years 
across, all orbiting the galactic center some 25,000 light-years 
from Earth (see Chapter 23). The Sun—and, in fact, every 
other star you see while gazing at the night sky—is part of this 
vast system. In this chapter we describe some of the distance-
measurement techniques by which astronomers have extended 
their studies to larger and larger volumes of space, mapping 
out the distribution of stars on these vast scales.

As with the planets, knowing the distances to the stars 
is essential to determining many of their other properties. 
Looking deep into space within our Galaxy, astronomers 
can observe and study literally millions of individual stars. 
By observing other distant galaxies, we can statistically 
infer the properties of trillions more. All told, the observ-
able universe probably contains several tens of sextillions 
(1 sextillion = 1021) stars. Yet, remarkably, despite their 
incredible numbers, the essential properties of stars—their 
appearance in the sky, their births, lives, deaths, and even 
their interactions with their environment—can be under-
stood in terms of just a few basic physical stellar quanti-
ties: luminosity (brightness), temperature (color), chemical 
composition, size, and mass.  (Sec. 16.1)

The twin goals of measuring stellar distances and cat-
egorizing stellar properties have advanced hand in hand. 
As we will see, as more stellar distances become known, 
new insights into stellar properties are obtained, and these 
in turn present new techniques for distance measurement, 
applicable to even greater distances. In many ways, the story 
of how these techniques have evolved in tandem is the his-
tory of modern astronomy.

Stellar Parallax
Recall from Chapter 1 how surveyors and astronomers use 
parallax to measure distances to terrestrial and solar system 
objects. Parallax is the apparent shift of a foreground object 
relative to some distant background as the observer’s point of 
view changes.  (Sec. 1.6) To determine an object’s parallax, 
we observe it from either end of some baseline and measure 
the angle through which the line of sight to the object shifts. In 
astronomical contexts, the angle is usually obtained by com-
paring photographs made from the two ends of the baseline.

As the distance to the object increases, the parallax 
becomes smaller and therefore harder to measure. Even the 
closest stars are so far away that no baseline on Earth is suf-
ficient to allow an accurate determination of their distances. 
Their parallactic shifts, as seen from different points on Earth, 
are just too small. However, by observing a star at different 
times of the year, as shown in Figure 17.1 (see also Figure 1.30)  

▲ figure 17.1 Stellar Parallax (a) for observations of stars 
made 6 months apart, the baseline is twice the earth–Sun 
distance, or 2 Au. compare with figure 1.30, which shows the 
same geometry, but on a much smaller scale. (b) The parallactic 
shift (exaggerated here, and indicated by the white arrow) is 
usually measured photographically, as illustrated by the red 
star seen here. Images of the same region of the sky made at 
different times of the year determine a star’s apparent movement 
relative to background stars.

This is the view as seen in January c c and in July, when the star shifts.

(a)

(b)

Background stars

Star

Parallactic
angle

Earth’s
orbit

January 1 AU 1 AU

Sun

Baseline

July
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and then comparing our observations, we can extend our 
baseline to the diameter of Earth’s orbit around the Sun, 
namely, 2 AU. Only with this enormously longer baseline do 
some stellar parallaxes become measurable. As indicated in 
the figure, a star’s parallactic angle—or, more commonly, just 
its “parallax”—is conventionally defined to be half its apparent 
shift relative to the back ground as we move from one side of 
Earth’s orbit to the other.

Because stellar parallaxes are so small, astronomers 
generally find it convenient to measure parallax in arc 
seconds rather than in degrees. If we ask at what distance 
a star must lie in order for its observed parallax to be 
exactly 1–, we get an answer of 206,265 AU, or 3.1 * 1016 m  

 (More Precisely 1-2) Astronomers call this distance  
1 parsec (1 pc), from “parallax in arc seconds.” Because par-
allax decreases as distance increases, we can relate a star’s 
parallax to its distance by the following simple formula:

distance (in parsecs) =
1

parallax (in arc seconds)
.

Thus, a star with a measured parallax of 1– lies at a distance of 
1 pc from the Sun. The parsec is defined so as to make the con-
version between distance and parallactic angle easy: An object 
with a parallax of 0.5– lies at a dis-
tance of 1/0.5 = 2 pc, an object with 
a parallax of 0.1– lies at 1/0.1 = 10 pc, 
and so on. One parsec is approxi-
mately equal to 3.3 light-years.

Our Nearest Neighbors
The closest star to Earth (after the 
Sun) is called Proxima Centauri. 
This star is a member of a triple-star 
system (three separate stars orbiting 
one another, bound together 
by gravity) known as the Alpha 
Centauri complex.  (Discovery 
15-1) Proxima Centauri displays the 
largest known stellar parallax, 0.77–, 
which means that it is about 1/0.77 
= 1.3 pc away—approximately 
270,000 AU, or 4.3 light-years. 
That’s the distance of the nearest 
star to Earth—almost 300,000 times 
the distance from Earth to the Sun! 
This is a fairly typical interstellar 
distance in the Milky Way Galaxy.

Vast distances can sometimes 
be grasped by means of analogies. 
Imagine Earth as a grain of sand 
orbiting a marble-sized Sun at a 
distance of 1 m. The nearest star, 

also a marble-sized object, is then more than 270 kilometers 
away. Except for the other planets in our solar system, them-
selves ranging in size from grains of sand to millimeter-sized 
pellets and all lying within 50 m of the “Sun,” nothing else of 
consequence exists in the 270 km separating the two stars. 
Such is the void of interstellar space.

The next nearest neighbor to the Sun beyond the Alpha 
Centauri system is called Barnard’s star. Its parallax is 
0.55–, so it lies at a distance of 1.8 pc, or 6.0 light-years—370 
km in our model—from Earth. Figure 17.2 is a map of our 
nearest Galactic neighbors—the 30 or so stars lying within 
4 pc of Earth.

Ground-based images of stars are generally smeared 
out into a disk of radius 1– or so by turbulence in Earth’s 
atmo sphere.  (Sec. 5.4) However, astronomers have spe-
cial equipment that can routinely measure stellar parallaxes 
of 0.03– or less, corresponding to stars within about 30 pc 
(100 light-years) of Earth. Several thousand stars lie within 
this range, most of them of much lower luminosity than the 
Sun and invisible to the naked eye. High-resolution adap-
tive optics systems allow even more accurate measurements 
of stellar positions, extending the parallax range to over 100 
pc in a few cases, although such measurements are not yet 
“routine.”  (Sec. 5.4) 

61 Cygni

Ross128
Ross 248

Ross 154

Ε 2398

Lacaille 8760

Epsilon Indi

Grm 34

Lalande 21185

Wolf 359
G51-15

Procyon

Sirius
Epsilon Eridani

Tau Ceti

UV Ceti

Lacaille 9352

Luyten
789-6

Alpha
Centauri

1 pc

2 pc

3 pc

SUN

BD+5°1668

Barnard

5 light-years

▲ figure 17.2 the Solar Neighborhood A plot of the 30 closest stars to the Sun, projected 
so as to reveal their three-dimensional relationships. All lie within 4 pc (about 13 light-years) of earth. 
The circular gridlines represent distances from the Sun in the galactic plane; the vertical lines denote 
distances perpendicular to that plane.
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of Barnard’s star would not. Because Earth was at the same 
point in its orbit when these photographs were taken, the 
observed displacement is not the result of parallax caused 
by Earth’s motion around the Sun. Instead, it indicates real 
spatial motion of Barnard’s star relative to the Sun.

The annual movement of a star across the sky, as seen 
from Earth and corrected for parallax, is called proper 
motion. It describes the transverse component of a star’s 
velocity relative to the Sun. (Both the star and the Sun are 
moving through space as they travel through the Galaxy; 
however, only their relative motion causes the star’s position 
in the sky to change, as seen from Earth.) Like parallax, 
proper motion is measured in terms of angular displace-
ment. Since the angles involved are typically very small, 
proper motion is usually expressed in arc seconds per year. 
Barnard’s star moved 228– in 22 years, so its proper motion 
is 228–/22 years, or 10.4–/yr.

A star’s transverse velocity is easily calculated once its 
proper motion and its distance are known. At the distance 
of Barnard’s star (1.8 pc), an angle of 10.4– corresponds to 
a physical displacement of 0.000091 pc, or about 2.8 billion 
km. Barnard’s star takes a year (3.2 * 107 s) to travel this 
distance, so its transverse velocity is 2.8 billion km/3.2 * 
107 s, or 89 km/s.  (More Precisely 1-2) Even though stars’ 
transverse velocities are often quite large—tens or even 
hundreds of kilometers per second—their great distances 
from the Sun mean that their proper motion is small, and it 
usually takes many years for us to discern their movement 
across the sky. In all probability, every star in Figure 17.3 has 
some transverse motion relative to the Sun. However, only 
Barnard’s star has proper motion large enough to be visible 
in these frames. In fact, Barnard’s star has the largest known 
proper motion of any star. Only a few hundred stars have 
proper motions greater than 1–/yr.

Now consider the three-dimensional motion of our 
nearest neighbor, the Alpha Centauri system, sketched 
in Figure 17.4 in relation to our own solar system. Alpha 
Centauri’s proper motion has been measured to be 3.7–/yr. 
At Alpha Centauri’s distance of 1.35 pc, that measurement 
implies a transverse velocity of 24 km/s. We can determine 

Even greater precision can be achieved by placing instru-
ments in space, above Earth’s atmosphere. In the 1990s, data 
from the European Hipparcos satellite extended the range of 
accurately measured parallaxes to well over 200 pc, encom-
passing nearly a million stars. Even so, the vast majority of 
stars in our Galaxy are far more distant. Following Hippar-
cos, the European Space Agency (ESA) has ambitious plans 
to greatly expand the scope of its stellar measurements. ESA’s 
GAIA project, due to launch in 2013, will have the astonish-
ing range of 10,000 pc spanning much of the Milky Way 
Galaxy and encompassing roughly 1 billion stars! In addi-
tion to mapping out the structure of the Milky Way Galaxy 
to unprecedented precision, this mission will allow astrono-
mers to study in detail the properties of nearby stars of all 
masses and will also greatly expand our knowledge of extra-
solar planetary systems.  (Sec. 15.6) With these new data, 
in a time span of just three decades, the fundamental stellar 
database upon which almost all of astronomy depends will 
have increased in size by a factor of a million. The results 
may be nothing short of revolutionary.

Stellar Motion
In addition to the apparent motion caused by parallax, stars 
have real spatial motion through the Galaxy. In Chapter 
23, we will see how astronomers have measured the Sun’s 
actual motion around the galactic center. However, rela-
tive to the Sun—that is, as seen by astronomers on Earth as 
we travel through space along with our parent star—stellar 
motion has two components. A star’s radial velocity—along  
the line of sight—can be measured using the Doppler effect. 

 (Sec. 3.5) For many nearby stars, their transverse veloc-
ity—perpendicular to our line of sight—can also be deter-
mined by careful monitoring of the star’s position in the sky.

Figure 17.3 compares two photographs of the sky 
around Barnard’s star. The photographs were made on the 
same day of the year, but 22 years apart. Note that the star, 
marked by the arrow, has moved during the 22-year interval 
shown: If the two images were superimposed, the images of 
the other stars in the field of view would coincide, but those 

▲ figure 17.3 Proper Motion A comparison of two photographic plates taken 22 years apart shows 
evidence of real spatial motion for Barnard’s star (denoted by an arrow). (Harvard College Observatory)

30
arc
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17.2  Luminosity and Apparent 
Brightness

Luminosity is an intrinsic property of a star—it does 
not depend in any way on the location or motion of the 
observer. Luminosity is sometimes referred to as the star’s 
absolute brightness. However, when we look at a star, we 
see, not its luminosity, but rather its apparent bright-
ness—the amount of energy striking a unit area of some 
light-sensitive surface or device (such as a charge-coupled 
device [CCD] chip or a human eye) per unit time. Appar-
ent brightness is a measure, not of a star’s luminosity, but 
of the energy f lux (energy per unit area per unit time) pro-
duced by the star, as seen from Earth. A star’s apparent 
brightness depends on our distance from the star. In this 
section, we discuss in more detail how these important 
quantities are related to one another.

Another Inverse-Square Law
Figure 17.5 shows light leaving a star and traveling through 
space. Moving outward, the radiation passes through imagi-
nary spheres of increasing radius surrounding the source. 
The amount of radiation leaving the star per unit time—the 
star’s luminosity—is constant, so the farther the light travels 
from the source, the less energy passes through each unit of 
area. Think of the energy as being spread out over an ever-
larger area and therefore spread more thinly, or “diluted,” as 
it expands into space.

Because the area of a sphere grows as the square of 
the radius, the energy per unit area—the star’s apparent 
brightness, as seen by our eye or our telescope—is inversely 
proportional to the square of the distance from the star. 

the other component of motion—the radial velocity—by 
means of the Doppler effect. Spectral lines from Alpha 
Centauri are blueshifted by a tiny amount—about 0.0067 
percent—allowing astronomers to measure the star 
system’s radial velocity (relative to the Sun) as 300,000 
km/s * 6.7 * 10−5 = 20 km/s toward us.  (Sec. 3.5)

What is the true spatial motion of Alpha Centauri? 
Will this alien system collide with our own sometime in 
the future? The answer is no: Alpha Centauri’s transverse 
velocity will steer it well clear of the Sun. We can combine 
the transverse (24 km/s) and radial (20 km/s) velocities 
according to the Pythagorean theorem, as indicated in 
Figure 17.4. The total velocity is 2242 + 202, or about 31 
km/s, in the direction shown by the horizontal red arrow. 
As the figure indicates, Alpha Centauri will get no closer 
to us than about 1 pc, and that won’t happen until 280 
centuries from now.

CoNCePt Check

4 Why can’t astronomers use simultaneous observations 
from different parts of Earth’s surface to determine 
stellar distances?

4 Why are the spatial velocities of distant stars generally 
poorly known?

The red arrow is a combination
of the star’s radial and
transverse motions.

True
space motion

31 km/s

Radial
20 km/s

Solar
system

Transverse
24 km/s

Alpha Centauri
system

1 pc

1.3 pc

▲ figure 17.4 real Spatial Motion This sketch shows the 
motion of the Alpha centauri star system relative to our solar 
system. The transverse component of its velocity is derived by 
observing the system’s proper motion. The radial component is 
measured by using the Doppler shift of lines in Alpha centauri’s 
spectrum. The true spatial velocity, indicated by the red arrow, 
results from the combination of the two.

Light
source

1

1 square

4 squares

2 3

9 squares

Narrated figure 17.5 inverse-Square Law As light 
moves away from a source such as a star, it steadily dilutes while 
spreading over progressively larger surface areas (depicted here 
as sections of spherical shells). Thus, the amount of radiation 
received by a detector (the source’s apparent brightness) varies 
inversely as the square of its distance from the source.
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the star’s distance must be measured—parallax for nearby 
stars and by other means (to be discussed later) for more 
distant stars. The luminosity can then be found from the 
inverse-square law. This is basically the same reasoning 
we used earlier in Chapter 16, in our discussion of how 
astronomers measure solar luminosity. (In our new termi-
nology, the solar constant is just the apparent brightness 
of the Sun.)  (Sec. 16.1)

The Magnitude Scale
Instead of measuring apparent brightness in SI units (e.g., 
watts per square meter, the unit used for the solar constant 
in Chapter 16), astronomers often find it more convenient  
to work in terms of a construct called the magnitude scale.  

 (Sec. 16.1) The scale dates from the second century 
b.c., when the Greek astronomer Hipparchus classified the 
naked-eye stars into six groups. The brightest stars were 
categorized as first magnitude. The next brightest stars were 
labeled second magnitude, and so on, down to the faintest 
stars visible to the naked eye, which were classified as sixth 
magnitude. The range 1 (brightest) through 6 (faintest) 
spanned all the stars known to the ancients. Notice that 
magnitudes are really rankings in terms of apparent 
brightness (energy flux)—a large magnitude means a faint 
star. Just as “first rate” means “good” in everyday speech, 
“first magnitude” in astronomy means “bright.”

When astronomers began using telescopes with 
sophisticated detectors to measure the light received 
from stars, they quickly discovered two important facts 
about the magnitude scale. First, the 1–6 magnitude 
range defined by Hipparchus spans about a factor of 
100 in apparent brightness—a first-magnitude star 
is approximately 100 times brighter than a sixth-
magnitude star. Second, the physiological characteristics 
of the human eye are such that each change in 
magnitude of 1 corresponds to a factor of about 2.5 in 
apparent brightness. In other words, to the human eye, 
a first-magnitude star is roughly 2.5 times brighter than 
a second-magnitude star, which is roughly 2.5 times 
brighter than a third-magnitude star, and so on. (By 
combining factors of 2.5, you can confirm that a first-
magnitude star is indeed (2.5)5 ≈ 100 times brighter than 
a sixth-magnitude star.)

Modern astronomers have modified and extended the 
magnitude scale in a number of ways. First, we now define 
a change of 5 in the magnitude of an object (going from 
magnitude 1 to magnitude 6, say, or from magnitude 7 to 
magnitude 2) to correspond to exactly a factor of 100 in 
apparent brightness. Second, because we are really talking 
about apparent (rather than absolute) brightnesses, the 
numbers in Hipparchus’s ranking system are called 
apparent magnitudes. Third, the scale is no longer 
limited to whole numbers: A star of apparent magnitude 

Doubling the distance from a star makes it appear 22, or 4, 
times dimmer. Tripling the distance reduces the apparent 
brightness by a factor of 32, or 9, and so on.

Of course, the star’s luminosity also affects its appar-
ent brightness. Doubling the luminosity doubles the energy 
crossing any spherical shell surrounding the star and hence 
doubles the apparent brightness. We can therefore say that 
the apparent brightness of a star is directly proportional 
to the star’s luminosity and inversely proportional to the 
square of its distance:

apparent brightness (energy flux) ∝
luminosity
distance2

.

Thus, two identical stars can have the same apparent 
brightness if (and only if) they lie at the same distance 
from Earth.

However, as illustrated in Figure 17.6, two nonidenti-
cal stars can also have the same apparent brightness if the 
more luminous one lies farther away. A bright star (i.e., 
a star with large apparent brightness) is a powerful emit-
ter of radiation (high luminosity), is near Earth, or both. 
Without additional information, we cannot distinguish 
between the effects of increasing luminosity and decreas-
ing distance. Similarly, a faint star (a star with small 
apparent brightness) is a weak emitter (low luminosity), is 
far from Earth, or both.

Determining a star’s luminosity is a twofold task. 
First, the astronomer must determine the star’s apparent 
brightness by measuring the amount of energy detected 
through a telescope in a given amount of time. Second, 

This is the view seen by
the observer looking out
into space.

A

A

B

B

▲ figure 17.6 Luminosity Two stars A and B of different 
luminosities can appear equally bright to an observer on earth if the 
brighter star B is more distant than the fainter star A.
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Apparent magnitude measures a star’s apparent 
brightness when the star is seen at its actual distance from 
the Sun. To compare intrinsic, or absolute, properties of 
stars, however, astronomers imagine looking at all stars 
from a standard distance of 10 pc. There is no particu-
lar reason to use 10 pc—it is simply convenient. A star’s 
absolute magnitude is its apparent magnitude when it is 
placed at a distance of 10 pc from the observer. Because 
the distance to the star is fixed in this definition, absolute 
magnitude is a measure of a star’s absolute brightness, or 
luminosity.

We can use the earlier discussion of the inverse-square 
law to relate absolute and apparent magnitudes if the distance 
to the star is known. When a star farther than 10 pc away 
from us is moved to a point 10 pc away, its apparent bright-
ness increases and hence its apparent magnitude decreases. 
Stars more than 10 pc from Earth therefore have apparent 
magnitudes that are greater than their absolute magnitudes. 
For example, if a star at a distance of 100 pc were moved to 
the standard 10-pc distance, its distance would decrease by 
a factor of 10, so (by the inverse-square law) its apparent 
brightness would increase by a factor of 102 = 100. Its appar-
ent magnitude (by definition) would therefore decrease by 5. 
In other words, at 100 pc distance, the star’s apparent magni-
tude exceeds its absolute magnitude by 5.

For stars closer than 10 pc, the reverse is true. An 
extreme example is our Sun. Because of its proximity to 
Earth, it appears very bright and thus has a large negative 
apparent magnitude (Figure 17.7). However, the Sun’s 
absolute magnitude is 4.83. If the Sun were moved to 
a distance of 10 pc from Earth, it would be only slightly 
brighter than the faintest stars visible to the naked eye in 
the night sky.

Knowledge of a star’s apparent magnitude and dis-
tance allows us to compute its absolute magnitude (lumi-
nosity). Conversely, the numerical difference between 
a star’s absolute and apparent magnitudes is a direct 
measure of the distance to the star. More Precisely 17-1  
presents more detail and some examples for the connec-
tion between absolute magnitude and luminosity and on 
the use of the magnitude scale in computing stellar lumi-
nosities and distances.

CoNCePt Check

4 Two stars are observed to have the same apparent 
magnitude. On the basis of this information, what, if 
anything, can be said about their luminosities?

4.5 is intermediate in apparent brightness between a star 
of apparent magnitude 4 and one of apparent magnitude 
5. Finally, magnitudes outside the range from 1 to 6 are 
allowed: Very bright objects can have apparent magnitudes 
much less than 1, and very faint objects can have apparent 
magnitudes far greater than 6.

Figure 17.7 illustrates the apparent magnitudes of 
some astronomical objects, ranging from the Sun, at −26.7, 
to the faintest object detectable by the Hubble or Keck 
telescopes, an object having an apparent magnitude of 
30—about as faint as a firefly seen from a distance equal 
to Earth’s diameter. Note that this range in magnitudes 
corresponds to a very large factor (actually, of 1056.7/2.5 = 
1022.7 ≈ 5 * 1022) in apparent brightness. Indeed, one of 
the main reasons that astronomers use this (admittedly 
rather intimidating) scale is that it allows them to com-
press a large spread in observed stellar properties into 
more “manageable” form.*

*Putting in the numbers, we can calculate that magnitude 1 corresponds to 
a flux of 1.1 * 10−8 W/m2, magnitude 20 to 2.9 * 10−16 W/m2, and so on, 
but astronomers find the “magnitude” versions more intuitive and much 
easier to remember.

interactive figure 17.7  Apparent Magnitude  
This graph illustrates the apparent magnitudes of some 
astronomical objects and the limiting magnitudes (that is, the 
faintest magnitudes attainable) of some telescopes used to 
observe them.
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Brighter objects have smaller apparent magnitudes.
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temperatures. In curve (a), corresponding to a very hot 
30,000-K emitter, considerably more radiation (about  
30 percent more) is received through the B filter than 
through the V filter, so this object looks brighter in B than 
in V. In curve (b), the temperature is 10,000 K, and the B 
and V fluxes are about the same. In the cool 3000-K curve 
(c), about five times more energy is received in the V range 
than in the B range, so the B image now is much fainter 
than the V image. In each case, it is possible to reconstruct 
the entire blackbody curve on the basis of only those two 
measurements, because no other blackbody curve can be 

17.3 Stellar Temperatures
Looking at the night sky, you can tell at a glance which stars 
are hot and which are cool. In Figure 17.8, which shows the 
constellation Orion as it appears through a small telescope, 
the colors of the cool red star Betelgeuse (α) and the hot 
blue star Rigel (β) are clearly evident. Note that these 
colors are intrinsic properties of the stars and have nothing 
to do with Doppler redshifts or blueshifts. However, to 
obtain these stars’ temperatures (3200 K for Betelgeuse 
and 11,000 K for Rigel), more precise observations are 
required. To make such measurements, astronomers turn 
to the radiation laws and the detailed properties of stellar 
spectra.  (Secs. 3.4, 4.3)

Color and the Blackbody Curve
Astronomers can determine a star’s surface temperature by 
measuring the star’s apparent brightness (energy flux) at 
several frequencies and then matching the observations to 
the appropriate blackbody curve.  (Sec. 3.4) In the case 
of the Sun, the theoretical curve that best fits the emission 
describes a 5800-K emitter.  (Sec. 16.1) The same tech-
nique works for any other star, regardless of its distance 
from Earth.

Because the basic shape of the blackbody curve is so well 
understood, astronomers can estimate a star’s temperature 
using as few as two measurements at selected wavelengths 
(which is fortunate, as detailed spectra of faint stars are often 
difficult and time consuming to obtain). This is accomplished 
through the use of telescope filters that block out all radiation 
except that within specific wavelength ranges. For example, 
a B (blue) filter rejects all radiation except for a certain range 
from violet to blue light. Defined by international agreement 
to extend from 380 to 480 nm, this range corresponds to wave-
lengths to which photographic film happens to be most sensi-
tive. Similarly, a V (visual) filter passes only radiation within 
the 490- to 590-nm range (green to yellow), corresponding to 
that part of the spectrum to which human eyes are particu-
larly sensitive. Many other filters are also in routine use—a U 
(ultraviolet) filter covers the near ultraviolet, and infrared fil-
ters span longer wavelength parts of the spectrum.

Figure 17.9 shows how the B and V filters admit dif-
ferent amounts of light for objects radiating at different 
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a

b

Orion Nebula

(a)

(b)

Rigel

Betelgeuse

The area of this
photo is hundreds
of times greater
than the one below.

▶ figure 17.8 Star Colors (a) The different colors of the stars 
composing the constellation Orion are easily distinguished in this 
photograph taken by a wide-field camera attached to a small 
telescope. The bright red star at the upper left is Betelgeuse (α); the 
bright blue-white star at the lower right is Rigel (β). (compare with 
figure 1.8.) The field of view of this photograph is wide, about 20° 
across. (b) An incredibly rich field of colorful stars, this time in the 
direction of the center of the Milky way. Here, the field of view is just 2 
arc minutes across—much smaller than in (a). (P. Sanz/Alamy; NASA)
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Stellar Spectra
Color is a useful way to describe a star, but astronomers often 
use a more detailed scheme to classify stellar properties, incor-
porating additional knowledge of stellar physics obtained 
through spectroscopy. Figure 17.10 compares the spectra of sev-
eral different stars, arranged in order of decreasing surface tem-
perature (as determined from measurements of their colors). 
All the spectra extend from 400 to 650 nm, and each shows a 
series of dark absorption lines superimposed on a background 
of continuous color, like the spectrum of the Sun.  (Sec. 16.3) 
However, the precise patterns of lines reveal many differences. 
Some stars display strong lines in the long-wavelength part of 
the spectrum (to the left in the figure). Other stars have their 
strongest lines at short wavelengths (to the right). Still others 
show strong absorption lines spread across the whole visible 
spectrum. What do these differences tell us?

Although spectral lines of many elements are present with 
widely varying strengths, the differences among the spec-
tra in Figure 17.10 are not due to differences in composition. 

drawn through both measured points. To the extent that 
a star’s spectrum is well approximated as a blackbody, 
measurements of the B and V fluxes are enough to spec-
ify the star’s blackbody curve and thus yield its surface 
temperature.

Thus, astronomers can estimate a star’s temperature 
simply by measuring and comparing the amount of light 
received through different colored filters. As discussed  
in Chapter 5, this type of non-spectral-line analysis  
using a standard set of filters is known as photometry. 

 (Sec. 5.3) Table 17.1 lists, for several prominent stars, 
the surface temperatures derived by photometric means, 
along with the color that would be perceived in the absence  
of filters.
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▲ figure 17.9 Blackbody Curves Star (a) is very hot—30,000 K 
—so its B (blue) intensity is greater than its V (visual) intensity (as is 
actually the case for Rigel in figure 17.8a). Star (b) has roughly equal 
B and V readings and so appears white, and its temperature is about 
10,000 K. Star (c) is red; its V intensity greatly exceeds the B value, and 
its temperature is 3000 K (much as for Betelgeuse in figure 17.8a).

Surface  
temperature (K)

Color familiar examples

30,000 Blue-violet Mintaka (d Orionis)
20,000 Blue Rigel
10,000 White Vega, Sirius
7000 Yellow-white Canopus
6000 Yellow Sun, Alpha Centauri
4000 Orange Arcturus, Aldebaran
3000 Red Betelgeuse, Barnard’s star

tABLe 17.1 Stellar Colors and Temperatures

30,000 K
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Hydrogen
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▲ figure 17.10 Stellar Spectra comparison of spectra 
observed for seven different stars having a range of surface 
temperatures. These are not actual spectra, which are messy and 
complex, but simplified artists’ renderings illustrating notable 
spectral features. The spectra of the hottest stars, at the top, 
show lines of helium and multiply ionized heavy elements. In the 
coolest stars, at the bottom, helium lines are absent, but lines 
of neutral atoms and molecules are plentiful. At intermediate 
temperatures, hydrogen lines are strongest.
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spectrum is what we would anticipate from a 20,000-K star, 
and so on, down to the 3000-K star at the bottom.

The main differences among the spectra in Figure 17.10 
are as follows:

•	 Spectra	of	stars	having	surface	temperatures	exceeding	
25,000 K usually show strong absorption lines of singly 

Detailed spectral analysis indicates that the seven stars shown 
have similar elemental abundances—all are more or less solar 
in makeup.  (Sec. 16.3) Rather, as discussed in Chapter 4, 
the differences are due almost entirely to the stars’ tempera-
tures.  (Sec. 4.5) The spectrum at the top of the figure is 
exactly what we would expect from a star with solar composi-
tion and a surface temperature of about 30,000 K, the second 

More on the Magnitude Scale
Let’s recast our discussion of two important topics—stellar lu-
minosity and the inverse-square law—in terms of magnitudes.

Absolute magnitude is equivalent to luminosity—an 
intrinsic property of a star. Given that the Sun’s absolute 
magnitude is 4.83 (see Appendix 3, Table 6), we can 
construct a conversion chart (shown below) relating these 
two quantities. Since an increase in brightness by a factor 
of 100 corresponds to a decrease in magnitude by 5 units, it 
follows that a star with luminosity 100 times that of the Sun 
has absolute magnitude 4.83 - 5 = -0.17, while a 0.01-solar 
luminosity star has absolute magnitude 4.83 + 5 = 9.83. We 
can fill in the gaps by noting that 1 magnitude corresponds to 
a factor of 1001/5 ≈ 2.512; 2 magnitudes to 1002/5 ≈ 6.310,  
and so on. A factor of 10 in brightness corresponds to 2.5 
magnitudes. You can use this chart to convert between solar 
luminosities and absolute magnitudes in many of the figures 
in this and later chapters.

MORe PRecISeLy 17-1
the luminosity L differs from the solar luminosity by a factor of  
100−(M−4.83)/5, or 10−(M−4.83)/2.5. We can therefore write

L (solar units) = 10- (M-4.83)/2.5.

Plugging in some numbers (taken from Appendix 3, Tables 
5 and 6), we find that the Sun, with M = 4.83, of course 
has L = 100 = 1. Sirius A, with M = 1.45, has luminosity 
101.35 = 22 solar units, Barnard’s star, with M = 13.24, has 
luminosity 10-3.35 = 4.3 * 10-4 solar units, Betelgeuse has 
M = -5.14 and luminosity 9700 Suns, and so on.

To cast the inverse-square law in these terms, recall that 
increasing the distance to a star by a factor of 10 decreases its 
apparent brightness by a factor of 100 (by the inverse-square law) 
and hence increases its apparent magnitude by 5 units. Increasing 
the distance by a factor of 100 increases the apparent magnitude 
by 10, and so on. Every increase in distance by a factor of 10 
increases the apparent magnitude by 5. Since absolute magnitude 
is simply apparent magnitude at a distance of 10 pc, we can write

apparent magnitude − absolute magnitude 

= 5 log10 adistance
10 pc

b .

(The logarithm function—the LOG key on your calculator—
is defined by the property that if a = log10(b), then b = 10a.)  
Even though it doesn’t look much like it, this equation is 
precisely equivalent to the inverse-square law presented in 
the text! Note that for stars more than 10 pc from Earth, the 
apparent magnitude is greater than the absolute magnitude, 
while the reverse is true for stars closer than 10 pc.

eXAMPLe 2 The Sun, with an absolute magnitude of 4.83, seen 
from a distance of 100 pc, would have an apparent magnitude 
of 4.83 + 5 log10(100) = 14.83, since log10(100) = 2. This 
is well below the threshold of visibility for binoculars or even 
a large amateur telescope (see Figure 17.7). We can also turn 
this around to illustrate how knowledge of a star’s absolute 
and apparent magnitudes tells us its distance. The star Rigel 
Kentaurus (also known as Alpha Centauri) has absolute 
magnitude +4.34 and is observed to have apparent magnitude 
-0.01. The magnitude difference is -4.35, so its distance must 
therefore be 10 pc * 10-4.34/5 = 1.35 pc, in agreement with the 
result (obtained by parallax) presented in the text.
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eXAMPLe 1 Let’s calculate the luminosity (in solar units) of a  
star having absolute magnitude M (the conventional symbol for  
absolute magnitude, not to be confused with mass!). The star’s 
absolute magnitude differs from that of the Sun by (M − 4.38)  
magnitudes, so, in accordance with the reasoning just presented,  
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lines and lines obtained in the laboratory. The researchers, 
though, had no firm understanding of how the lines were 
produced. Modern atomic theory had not yet been devel-
oped, so the correct interpretation of the line strengths, as 
just described, was impossible at the time.

Lacking a full understanding of how atoms produce 
spectra, early workers classified stars primarily according 
to their hydrogen-line intensities. They adopted an alpha-
betic A, B, C, D, E . . . scheme in which A stars, with the 
strongest hydrogen lines, were thought to have more hydro-
gen than did B stars, and so on. The classification extended 
as far as the letter P.

In the 1920s, scientists began to understand the intri-
cacies of atomic structure and the causes of spectral lines. 
Astronomers quickly realized that stars could be more 
meaningfully classified according to their surface tem-
perature. Instead of adopting an entirely new scheme; 
however, they chose to shuffle the existing alphabetical 
categories—those based on the strengths of the hydrogen 
lines—into a new sequence based on temperature. In the 
modern scheme, the hottest stars are designated O, because 
they have very weak absorption lines of hydrogen and were 
classified toward the end of the original scheme. In order of 
decreasing temperature, the surviving letters now run O, B, 
A, F, G, K, M. (The other letter classes have been dropped.) 
These stellar designations are called spectral classes (or 
spectral types). Use the time-honored (and politically incor-
rect) mnemonic “Oh, Be A Fine Girl, Kiss Me” to remem-
ber them in the correct order.*

Astronomers further subdivide each lettered spectral 
classification into 10 subdivisions, denoted by the numbers 
0–9. By convention, the lower the number, the hotter is the 
star. For example, our Sun is classified as a G2 star (a little 
cooler than G1 and a little hotter than G3), Vega is a type A0, 
Barnard’s star is M5, Betelgeuse is M2, and so on. Table 17.2 
lists the main properties of each stellar spectral class for the 
stars presented in Table 17.1.

We should not underestimate the importance of the 
early work in classifying stellar spectra. Even though the 
original classification was based on erroneous assump-
tions, the painstaking accumulation of large quantities 
of accurate data paved the way for rapid improvements in 
understanding once a theory came along that explained 
the observations.

CoNCePt Check

4 Why does a star’s spectral classification depend on its 
temperature?

ionized helium (i.e., helium atoms that have lost one 
orbiting electron) and multiply ionized heavier elements, 
such as oxygen, nitrogen, and silicon (the latter lines are 
not shown in the figure). These strong lines are not seen 
in the spectra of cooler stars because only very hot stars 
can excite and ionize such tightly bound atoms.

•	 In	contrast,	the	hydrogen	absorption	lines	in	the	spec-
tra of very hot stars are relatively weak. The reason is 
not a lack of hydrogen, which is by far the most abun-
dant element in all stars. At these high temperatures, 
however, much of the hydrogen is ionized, so there are 
few intact hydrogen atoms to produce strong spectral 
lines.

•	 Hydrogen	 lines	 are	 strongest	 in	 stars	 having	
intermediate surface temperatures of around 10,000 
K. This temperature is just right for electrons to 
move frequently between hydrogen’s second and 
higher orbitals, producing the characteristic visible 
hydrogen spectrum.  (More Precisely 4-1) Lines 
of tightly bound atoms—for example, of helium and 
nitrogen—which need lots of energy for excitation, 
are rarely observed in the spectra of these stars, 
whereas lines from more loosely bound atoms—such 
as those of calcium and titanium—are relatively 
common.

•	 Hydrogen	 lines	 are	 again	weak	 in	 stars	with	 surface	
temperatures below about 4000 K, but now because 
the temperature is too low to boost many electrons 
out of the ground state.  (Sec. 4.2) The most intense 
spectral lines in these stars are due to weakly excited 
heavy atoms; no lines from ionized elements are seen. 
Temperatures in the coolest stars are low enough 
for molecules to survive, and many of the observed 
absorption lines are produced by molecules rather 
than by atoms.  (Sec. 4.4)

Stellar spectra are the source of all the detailed infor-
mation we have on stellar composition, and they do in fact 
reveal significant differences in composition among stars, 
particularly in the abundances of carbon, nitrogen, oxy-
gen, and heavier elements. However, as we have just seen, 
these differences are not the primary reason for the differ-
ent spectra that are observed. Instead, the main determinant 
of a star’s spectral appearance is its temperature, and stellar 
spectroscopy is a powerful and precise tool for measuring 
this important stellar property.

Spectral Classification
Stellar spectra like those shown in Figure 17.10 were 
obtained for many stars well before the start of the 20th 
century as observatories around the world amassed spectra 
from stars in both hemispheres of the sky. Between 1880 and 
1920, researchers correctly identified some of the observed 
spectral lines on the basis of comparisons between those 

*Astronomers have since added two new spectral classes—L and T—for 
low-mass, low-temperature stars whose odd spectra distinguish them from 
the M-class stars in the current scheme. These objects are not “true” stars, 
fusing hydrogen into helium in their cores; rather, they are “brown dwarfs” 
(see Chapter 20) that never achieved high enough central temperature for 
fusion to begin.
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at short wavelengths. Steadily improving interferometric 
and adaptive-optics techniques have allowed astronomers 
to construct very-high-resolution stellar images in a small 
number of cases. Some results show enough detail to show 
a few surface features, as noted in Figure 17.11(b) for the 
same star Betelgeuse.  (Sec. 5.4 and 5.6)

Once a star’s angular size has been measured, if its distance 
is also known, we can determine its radius by simple geometry. 

 (Sec. 1.6) For example, with a distance of 130 pc and an 
angular diameter of up to 0.045–, Betelgeuse’s maximum 
radius is 630 times that of the Sun. (We say “maximum radius” 
here because, as it happens, Betelgeuse is a variable star—its 
radius and luminosity vary somewhat irregularly, with a 
period of roughly 6 years.) All told, the sizes of perhaps a few 
dozen stars have been measured in this way.

Most stars are too distant or too 
small for such direct measurements 
to be made. Instead, their sizes must 
be inferred by indirect means, using 

17.4 Stellar Sizes
Most stars are unresolved points of light in the sky, even 
when viewed through the largest telescopes. Even so, 
astronomers can often make quite accurate determinations 
of their sizes.

Direct and Indirect Measurements
Some stars are big enough, bright enough, and close 
enough to allow us to measure their sizes directly. One 
well-known example is the bright red star Betelgeuse, a 
prominent member of the constellation Orion (Figure 
17.8). As shown in Figure 17.11(a), Betelgeuse is barely large 
enough to be resolvable by the Hubble Space Telescope  
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◀ figure 17.11 Betelgeuse The 
swollen star Betelgeuse (shown here 
in false color) is close enough for us to 
resolve its size directly, along with some 
surface features thought to be storms 
similar to those that occur on the Sun. 
(a) An ultraviolet view of Betelgeuse, as 
seen by a european camera onboard 
the Hubble Space Telescope, nearly 
resolves this huge star. (b) An infrared 
image, acquired by a three-telescope 
interferometer in Arizona does better, 
showing two spots on Betelgeuse’s 
surface. (ESA/NASA; SAO)

tABLe 17.2 Stellar Spectral Classes

Spectral Class Surface temperature (K) Noteworthy Absorption Lines familiar examples

O 30,000 Ionized helium strong; multiply ionized 
heavy elements; hydrogen faint

Mintaka (O9)

B 20,000 Neutral helium moderate; singly ionized 
heavy elements; hydrogen moderate

Rigel (B8)

A 10,000 Neutral helium very faint; singly ionized 
heavy elements; hydrogen strong

Vega (A0), Sirius (A1)

F 7000 Singly ionized heavy elements; neutral 
metals; hydrogen moderate

Canopus (F0)

G 6000 Singly ionized heavy elements; neutral 
metals; hydrogen relatively faint

Sun (G2), Alpha Centauri (G2)

K 4000 Singly ionized heavy elements; neutral 
metals strong; hydrogen faint

Arcturus (K2), Aldebaran (K5)

M 3000 Neutral atoms strong; molecules moderate; 
hydrogen very faint

Betelgeuse (M2), Barnard’s  
star (M5)
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luminosity and temperature can yield an estimate of the 
star’s radius—an indirect determination of stellar size.

Giants and Dwarfs
Let’s consider some examples to clarify these ideas. The star 
known as Aldebaran (the orange-red “eye of the bull” in the 
constellation Taurus) has a surface temperature of about 
4000 K and a luminosity of 1.3 * 1029 W. Thus, its surface 
temperature is 0.7 times and its luminosity about 330 times, the 
corresponding quantities for our Sun. The radius–luminosity–
temperature relationship (see More Precisely 17-2) then implies 

the radiation laws.  (Sec. 3.4) The radiation emitted by a star 
is governed by the Stefan–Boltzmann law, which states that 
the energy emitted per unit area per unit of time increases as 
the fourth power of the star’s surface temperature.  (More 
Precisely 3-2) To determine the star’s luminosity, we must mul-
tiply by its surface area—large bodies radiate more energy than 
do small bodies at the same temperature. Because the surface 
area is proportional to the square of the radius, we have 

luminosity ∝ radius2 * temperature4.

This radius–luminosity–temperature relationship is 
important because it demonstrates that knowledge of a star’s 

estimating Stellar radii
We can combine the Stefan–Boltzmann law F = sT4 with 
the formula for the area of a sphere, A = 4 pR2, to obtain the 
relationship between a star’s radius (R), luminosity (L), and 
temperature (T) described in the text:

L = 4 psR2T4,
or

luminosity ∝ radius2 * temperature4.

If we adopt convenient “solar” units, in which L is measured 
in solar luminosities (3.9 * 1026W), R in solar radii (696,000 
km), and T in units of the solar temperature (5800 K), we can 
eliminate the constant 4πρ and write this equation as

R2 (in solar radii) * T 4 (in units of 5800 K).

As illustrated in the accompanying figure, both the radius and the 
temperature are important in determining the star’s luminosity.

MORe PRecISeLy 17-2

Star Luminosity 
(L)

temperature 
(T)

radius 
(R)

Sirius B 0.025 4.7 0.007
Barnard’s star 0.0045 0.56 0.2
Sun 1 1 1
Sirius A 23 2.1 1.9
Vega 55 1.6 2.8
Arcturus 160 0.78 21
Rigel 63,000 1.9 70
Betelgeuse 36,000 0.55 630

104 L
20 R

13,000 K

Blue giant

80 L
20 R

4000 K

Red giant

0.05 L
0.5 R

4000 K

Red dwarf

examples In the solar units defined above, the star Aldebaran 
has luminos ity L = 1.3 * 1029 W/3.9 * 1026 W = 330 units and 
temperature T = 4000K/5800 K = 0.69 unit. Thus, according to the 
equation, its radius is R = 2330/0.692 =  18/0.48 units = 39 solar 
radii—Aldebaran is a giant star. At the opposite extreme, Procyon 
B has L = 2.3 * 1023  W/3.9 = 1026 W = 0.0006 unit and T = 
8500K/5800 = 1.5 units, so its radius is R = 20.0006/1.52 = 0.01 
times the radius of the Sun—Procyon B is a dwarf.

The following table lists luminosities, temperatures, and 
calculated radii (all in solar units) for some of the other stars 
mentioned in this chapter.

To compute the radius of a star from its luminosity and 
temperature, we rearrange terms so that the equation reads (in 
the same units)

R = 1L > T2

This simple application of the radiation laws is the basis for 
almost every estimate of stellar size made in this text. Let’s  
illustrate the process by computing the radii of two stars dis-
cussed in the text.

Note that some of the luminosities shown in the table differ 
significantly from those in Appendix 6, Tables 5 and 6, and else-
where in the text. This is because the values used elsewhere refer 
to visible light only, whereas the radiation laws (and the values in 
the table) refer to total luminosities. As we saw in Chapter 3, a star 
radiates its energy over a broad range of wavelengths that often 
extends well beyond the visible domain.  (Sec. 3.4) A star like 
the Sun, whose emission happens to peak near the middle of the 
visible spectrum, emits most (roughly 80 percent) of its energy 
in the form of visible light. However, the cooler Aldebaran emits 
the bulk (about 75 percent) of its energy at infrared wavelengths, 
while the hot white dwarf Sirius B shines mainly in the ultravio-
let—only about 10 percent of its energy is visible.
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larger than that of Earth. Procyon B is hotter, but smaller and 
much less luminous, than our Sun. Such a star is known as 
a dwarf. In astronomy, the term dwarf refers to any star of 
radius comparable to or smaller than the Sun (including the 
Sun itself). Because any 8500 K object glows white-hot, Pro-
cyon B is an example of a white dwarf.

The radii of the vast majority of stars (measured mostly 
with the radius–luminosity–temperature relationship) range 
from less than 0.01 to over 100 times the radius of the Sun. 
Figure 17.12 illustrates the estimated sizes of a few well-
known stars.

CoNCePt Check

4 Can we measure the radius of a star without knowing 
the star’s distance from Earth?

17.5  The Hertzsprung–Russell 
Diagram

Astronomers use luminosity and surface temperature to 
classify stars in much the same way that height and weight 
serve to classify the bulk properties of human beings. We 
know that people’s height and weight are well correlated: 
Tall people tend to weigh more than short ones. We might 
naturally wonder if the two basic stellar properties are also 
related in some way.

Figure 17.13 plots luminosity versus temperature for 
several well-known stars. Figures of this sort are called 
Hertzsprung–Russell diagrams, or H–R diagrams, after Dan-
ish astronomer Ejnar Hertzsprung and U.S. astronomer 
Henry Norris Russell, who independently pioneered the use 
of such plots in the second decade of the 20th century. The 
vertical scale, expressed in units of the solar luminosity (3.9 
* 1026 W), extends over a large range, from 10−4 to 104; the 
Sun appears right in the middle of the luminosity range, at a 
luminosity of 1. Surface temperature is plotted on the hori-
zontal axis, although in the unconventional sense of tem-
perature increasing to the left (so that the spectral sequence 
O, B, A . . . reads from left to right). To change the horizontal 
scale so that temperature would increase conventionally to 
the right would play havoc with historical precedent.

As we have just seen, astronomers often use a star’s 
color to measure its temperature. Indeed, the spectral 
classes plotted along the horizontal axis of Figure 17.13 
are equivalent to the B/V color index. Also, because 
astronomers commonly express a star’s luminosity as  
an absolute magnitude, stellar magnitude instead of stellar 
luminosity could be plotted on the vertical axis (see More 
Precisely 17-1). Many astronomers prefer to present their 
data in these more “observational” terms, and the dia-
grams corresponding to plots like Figure 17.13 are called 
color-magnitude diagrams. In this book, we will cast our 

that the star’s radius is almost 40 times the solar value. If our 
Sun were that large, its photosphere would extend halfway to 
the orbit of Mercury and, seen from Earth, would cover more 
than 20 degrees on the sky. A star as large as Aldebaran is 
known as a giant. More precisely, giants are stars having radii 
between 10 and 100 times that of the Sun. Since any 4000-K 
object is reddish in color, Aldebaran is known as a red giant. 
Even larger stars, ranging up to 1000 solar radii in size, are 
known as supergiants. Betelgeuse is a prime example of a red 
supergiant.

Now consider Procyon B, a faint companion to Procyon 
A, one of the brightest stars in the night sky (see Appendix 3,  
Table 5). Procyon B’s surface temperature is roughly 8500 K, 
about one and a half times that of the Sun. The star’s total 
luminosity is 2.3 * 1025 W, about 0.0006 times the solar 
value. Again using the radius–luminosity–temperature 
relationship, we obtain a radius of 0.01 solar radii—slightly 

▲ figure 17.12 Stellar Sizes Illustrated here are the different sizes 
of several well-known stars. Only part of the red-giant star Antares can 
be shown on this scale, and the supergiant Betelgeuse would fill the 
entire page. (Here and in other figures, the symbol “}” stands for the 
Sun, so the symbol “R}” means “solar radius.”)
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Figure 17.14 shows a more systematic study of stellar 
properties, covering the 80 or so stars that lie within 5 pc 
of the Sun. As more points are included in the diagram, the 
main sequence “fills up,” and the pattern becomes more evi-
dent. The vast majority of stars in the immediate vicinity of 
the Sun lie on the main sequence.

The surface temperatures of main-sequence stars range 
from about 3000 K (spectral class M) to over 30,000 K (spec-
tral class O). This relatively small temperature range—a differ-
ence of only a factor of 10—is determined mainly by the rates at 
which nuclear reactions occur in stellar cores.  (Sec. 16.6) In 
contrast, the observed range in luminosities is very large, cover-
ing some eight orders of magnitude (i.e., a factor of 100 million),  
ranging from 10−4 to 104 times the luminosity of the Sun.

Using the radius–luminosity–temperature relationship 
(Section 17.4), astronomers find that stellar radii also vary 
along the main sequence. The faint, red M-type stars at the 
bottom right of the H–R diagram are only about one-tenth 
the size of the Sun, whereas the bright, blue O-type stars in 
the upper left are about 10 times larger than the Sun. The 
diagonal dashed lines in Figure 17.14 represent constant stel-
lar radii, meaning that any star lying on a given line has the 
same radius, regardless of its luminosity or temperature. 

discussion mainly in terms of the more “theoretical” quan-
tities, temperature and luminosity, but realize that, for 
many purposes, color-magnitude and H–R diagrams repre-
sent pretty much the same thing.

The Main Sequence
The handful of stars plotted in Figure 17.13 gives little 
indication of any particular connection between stellar 
properties. However, as Hertzsprung and Russell plot-
ted more and more stellar temperatures and luminosities, 
they found that a relationship does in fact exist: Stars are 
not uniformly scattered across the H–R diagram; instead, 
most are confined to a fairly well-defined band stretching 
diagonally from the top left (high temperature, high lumi-
nosity) to the bottom right (low temperature, low lumi-
nosity). In other words, cool stars tend to be faint (less 
luminous) and hot stars tend to be bright (more lumi-
nous). This band of stars spanning the H–R diagram is 
known as the main sequence.
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interactive figure 17.14 H–r Diagram of Nearby 
Stars Most stars have properties within the long, thin, shaded 
region of the H–R diagram known as the main sequence. The 
points plotted here are for stars lying within about 5 pc of 

the Sun. each dashed diagonal line corresponds to a constant stellar 
radius. (Recall that the symbol “R}” means “solar radius.”)
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interactive figure 17.13 H–r Diagram of Well-Known 
Stars A plot of luminosity against surface temperature (or 
spectral class) is a useful way to compare stars. Plotted here are 
the data for some stars mentioned earlier in the text. The Sun, 
which has a luminosity of 1 solar unit and a temperature of  

5800 K, is a G-type star. The B-type star Rigel, at top left, has a 
temperature of about 11,000 K and a luminosity more than 10,000 
times that of the Sun. The M-type star Proxima centauri, at bottom 
right, has a temperature of about 3000 K and a luminosity less than 

1
10.000 that of the Sun. (See also Overlay 1 of the acetate insert.)
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If very luminous blue giants are overrepresented in 
Figure 17.15, low-luminosity red dwarfs are surely under-
represented. In fact, no dwarfs appear on the diagram. This 
absence is not surprising because low-luminosity stars are 
difficult to observe from Earth. In the 1970s, astronomers 
began to realize that they had greatly underestimated the 
number of red dwarfs in our galaxy. As hinted at by the H–R 
diagram in Figure 17.14, which shows an unbiased sample of 
stars in the solar neighborhood, red dwarfs are actually the 
most common type of star in the sky. In fact, they probably 
account for upward of 80 percent of all stars in the universe. 
In contrast, O- and B-type supergiants are extremely rare, 
with only about 1 star in 10,000 falling into these categories.

White Dwarfs and Red Giants
Most stars lie on the main sequence. However, some of the 
points plotted in Figures 17.13 through 17.15 clearly do not. 
One such point in Figure 17.13 represents Procyon B, the white 
dwarf discussed earlier (Section 17.4), with surface tempera-
ture 8500 K and luminosity about 0.0006 times the solar value. 
A few more such faint, hot stars can be seen in Figure 17.14 in 
the bottom left-hand corner of the H–R diagram. This region, 
known as the white-dwarf region, is marked on Figure 17.14.

Also shown in Figure 17.13 is Aldebaran (discussed 
in Section 17.4), whose surface temperature is 4000 K and 
whose luminosity is some 300 times greater than the Sun’s. 
Another point represents Betelgeuse (Alpha Orionis), 
the ninth-brightest star in the sky, a little cooler than 
Aldebaran, but more than 100 times brighter. The upper 
right-hand corner of the H–R diagram, where these stars lie 
(marked on Figure 17.15), is called the red-giant region. No 
red giants are found within 5 pc of the Sun (Figure 17.14), 
but many of the brightest stars seen in the sky are in fact 
red giants (Figure 17.15). Though relatively rare, red giants 
are so bright that they are visible to great distances. They 
form a third distinct class of stars on the H–R diagram, 
very different in their properties from both main-sequence 
stars and white dwarfs.

The Hipparcos mission (Section 17.1), in addition to 
determining hundreds of thousands of stellar parallaxes 
with unprecedented accuracy, also measured the colors and 
luminosities of more than 2 million stars. Figure 17.16 shows 
an H–R diagram based on a tiny portion of the enormous 
Hipparcos dataset. The main-sequence and red-giant regions 
are clearly evident. Few white dwarfs appear, however, sim-
ply because the telescope was limited to observations of rela-
tively bright objects—brighter than apparent magnitude 12. 
Almost no white dwarfs lie close enough to Earth that their 
magnitudes fall below this limit.

About 90 percent of all stars in our solar neighborhood, 
and probably a similar percentage elsewhere in the universe, 
are main-sequence stars. About 9 percent of stars are white 
dwarfs, and 1 percent are red giants.

Along a constant-radius line, the radius–luminosity–temper-
ature relationship implies that

luminosity ∝ temperature4. 

By including such lines on our H–R diagrams, we can indicate 
stellar temperatures, luminosities, and radii on a single plot.

We see a very clear trend as we traverse the main sequence 
from top to bottom. At one end, the stars are large, hot, and 
bright. Because of their size and color, they are referred to as 
blue giants. The very largest are called blue supergiants. At 
the other end, stars are small, cool, and faint. They are known 
as red dwarfs. Our Sun lies right in the middle.

Figure 17.15 shows an H–R diagram for a different group 
of stars—the 100 stars of known distance having the great-
est apparent brightness, as seen from Earth. Notice the much 
larger number of very luminous stars at the upper end of the 
main sequence than at the lower end. The reason for this 
excess of blue giants is simple: We can see very luminous stars 
a long way off. The stars shown in this figure are scattered 
through a much greater volume of space than those depicted 
in Figure 17.14, but the sample is heavily biased toward the 
brightest objects. In fact, of the 20 brightest stars in the sky, 
only 6 lie within 10 pc of us; the rest are visible, despite their 
great distances, because of their high luminosities.

▲ figure 17.15 H–r Diagram of Brightest Stars An H–R 
diagram for the 100 brightest stars in the sky is biased in favor of the 
most luminous stars—which appear toward the upper left—because 
we can see them more easily than we can the faintest stars. (compare 
with figure 17.14, which shows only the closest stars.)

Spectral classi�cation

Surface temperature (K)

30,000 10,000 6000 3000

0.0001

0.01

1

100

10,000

Lu
m

in
os

ity
 (s

ol
ar

 u
ni

ts
)

Rigel

Betelgeuse

Antares

Arcturus

Sun

       MAIN
SEQUENCE

BLUE GIANTS
RED GIANT
  REGION

0.1 R

10 R

100 R

Deneb

Canopus

1 R

Mira
Capella

a Centauri
Procyon A

Altair

Vega
Sirius A



SecTIOn 17.6 extending the cosmic Distance Scale  437

a mental estimate of its distance. A light that appears rela-
tively dim (low apparent brightness) must be quite distant 
(assuming it’s not just dirty). A bright one must be relatively 
close. Thus, measurement of the apparent brightness of a 
light source, combined with some knowledge of its luminos-
ity, can yield an estimate of its distance.

For stars, the trick is to find an independent measure 
of the luminosity without knowing the distance. The H–R 
diagram can provide just that. For example, suppose we 
observe a star and determine its apparent magnitude to 
be 10. By itself, that doesn’t tell us much—the star could 
equally well be faint and close, or bright and distant (Figure 
17.6). But suppose we have some additional information: 
The star lies on the main sequence and has spectral type 
A0. Then we can read the star’s luminosity off Figure 17.15. 
A main-sequence A0 star has a luminosity of approximately 
100 solar units. According to More Precisely 17-1, this cor-
responds to an absolute magnitude of 0 and hence to a dis-
tance of 1000 pc.

This process of using stellar spectra to infer distances is 
called spectroscopic parallax.* The key steps are as follows:

1. We measure the star’s apparent brightness and spectral 
type without knowing how far away it is.

2. Then we use the spectral type to estimate the star’s 
luminosity.

3. Finally, we apply the inverse-square law to determine 
the distance to the star.

The existence of the main sequence allows us to make a 
connection between an easily measured quantity (spectral 
type) and the star’s luminosity, which would otherwise 
be unknown. The term spectroscopic parallax refers to 
the specific process of using stellar spectra to infer lumi-
nosities and hence distances. However, as we will see in 
upcoming chapters, this essential logic (with a variety of 
different techniques replacing step 2) is used again and 
again as a means of distance measurement in astronomy. 
In practice, the “fuzziness” of the main sequence trans-
lates into a small (10–20 percent) uncertainty in the dis-
tance, but the basic idea remains valid.

In Chapter 2 we introduced the first “rung” on a ladder 
of distance-measurement techniques that will ultimately 
carry us to the edge of the observable universe. That 
rung is radar ranging on the inner planets.  (Sec. 2.6)  
It establishes the scale of the solar system and defines 
the astronomical unit. In Section 17.1, we discussed  
a second rung in the cosmic distance ladder—stellar 
parallax—which is based on the first, since Earth’s orbit 
is the baseline. Now, having used the first two rungs to 
determine the distances and other physical properties of 

CoNCePt Check

4 Only a tiny fraction of all stars are giants. Why, then, 
do giants account for so many of the brightest stars in 
the night sky?

17.6  Extending the Cosmic  
Distance Scale

We have already discussed the connections between lumi-
nosity, apparent brightness, and distance. Knowledge of a 
star’s apparent brightness and its distance allows us to deter-
mine its luminosity using the inverse-square law. But we can 
also turn the problem around. If we somehow knew a star’s 
luminosity and then measured its apparent brightness, the 
inverse-square law would tell us its distance from the Sun.

Spectroscopic Parallax
Most of us have a rough idea of the approximate intrinsic 
brightness (that is, the luminosity) of a typical traffic sig-
nal. Suppose you are driving down an unfamiliar street 
and see a red traffic light in the distance. Your knowledge 
of the light’s luminosity enables you immediately to make 

▲ figure 17.16 Hipparcos H–r Diagram This simplified version 
of one of the most complete H–R diagrams ever compiled represents 
more than 20,000 data points, as measured by the european Hipparcos 
spacecraft for stars within a few hundred parsecs of the Sun.
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*This unfortunate name is very misleading, as the method has nothing in 
common with stellar (geometric) parallax other than its use as a means of 
determining stellar distances.
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to another star can be very difficult to measure. Still, an 
estimate with an uncertainty of ±25 percent is far bet-
ter than no estimate at all. The deployment of the next 
generation of astrometry satellites (Section 17.1) prom-
ises to remedy this situation, combining radical improve-
ments in both the range and accuracy of stellar parallax 
measurements.

Finally, realize that, because each rung in the dis-
tance ladder is calibrated using data from the lower rungs, 
changes made at any level will affect measurements made 
on all larger scales. As a result, the impact of new high-
quality observations, such as those made by the Hipparcos 
mission (Section 17.1), extends far beyond the volume of 
space actually surveyed. By recalibrating the local foun-
dations of the cosmic distance scale, Hipparcos caused 
astronomers to revise their estimates of distances on all 
scales—up to and including the scale of the universe itself. 
All distances quoted throughout this text reflect updated 
values based on Hipparcos data.

Luminosity Class
What if the star in question happens to be a red giant or a 
white dwarf and does not lie on the main sequence? Recall 
from Chapter 4 that detailed analysis of spectral line widths 
can provide information on the density of the gas where the 
line formed.  (Sec. 4.5) The atmosphere of a red giant 
is much less dense than that of a main-sequence star, and 
this in turn is much less dense than the atmosphere of a 
white dwarf. Figure 17.18(b) and (c) illustrate the difference 
between the spectra of a main-sequence star and a red giant 
of the same spectral type.

Over the years, astronomers have developed a system 
for classifying stars according to the widths of their spec-
tral lines. Because line width depends on density in the 
stellar photosphere, and because this density in turn is well 
correlated with luminosity, this stellar property is known 
as luminosity class. The standard luminosity classes are 
listed in Table 17.3 and shown on the H–R diagram in 
Figure 17.18(a). By determining a star’s luminosity class, 

many nearby stars, we can employ that knowledge in turn 
to construct a third rung in the ladder—spectroscopic 
parallax. As illustrated schematically in Figure 17.17, this  
new rung expands our cosmic field of view still deeper 
into space.

Spectroscopic parallax can be used to determine stel-
lar distances out to several thousand parsecs. Beyond 
that, spectra and colors of individual stars are difficult to 
obtain. The “standard” main sequence is obtained from 
H–R diagrams of stars whose distances can be measured 
by (geometric) parallax, so the method of spectroscopic 
parallax is calibrated by using nearby stars. Note that, in 
employing this method, we are assuming (without proof) 
that distant stars are basically similar to nearby stars and 
that they fall on the same main sequence as nearby stars. 
Only by making this assumption can we expand the 
boundaries of our distance-measurement techniques.

Of course, the main sequence is not really a line in the 
H–R diagram: It has some thickness. For example, the lumi-
nosities of main-sequence stars categorized as type A0 (Vega, 
for example) can actually range from about 30 to 100 times the 
luminosity of the Sun. The main reason for this range is the 
variation in stellar composition and age from place to place in 
our Galaxy. As a result, there is considerable uncertainty in the 
luminosity obtained by this method and hence a correspond-
ing uncertainty in the distance of the star. Distances obtained 
by spectroscopic parallax are generally accurate to no better 
than about 25 percent.

Although this may not seem very accurate—a cross-
country traveler in the United States would hardly be 
impressed to be told that the best estimate of the dis-
tance between Los Angeles and New York is somewhere 
between 3000 and 5000 km—it illustrates the point that, 
in astronomy, even something as simple as the distance 

▲ figure 17.17 Stellar Distances Knowledge of a star’s 
luminosity and apparent brightness can yield an estimate of its 
distance. Astronomers use this third rung on the distance ladder, 
called spectroscopic parallax, to measure distances as far out as 
individual stars can be clearly discerned—several thousand parsecs.
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tABLe 17.3 Stellar Luminosity Classes

Class Description

Ia Bright supergiants

Ib Supergiants

II Bright giants

III Giants

IV Subgiants

V Main-sequence stars and dwarfs
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normally found in main-sequence stars, the star may 
be recognized as a K2III giant, with a luminosity 100 
times that of the Sun (Figure 17.18a). If the lines are very 
narrow, the star might instead be classified as a K2Ib 
supergiant, brighter by a further factor of 40, at 4000 
solar luminosities. In each case, knowledge of luminosity 
classes allows astronomers to identify the object and 
make an appropriate estimate of its luminosity and 
hence its distance.

CoNCePt Check

4 Suppose astronomers discover that, due to a 
calibration error, all distances measured by geometric 
parallax are 10 percent larger than currently thought. 
What effect would this finding have on the “standard” 
main sequence used in spectroscopic parallax?

astronomers can usually tell with a high degree of confi-
dence what sort of object it is. Now we have a way of speci-
fying a star’s location in the diagram in terms of properties 
that are measurable by purely spectroscopic means: Spectral 
type and luminosity class define a star on the H–R diagram 
just as surely as do temperature and luminosity. The full 
specification of a star’s spectral properties includes its lumi-
nosity class. For example, the Sun, a G2 main-sequence star, 
is of class G2V, the B8 blue supergiant Rigel is B8Ia, the red 
dwarf Barnard’s star is M5V, the red supergiant Betelgeuse 
is M2Ia, and so on.

Consider, for example, a K2-type star (Table 17.4) 
with a surface temperature of approximately 4500 K. If 
the widths of the star’s spectral lines tell us that it lies 
on the main sequence (i.e., it is a K2V star), then its 
luminosity is about 0.3 times the solar value. If the star’s 
spectral lines are observed to be narrower than lines 

◀ figure 17.18 Luminosity Classes (a) Approximate locations 
of the standard stellar luminosity classes in the H–R diagram. The 
widths of absorption lines also provide information on the density 
of a star’s atmosphere. The denser atmosphere of a main-sequence 
K-type star has broader lines (c) than a giant star of the same spectral 
class (b).
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tABLe 17.4 Variation in Stellar Properties within a Spectral Class

Surface temperature Luminosity radius object example
(K) (solar luminosities) (solar radii)    

4900 0.3 0.8 K2V main-sequence star P Eridani

4500 110 21 K2III red giant Arcturus

4300 4000 140 K2Ib red supergiant P Pegasi
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Figure 17.19. The more common spectroscopic binaries 
are too distant to be resolved into separate stars, but they 
can be indirectly perceived by monitoring the back-and-
forth Doppler shifts of their spectral lines as the stars 
orbit each other. Recall that motion toward an observer 
shifts the lines toward the blue end of the electromagnetic 
spectrum and motion away from the observer shifts 
them toward the red end.  (Sec. 3.5) In a double-line 
spectroscopic binary, two distinct sets of spectral lines—
one for each star—shift back and forth as the stars move. 
Because we see particular lines alternately approaching 
and receding, we know that the objects emitting the lines 
are in orbit. In the more common single-line systems, such 
as that shown in Figure 17.20, one star is too faint for its 

17.7 Stellar Masses
What ultimately determines a star’s position on the main 
sequence? The answer is its mass and its composition. Mass 
and composition are fundamental properties of any star. 
Together, they uniquely determine the star’s internal struc-
ture, its external appearance, and even (as we will see in 
Chapter 20) its future evolution. The ability to measure these 
two key stellar properties is of the utmost importance if we 
are to understand how stars work. We have already seen how 
spectroscopy is used to determine composition.  (Sec. 
16.3) Now let’s turn to the problem of finding a star’s mass.

As with all other objects, we measure a star’s mass by 
observing its gravitational influence on some nearby body—
another star, perhaps, or a planet. If we know the distance 
between the two bodies, then we can use Newton’s laws to 
calculate their masses. The extrasolar planetary systems 
that have recently been detected have not been studied well 
enough to provide independent stellar mass measurements, 
and we are a long way from placing our own spacecraft in 
orbit around other stars.  (Sec. 15.5) Nevertheless, there 
are ways of determining stellar masses.

Binary Stars
Most stars are members of multiple-star systems—groups of 
two or more stars in orbit around one another. The major-
ity of stars are found in binary-star systems, which consist 
of two stars in orbit about a common center of mass, held 
together by their mutual gravitational attraction.  (Sec. 
2.7) Other stars are members of triple, quadruple, or even 
more complex systems. The Sun is not part of a multiple-star 
system—if it has anything at all uncommon about it, it may 
be its lack of stellar companions.

Astronomers classify binary-star systems (or simply 
binaries) according to their appearance from Earth and 
the ease with which they can be observed. Visual binaries 
have widely separated members that are bright enough 
to be observed and monitored separately, as shown in  

▲ figure 17.19 Visual Binary The period and separation of 
a binary-star system can be observed directly if each star is clearly 
seen. At the left is an orbital diagram for the double star Kruger 60;  
at the right are actual photographs taken in some of the years 
indicated. (Harvard College Observatory)
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interactive figure 17.20  
Spectroscopic Binary  
Properties of binary stars can 
be determined by measuring 
the periodic Doppler shift 

of one star relative to the other 
while moving in their orbits. This is 
a single-line system, in which only 
one spectrum (from the brighter 
component) is visible.
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The preceding categories of binary-star systems are 
not mutually exclusive. For example, a single-line spec-
troscopic binary may also happen to be an eclipsing sys-
tem. In that case, astronomers can use the eclipses to gain 
extra information about the fainter member of the pair. 
Occasionally, two unrelated stars just happen to lie close 
together in the sky, even though they are actually widely 
separated. These optical doubles are just chance super-
positions and carry no useful information about stellar 
properties.

Mass Determination
By observing the actual orbits of the stars, the back-and-
forth motion of the spectral lines, or the dips in the light 
curve—whatever information is available—astronomers can 
measure the binary’s orbital period. Observed periods span 
a broad range—from hours to centuries. How much addi-
tional information can be extracted depends on the type of 
binary involved.

If the distance to a visual binary is known, the semi-
major axis of its orbit can be determined directly by sim-
ple geometry. Knowledge of the binary period and orbital 
semimajor axis is all we need to determine the combined 
mass of the component stars using the modified form of 
Kepler’s third law.  (Sec. 2.7) Since the orbits of both 
stars can be separately tracked, it is also possible to deter-
mine each of the individual stars’ masses. Recall from 
Section 2.8 that, in any system of orbiting objects, each 
object orbits the common center of mass. Measuring the 
distance from each star to the center of mass of a visual 
binary yields the ratio of the stellar masses. Knowing both 
the sum of the masses and their ratio, we can then find the 
mass of each star.

For spectroscopic binaries, it is not possible to deter-
mine the semimajor axis directly. Doppler shift mea-
surements give us information on the orbital velocities 
of the two stars, but only with regard to their radial com-
ponents—that is, along the line of sight. As a result, we 
cannot determine the inclination of the orbit to our line 
of sight, and this imposes a limitation on how much infor-
mation we can obtain—simply put, we cannot distinguish 
between a slow-moving binary seen edge-on and a fast-
moving binary seen almost face-on (so that only a small 
component of the orbital motion is along the line of sight). 
We have already encountered this limitation in our study 
of extrasolar planets.  (Sec. 15.6)

For a double-line spectroscopic system, individ-
ual radial velocities, and hence the ratio of the compo-
nent masses, can be determined, but the uncertainty in 
the orbital inclination means that only lower limits on 
the individual masses can be obtained. For single-line 

spectrum to be distinguished, so only one set of lines is 
observed to shift back and forth. The shifting means that 
the star that is observed must be in orbit around another 
star, even though the companion cannot be observed 
directly. (If this idea sounds familiar, it should—all of 
the extrasolar planetary systems discovered to date are 
extreme examples of single-line spectroscopic binaries.) 

 (Sec. 15.5)
In the much rarer eclipsing binaries, the orbital plane 

of the pair of stars is almost edge-on to our line of sight. In 
this situation, depicted in Figure 17.21, we observe a periodic 
decrease in starlight as one star passes in front of (transits) 
the other. By studying the variation in the light from the 
binary system—the binary’s light curve—astronomers can 
derive detailed information not only about the stars’ orbits 
and masses, but also about their radii. Thus, eclipsing bina-
ries provide an alternative means of measuring stellar radii 
that is independent of either the direct or the indirect meth-
ods described in Section 17.4.

For example, in the sequence shown in Figure 17.21, 
the maximum brightness (frames 1, 3, and 5) represents 
the combined brightnesses of the two stars, whereas the 
shallower minimum (frame 4) represents the brighter 
(larger) component only. These two pieces of informa-
tion allow us to infer the individual brightnesses of the 
two stars. The deeper minima (frames 2 and 6) occur 
because the fainter red star partially blocks the light of 
the much brighter yellow star. The change in brightness 
tells us what fraction of the brighter star is obscured, and 
that in turn tells us the ratio of the areas of the two stars 
and hence (since area is proportional to radius squared) 
the ratio of their radii. If we also knew the components’ 
orbital speeds—from Doppler measurements, say—then 
the widths of the minima and the time taken to go from 
minimum to maximum light would tell us the actual radii 
of the stars.

interactive figure 17.21  eclipsing Binary If the two 
stars in a binary-star system eclipse one another, additional 
information on their radii and masses can be obtained by 
observing the periodic decrease in starlight as one star passes 
in front of the other.
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systems, even less information is available, and only a 
fairly complicated relation between the component masses 
(known as the mass function) can be derived. However, 
if, as is often the case, the mass of the brighter star can 
be determined by other means (e.g., if the brighter star is 
recognized as a main-sequence star of a certain spectral 
class—see Figure 17.22), a lower limit can then be placed 
on the mass of the fainter, unseen star.

Finally, if a spectroscopic binary happens also to be 
an eclipsing system, then the uncertainty in the inclination 
is removed, as the binary is known to be edge-on or very 
nearly so. In that case, both masses can be determined for a 
double-line binary. For a single-line system, the mass func-
tion is simplified to the point where the mass of the unseen 
star is known if the mass of the brighter star can be found by 
other means (e.g., by recognizing it as a main-sequence star 
of known spectral type).

Despite all these qualifications and difficulties, the 
masses of individual component stars have been obtained 
for many nearby binary systems. More Precisely 17-3 pre-
sents a simple example of how this is accomplished in 
practice.

▲ figure 17.22 Stellar Masses More than any other stellar 
property, mass determines a star’s position on the main sequence. 
Low-mass stars are cool and faint; they lie at the bottom of the 
main sequence. Very massive stars are hot and bright; they lie at 
the top of the main sequence. (“M}” means “solar mass.”)
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17.8  Mass and Other  
Stellar Properties

We end our introduction to the stars with a brief look at 
how mass is correlated with the other stellar properties 
discussed in this chapter. Figure 17.22 is a schematic H–R 
diagram showing how stellar mass varies along the main 
sequence. There is a clear progression from low-mass red 
dwarfs to high-mass blue giants. With few exceptions, 
main-sequence stars range in mass from about 0.1 to 20 
times the mass of the Sun. The hot O- and B-type stars are 
generally about 10 to 20 times more massive than our Sun. 
The coolest K- and M-type stars contain only a few tenths of 
a solar mass. The mass of a star at the time of its formation 
determines the star’s location on the main sequence. Based 
on observations of stars within a few hundred light-years 
of the Sun, Figure 17.23 illustrates how the masses of main-
sequence stars are distributed. Notice the huge fraction of 
low-mass stars, as well as the tiny fraction contributed by 
stars of more than a few solar masses.

Figure 17.24 illustrates how a main-sequence star’s 
radius and luminosity depend on its mass. The two plots 
shown, of the mass–radius and mass–luminosity relations, 
are based on observations of binary-star systems. Along 
the main sequence, both radius and luminosity increase 
with mass. As an approximate rule of thumb, we can say 
that radius increases proportionally to stellar mass, whereas 
luminosity increases much faster—almost as the fourth 
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Small stars are less common than big ones, in much 
the same way that grains of sand on a beach 
greatly outnumber bigger rocks.

▲ figure 17.23 Stellar Mass Distribution The range of masses 
of main-sequence stars, as determined from careful measurement of 
stars in the solar neighborhood.
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Measuring Stellar Masses  
in Binary Stars
As discussed in the text, most stars are members of binary 
systems—where two stars orbit one another, bound together 
by gravity. Here we describe—in an idealized case where 
the relevant orbital parameters are known—how we can use  
the observed orbital data, together with our knowledge of 
basic physics, to determine the masses of the component 
stars.

Consider the nearby visual binary system made up of 
the bright star Sirius A and its faint companion Sirius B, 
sketched in the accompanying figure. The binary’s orbital 
period can be measured simply by watching the stars orbit 
one another, or alternatively by following the back-and-forth 
velocity wobbles of Sirius A due to its faint companion. It is 
almost exactly 50 years. The orbital semimajor axis can also 
be obtained by direct observation of the orbit, although in 
this case we must use some additional knowledge of Kepler’s 
laws to correct for the binary’s 46° inclination to the line of 
sight.  (Sec. 2.5) It is 20 AU—a measured angular size of 
7.5– at a distance of 2.7 pc.  (More Precisely 1-2) Once we 
know these two key orbital parameters, we can use the modi-
fied version of Kepler’s third law to calculate the sum of the 
masses of the two stars. The result is 203/502 = 3.2 times the 
mass of the Sun.  (Sec. 2.8)

MORe PRecISeLy 17-3

Further study of the orbit allows us to determine the 
individual stellar masses. Doppler observations show 
that Sirius A moves at approximately half the speed of its 
companion relative to their center of mass.  (Secs. 2.8, 
3.5) This implies that Sirius A must have twice the mass 
of Sirius B. It then follows that the masses of Sirius A and 
Sirius B are 2.1 and 1.1 solar masses, respectively.

Often the calculation of the masses of binary compo-
nents is complicated by the fact that only partial informa-
tion is available—we might only be able to see one star, or 
perhaps only spectroscopic velocity information is available 
(see Section 17.7). Nevertheless, this technique of combining 
elementary physical principles with detailed observations is 
how virtually every stellar mass quoted in this text has been 
determined.

Center
of mass

Sirius B

Sirius A

40 AU

▲ figure 17.24 Stellar radii and Luminosities (a) Dependence of stellar radius on mass for main-sequence  
stars. Actual measurements show that the radius increases nearly in proportion to the mass over much of the range 
(as indicated by the straight line drawn through the data points). (b) Dependence of main-sequence luminosity on mass. 
The luminosity increases roughly as the fourth power of the mass (indicated again by the straight line).

The connection between mass and luminosity is central
to understanding how stars evolve in time.

0.5 1 2

3

Sun

10

1

Mass (solar units)

R
ad

iu
s 

(s
ol

ar
 u

ni
ts

)

5 10 20

Mass (solar units)

0.01

0.0001

1.0

100

10,000

1,000,000

Lu
m

in
os

ity
 (s

ol
ar

 u
ni

ts
)

0.20.1 0.5 1 2 5 10 20

Sun

(b)(a)



444 CHAPTER 17 The Stars

Star Spectral type Mass (M)  
(solar masses)

Central temperature  
(106 K)

Luminosity (L)  
(solar luminosities)

estimated Lifetime (M/L) 
(106 years)

Spica B* B2V 6.8 25 800 90

Vega A0V 2.6 21 50 500

Sirius A A1V 2.1 20 22 1000

Alpha Centauri G2V 1.1 17 1.6 7000

Sun G2V 1.0 15 1.0 10,000

Proxima Centauri M5V 0.1 0.6 0.00006 16,000,000
* The “star” Spica is, in fact, a binary system comprising a B1III giant primary (Spica A) and a B2V main-sequence secondary (Spica B).

tABLe 17.5 Key Properties of Some Well-Known Main-Sequence Stars

power of the mass (as indicated by the line in Figure 17.24b). 
Thus, a 2-solar-mass main-sequence star has a radius about 
twice that of the Sun and a luminosity of 16 (24) solar lumi-
nosities; a 0.2-solar-mass main-sequence star has a radius 
of roughly 0.2 solar radii and a luminosity of around 0.0016 
(0.24) solar luminosity.

Table 17.5 compares some key properties of several well-
known main-sequence stars, arranged in order of decreasing 
mass. Notice that the central temperature (obtained from 
mathematical models similar to those discussed in Chapter 16)  
differs relatively little from one star to another, compared 
with the large spread in stellar luminosities.  (Sec. 16.2) 
The rapid rate of nuclear burning deep inside a star releases 
vast amounts of energy per unit time. How long can the fire 
continue to burn? We can estimate a main-sequence star’s 
lifetime simply by dividing the amount of fuel available (the 
mass of the star) by the rate at which the fuel is being con-
sumed (the star’s luminosity):

stellar lifetime ∝
stellar mass

stellar luminosity
.

The mass–luminosity relation tells us that a star’s luminos-
ity is roughly proportional to the fourth power of its mass, 
so we can rewrite this expression to obtain, approximately,

stellar lifetime ∝
1

(stellar mass)3
.

The final column in Table 17.5 lists estimated lifetimes, 
based on the above proportionality and noting that the life-
time of the Sun (see Chapter 20) is about 10 billion years.

For example, the lifetime of a 10-solar-mass main-
sequence O-type star is roughly 10/104 = 1/1000 of the 
lifetime of the Sun, or about 10 million years. The nuclear 
reactions in such a massive star proceed so rapidly that its 
fuel is quickly depleted, despite its large mass. We can be 
sure that all the O- and B-type stars we now observe are 
quite young—less than a few tens of millions of years old. 
Massive stars older than that have already exhausted their 
fuel and no longer emit large amounts of energy. They have, 
in effect, died.

At the opposite end of the main sequence, the cooler 
K- and M-type stars have less mass than our Sun has. With 
their low core densities and temperatures, their proton–
reactions churn away rather sluggishly, much more slowly 
than those in the Sun’s core. The small energy release per 
unit time leads to low luminosities for these stars, so they 
have very long lifetimes. Many of the K- and M-type stars 
we now see in the night sky will shine on for at least another 
trillion years. The evolution of stars—large and small—is 
the subject of Chapters 20 and 21.

ProCeSS of SCieNCe Check

4 How do we know the masses of stars that aren’t 
components of binaries?

The Big Question Our Sun will expand as it ages, and it is destined to balloon rapidly into  
a red giant as it begins running out of fuel in about 5 billion years. A burning question, often asked 
and then quickly dismissed as being too remote in time is, will the red-giant Sun expand enough to 
engulf Earth? No one is certain. We do know that the Sun is losing lots of matter, thereby lessening its 
gravitational pull. Perhaps that will allow Earth to recede eventually to a relatively safe orbit.
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1  The distances to the nearest stars can 
be measured by trigonometric parallax. A 
star with a parallax of 1 arc second (10) is 1  
parsec (p. 423)—about 3.3 light-years—
away from Earth.
2  Stars have real motion through space 

as well as apparent motion as Earth orbits 
the Sun. A star’s proper motion (p. 424)—
its true motion across the sky—is a measure 
of the star’s velocity perpendicular to our 
line of sight. The star’s radial velocity—
along the line of sight—is measured by the 
Doppler shift of the spectral lines emitted 
by the star.
3  The apparent brightness (p. 425) of a 

star is the rate at which energy from the star 
reaches a detector. Apparent brightness falls off 
as the inverse square of the distance. Optical 
astronomers use the magnitude scale 
(p. 426) to express and compare stel-
lar brightnesses. The greater the mag-
nitude, the fainter the star; a difference 
of five magnitudes corresponds to a 
factor of 100 in brightness. Apparent 
magnitude (p. 426) is a measure of 
apparent brightness. The absolute 
magnitude (p. 427) of a star is the 
apparent magnitude it would have if placed at a standard distance 
of 10 pc from the viewer. It is a measure of the star’s luminosity.
4  Astronomers often measure the 

temperatures of stars by measuring 
their brightnesses through two or more 
optical filters and then fitting a black-
body curve to the results. The measure-
ment of the amount of starlight received 
through each member of a set of filters 
is called photometry (p. 429). Spec-
troscopic observations of stars provide 
an accurate means of determining  
both stellar temperatures and stellar 
composition. Astronomers classify stars 
according to the absorption lines in their 
spectra. The standard stellar spectral 
classes (p. 431), in order of decreasing 
temperature, are O, B, A, F, G, K, and M.
5  Only a few stars are large enough and 

close enough that their radii can be mea-
sured directly. The sizes of most stars are 
estimated indirectly through the radius–
luminosity–temperature relationship 
(p. 433). Stars comparable in size to, 

or smaller than, the Sun are categorized as dwarfs (p. 434), 
stars up to 100 times larger than the Sun are called giants  
(p. 434), and stars more than 100 times larger than the Sun 
are known as supergiants (p. 434). In addition to “normal” 
stars such as the Sun, two other important classes of star are 
red giants (p. 434) (and red supergiants) (p. 434), which 
are large, cool, and luminous, and white dwarfs (p. 434), 
which are small, hot, and faint.
6  A plot of stellar luminosities versus 

stellar spectral classes (or temperatures) 
is called an H–R diagram (p. 434), or 
a color-magnitude diagram (p. 434). 
About 90 percent of all stars plotted on an 
H–R diagram lie on the main sequence 
(p. 435), which stretches from hot, 
bright blue supergiants (p. 436) and 
blue giants (p. 436), through intermedi-
ate stars such as the Sun, to cool, faint red 
dwarfs (p. 436). Most main-sequence stars are red dwarfs; blue 
giants are quite rare. About 9 percent of stars are in the white-
dwarf region (p. 436), and the remaining 1 percent are in the 
red-giant region (p. 436).

7  If a star is known to be on the main 
sequence, measurement of its spectral 
type allows its luminosity to be estimated 
and its distance to be measured. This 
method of determining distance, which is 
valid for stars up to several thousand par-
secs from Earth, is called spectroscopic  
parallax (p. 437). A star’s luminosity  
class (p. 438) allows astronomers to 
distinguish main-sequence stars from 
giants and supergiants of the same spec-
tral type.
8  Most stars are not isolated in space, 

but instead orbit other stars in binary-star  
systems (p. 440). In a visual binary  
(p. 440), both stars can be seen and their 
orbit charted. In a spectroscopic binary  
(p. 440), the stars cannot be resolved, 
but their orbital motion can be detected spectroscopically. In an  
eclipsing binary (p. 441), the orbit is oriented in such a way 
that one star periodically passes in front of the other as seen from  
Earth and dims the light we receive. Studies of binary-star systems 
often allow stellar masses to be measured. The mass of a star 
determines the star’s size, temperature, and brightness. Hot blue 
giants are much more massive than the Sun; cool red dwarfs are 
much less massive. High-mass stars burn their fuel rapidly and 
have much shorter lifetimes than the Sun. Low-mass stars consume 
their fuel slowly and may remain on the main sequence for trillions 
of years.
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Review and Discussion

 9. LO6 What is the main sequence? What basic property of a 
star determines where it lies on the main sequence?

 10. Why does the H–R diagram constructed from data on the 
brightest stars differ so much from the diagram constructed 
from data on the nearest stars?

 11. LO7 How are distances determined by spectroscopic 
parallax?

 12. Which stars are most common in our Galaxy? Why don’t we 
see many of them in H–R diagrams? Which stars are least 
common in our Galaxy?

 13. LO8 POS How can stellar masses be determined by 
observing binary-star systems?

 14. High-mass stars start off with much more fuel than low-
mass stars. Why don’t high-mass stars live longer?

 15. POS In general, is it possible to determine the age of an 
individual star simply by noting its position on an H–R 
diagram? Explain.

 1. LO1 How is parallax used to measure the distances to 
stars? What is a parsec?

 2. LO2 Explain two ways in which a star’s real motion 
through space translates into motion that is observable from 
Earth.

 3. LO3 How do astronomers go about measuring stellar 
luminosities? What is the difference between luminosity 
and apparent brightness?

 4. How do astronomers measure stellar temperatures?
 5. LO4 POS Briefly describe how stars are classified 

according to their spectral characteristics.
 6. LO5 Describe how astronomers measure stellar radii. List 

some characteristics of red-giant and white-dwarf stars.
 7. Why do some stars have very few hydrogen lines in their 

spectra?
 8. What information is needed to plot a star on the H–R 

diagram?

 for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.

Conceptual Self-Test: Multiple Choice
 1. VIS If Earth’s orbit around the Sun were smaller, the 

parallactic angle to the star shown in Figure 17.1 (“Stellar 
Parallax”) would be (a) smaller; (b) larger; (c) the same.

 2. From a distance of 1 parsec, the angular size of Earth’s  
orbit would be (a) 1 degree; (b) 2 degrees; (c) 1 arc minute; 
(d) 2 arc seconds.

 3. According to the inverse-square law, if the distance to a 
lightbulb increases by a factor of 5, the bulb’s apparent 
brightness (a) stays the same; (b) becomes 5 times less;  
(c) becomes 10 times less; (d) becomes 25 times less.

 4. Compared with a star of absolute magnitude –2 at a distance 
of 100 pc, a star of absolute magnitude 5 at a distance of  
10 pc will appear (a) brighter; (b) fainter; (c) to have the 
same brightness; (d) bluer.

 5. VIS Pluto’s apparent magnitude is approximately 14. 
According to Figure 17.7 (“Apparent Magnitude”), Pluto can 
be seen (a) with the naked eye on a dark night; (b) using 
binoculars; (c) using a 1-m telescope; (d) only with the 
Hubble Space Telescope.

 6. Stars of spectral class M do not show strong lines of 
hydrogen in their spectra because (a) they contain very little 
hydrogen; (b) their surfaces are so cool that most hydrogen 
is in the ground state; (c) their surfaces are so hot that most 
hydrogen is ionized; (d) the hydrogen lines are swamped by 
even stronger lines of other elements.

 7. Cool stars can be very luminous if they are very (a) small; 
(b) hot; (c) large; (d) close to our solar system.

 8. VIS According to Figure 17.13 (“H–R Diagram of 
Prominent Stars”), Barnard’s star must be (a) hotter;  
(b) larger; (c) closer to us; (d) bluer than Proxima Centauri.

 9. VIS Figure 17.15 (“H–R Diagram of Brightest Stars”) 
shows Vega and Arcturus at approximately the same level 
on the vertical axis. This means that Arcturus must be  
(a) hotter than; (b) fainter than; (c) larger than; (d) of the 
same spectral class as Vega.

 10. The mass of a star may be determined (a) by measuring 
its luminosity; (b) by determining its composition; (c) by 
measuring its Doppler shift; (d) by studying its orbit around 
a binary companion.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • How far away is the star Spica, whose parallax is 0.0120? What 
would Spica’s parallax be if it were measured from an observa-
tory on Neptune’s moon Triton as Neptune orbited the Sun?

 2. •• A star lying 20 pc from the Sun has proper motion of 
0.50/yr. What is the star’s transverse velocity? If the star’s 
spectral lines are observed to be redshifted by 0.01 percent, 
calculate the magnitude of its three-dimensional velocity 
relative to the Sun.

 3. • What is the luminosity of a star having three times the 
radius of the Sun and a surface temperature of 10,000 K?

 4. •• Calculate the solar energy f lux (energy received per unit 
area per unit time), as seen from a distance of 10 pc from 
the Sun. Compare your answer with the solar constant at 
Earth.

 5. •• Two stars—A and B, with luminosities 0.5 and 4.5 times 
the luminosity of the Sun, respectively—are observed to 
have the same apparent brightness. Which star is more 
distant, and how much farther away is it than the other?

 6. • A star has apparent magnitude 10.0 and absolute 
magnitude 2.5. How far away is it?

 7. •• Using the data shown in Figure 17.7, calculate the greatest 
distance at which a star like the Sun could be seen with  
(a) binoculars, (b) a typical 1-m telescope, (c) a 4-m 
telescope, and (d) the Hubble Space Telescope.

 8. •• Given that the Sun’s lifetime is about 10 billion years, 
estimate the life expectancy of (a) a 0.2-solar mass, 0.01-solar 
luminosity red dwarf, (b) a 3-solar mass, 30-solar luminosity 
star, (c) a 10-solar mass, 1000-solar luminosity blue giant.

Activities
Collaborative

 1. Estimate the total number of stars visible in the night sky. 
Each member of your group should be equipped with 
identical cardboard tubes—the tube at the center of a roll 
of paper towels or toilet paper is prosaic but perfect for the 
task. On a clear, moonless night, hold your tube up to your 
eye and count the total number of stars you can see. Do this 
several times, randomly choosing different areas of the sky 
and avoiding obvious obstacles like clouds and trees. Try to 
sample all directions roughly equally. Hold the tube steady 
during each star count. Be sure to allow time for your eyes to 
adapt to the dark—10 to 15 minutes at least—before taking 
any measurements. Add up all your measurements and 
divide by the total number of observations to calculate the 
average number of stars observed—call it n, say. You can 
convert this number into an estimate of the total number 
N of visible stars by multiplying by the square of the ratio 

of the length L of the tube to its diameter D, that is: N = 
(L/D)2 * n. (Can you figure out where this formula came 
from?) Repeat your measurement at a variety of sites—a 
city, the suburbs, and a dark rural location at least. Can you 
understand why astronomers are so concerned about how 
light pollution affects their work?

Individual
 1. Every winter you can find an astronomy lesson in the evening 

sky. The Winter Circle is an asterism—or pattern of stars—
made up of six bright stars in five different constellations: Sir-
ius, Rigel, Betelgeuse, Aldebaran, Capella, and Procyon. These 
stars span nearly the entire range of colors (and therefore tem-
peratures) possible for normal stars. Rigel is a B-type star, Sir-
ius, A; Procyon, F; Capella, G; Aldebaran, K; and Betelgeuse, 
M. The color differences of these stars are easy to see. Why do 
you suppose there is no O-type star in the Winter Circle?
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Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Learning Outcomes

Studying this chapter will enable you to

 1 Summarize the composition  
and physical properties of the  
interstellar medium.

 2 Describe the characteristics of 
emission nebulae, and explain  
their significance in the life cycle 
of stars.

 3 List the basic properties of dark 
interstellar clouds.

 4 Specify the radio techniques used 
to probe the nature of interstellar 
matter.

 5 Explain the nature and significance 
of interstellar molecules.

Stars and planets are not the only inhabitants of our Galaxy. The 
space around us harbors invisible matter throughout the dark 
voids between the stars. The density of this matter is extremely 
low—approximately a trillion trillion times less dense than matter 
in either stars or planets, far more tenuous than the best vacuum 
attainable on Earth. Only because the volume of interstellar space 
is so vast does its mass amount to anything at all.

So why bother to study this near-perfect vacuum? We do so 
for three important reasons. First, there is nearly as much mass 
in the “voids” among the stars as there is in the stars themselves. 
Second, interstellar space is the region out of which new stars 
are born. Third, interstellar space is also the region into which 
old stars expel their matter when they die. It is one of the most 
significant crossroads through which matter passes anywhere in 
our universe.

The Interstellar  
Medium
GAS AnD DuSt AMonG thE StArS

18

Left: this remarkable image—a visual, true-color photo taken by the hubble Space 

telescope—shows pillars of gas and dust within the Carina nebula. these flimsy 

structures, about 7500 light-years away and extending a few light-years across (thus 

much bigger than our solar system), will not survive long; radiation from hidden stars is 

slowly destroying them. In about 100,000 years, a cluster of stars will form here. (StScI)

The Big Picture Interstellar space comprises a much 
bigger domain of real estate than anything yet studied in this 
book. Extending into deeper space for hundreds and even 
thousands of light-years, on scales much larger than stars and 
planets, the interstellar medium is the place where nature 
conducts many of its changes. Rich in gas and dust, yet spread 
extraordinarily thinly throughout the vast, dark regions among 
the stars, interstellar matter occasionally reveals itself in 
silhouette, glows as nebulae, and contracts to form new stars.
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The matter among the stars is collectively termed the 
interstellar medium. It is made up of two components—
gas and dust—intermixed throughout all space. The gas is 
made up mainly of individual atoms, of average size 10−10 m 
(0.1 nm) or so, and small molecules, no larger than about 
10−9 m across. Interstellar dust is more complex, consisting 
of clumps of atoms and molecules—not unlike chalk dust or 
the microscopic particles that make up smoke, soot, or fog.

Apart from numerous narrow atomic and molecular 
absorption lines, the gas alone does not block radiation to any 
great extent. The obscuration that is evident in Figure 18.1 is 
caused by the dust. Light from distant stars cannot penetrate 
the densest accumulations of interstellar dust any more than 
a car’s headlights can illuminate the road ahead in a thick fog.

Extinction and Reddening
We can use its effect on starlight to measure both the amount 
and the size of interstellar dust. As a rule of thumb, a beam 
of light can be absorbed or scattered only by particles hav-
ing diameters comparable to or larger than the wavelength 
of the radiation involved. Thus, a range of dust particle 
sizes will tend to block shorter wavelengths most effectively. 
Furthermore, even for particles of a given size, the amount 
of obscuration (that is, absorption or scattering) produced 
by particles of a given size increases with decreasing wave-
length. The size of a typical interstellar dust particle—or 
dust grain—is about 10−7 m (0.1 μm), comparable in size to 
the wavelength of visible light. Consequently, dusty regions 
of interstellar space are transparent to long- wavelength 
radio and infrared radiation, but opaque to shorter wave-
length optical and ultraviolet radiation. The overall dim-
ming of starlight by interstellar matter is called extinction.

18.1 Interstellar Matter
Figure 18.1 is a mosaic of photographs covering a much 
greater expanse of universal “real estate” than anything we 
have studied thus far. From our vantage point on Earth, the 
panoramic view shown here stretches all the way across 
the sky. On a clear night, it is visible to the naked eye as the 
Milky Way. In Chapter 23, we will come to recognize this 
band as the flattened disk, or plane, of our Galaxy.

The bright regions in this image are congregations of 
innumerable unresolved stars, merging together into a con-
tinuous blur at the resolution of the telescope. However, the 
dark areas are not simply “holes” in the stellar distribution. 
They are regions of space where interstellar matter obscures 
(blocks) the light from stars beyond, blocking from our view 
what would otherwise be a rather smooth distribution of 
bright starlight. Their very darkness means that they cannot 
easily be studied by the optical methods used to examine 
stellar matter. There is, quite simply, nothing to see!

Gas and Dust
From Figure 18.1 (see also Figure 18.4), it is evident that 
interstellar matter is distributed very unevenly throughout 
space. In some directions, the obscuring matter is largely 
absent, allowing astronomers to study objects literally bil-
lions of parsecs from the Sun. In other directions, there are 
small amounts of interstellar matter, so the obscuration is 
moderate, preventing us from seeing objects more than a 
few thousand parsecs away, but still allowing us to study 
nearby stars. Still other regions are so heavily obscured 
that starlight from even relatively nearby stars is completely 
absorbed before reaching Earth.

▲ figure 18.1 Milky Way Mosaic the Milky Way Galaxy photographed panoramically, across 360° of the entire 
southern and northern celestial sphere. this band, which constitutes the central plane of our Galaxy, contains high  
concentrations of stars, as well as interstellar gas and dust. the white box shows the field of view of Figure 18.4. 
(ESO/S. Brunier)

R I U X GV
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Because the interstellar medium is more opaque 
to short-wavelength radiation than to radiation of 
longer wavelengths, light from distant stars is pref-
erentially robbed of its higher frequency (“blue”) 
components. Hence, in addition to being generally 
diminished in brightness, stars also tend to appear 
redder than they really are. This effect, known as 
reddening, is conceptually similar to the process 
that produces spectacular red sunsets here on Earth. 

 (More Precisely 7-1)
As illustrated in Figure 18.2(a), extinction and 

reddening change a star’s apparent brightness and 
color. However, the patterns of absorption lines in 
the original stellar spectrum are still recognizable 
in the radiation reaching Earth, so the star’s spec-
tral class can be determined. Astronomers can use 
this fact to study the interstellar medium. From a 
main-sequence star’s spectral and luminosity classes, 
astronomers learn the star’s true luminosity and 
color.  (Secs. 17.5, 17.6) They then measure the 
degree to which the starlight has been affected by 
extinction and reddening en route to Earth, and this, 
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Blue light
greatly reduced

Stellar
absorption lines

(b)

(a)

R I V U X G

(c)

R I V U X G

StarNarrated  figure 18.2 reddening (a) Starlight 
passing through a dusty region of space is both 
dimmed and reddened, but spectral lines are still 
recognizable in the light that reaches Earth. (b) this 
dusty interstellar cloud, called Barnard 68, is opaque 

to visible light, except near its edges, where some light 
from background stars can be seen. the cloud spans about 
0.5 light-year and lies about 520 light-years away. Frame (c) 
illustrates (in false color) how infrared radiation can penetrate 
Barnard 68. (ESO)
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in turn, allows them to estimate both the numbers and the 
sizes of interstellar dust particles along the line of sight to 
the star. By repeating these measurements for stars in many 
different directions and at many different distances from 
Earth, astronomers have built up a picture of the distribu-
tion and overall properties of the interstellar medium in the 
solar neighborhood.

Reddening can be seen very clearly in Figure 18.2(b), 
which shows a type of compact, dusty interstellar cloud 
called a globule. (We will discuss such clouds in more detail 
in Section 18.3.) The center of this cloud, called Barnard 
68, is opaque to all optical wavelengths, so starlight cannot 
pass through it. However, near the edges, where there is less 
intervening cloud matter, some light does make it through. 
Notice how stars seen through the cloud are both dimmed 
and reddened relative to those seen directly. Figure 18.2(c) 
shows the same cloud in the infrared part of the spectrum. 
Much more of the radiation gets through, but even here red-
dening (or its infrared equivalent) can be seen.
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atomic or molecular hydrogen; some 9 percent is helium, and 
the remaining 1 percent consists of heavier elements. The 
abundances of some heavy elements, such as carbon, oxygen, 
silicon, magnesium, and iron, are much lower in interstellar 
gas than in our solar system or in stars. The most likely expla-
nation for this finding is that substantial quantities of these 
elements have been used to form the interstellar dust, tak-
ing them out of the gas and locking them up in a form that is 
much harder to observe.

In contrast to interstellar gas, the composition of inter-
stellar dust is currently not very well known. We have some 
infrared evidence for silicates, graphite, and iron—the same 
elements that are underabundant in the gas—lending sup-
port to the theory that interstellar dust forms out of inter-
stellar gas. The dust probably also contains some “dirty ice,”  
a frozen mixture of ordinary water ice contaminated with 
trace amounts of ammonia, methane, and other chemical 
compounds. This composition is quite similar to that of 
cometary nuclei in our own solar system.  (Sec. 14.2)

Dust Shape
Curiously, astronomers know the shapes of interstellar 
dust particles better than their composition. Although the 
minute atoms in the interstellar gas are basically spheri-
cal, the dust particles are not. Individual dust grains are 
apparently elongated or rodlike, as shown in Figure 18.3(a), 
although recent theoretical studies of how dust particles col-
lide, stick, and break up suggest that their larger scale struc-
ture may be considerably more complex (Figure 18.3b).

Overall Density
Gas and dust are found everywhere in interstellar space—no 
part of our Galaxy is truly devoid of matter. However, the den-
sity of the interstellar medium is extremely low. Overall, the gas 
averages roughly 106 atoms per cubic meter—just 1 atom per 
cubic centimeter—although there are large variations from 
place to place: Densities ranging from 104 to 109 atoms/m3 
have been found. Matter this diffuse is far less dense than the 
best vacuum—about 1010 molecules/m3—ever attained in 
laboratories on Earth.

Interstellar dust is even rarer. On average, there is only 
one dust particle for every trillion or so atoms—just 10−6 
dust particles per cubic meter, or 1000 per cubic kilometer. 
Some parts of interstellar space are so thinly populated that 
harvesting all the gas and dust in a region the size of Earth 
would yield barely enough matter to make a pair of dice.

How can such fantastically sparse matter diminish light 
radiation so effectively? The key is size—interstellar space is 
vast. The typical distance between stars (1 pc or so in the vicin-
ity of the Sun) is much, much greater than the typical size of the 
stars themselves (around 10−7 pc). Stellar and planetary sizes 
pale in comparison to the vastness of interstellar space. Thus, 
matter can accumulate, regardless of how thinly it is spread. 
For example, an imaginary cylinder 1 m2 in cross section and 
extending from Earth to Alpha Centauri would contain more 
than 10 billion billion dust particles.  (Sec. 17.1) Over huge 
distances, dust particles accumulate slowly, but surely, to the 
point at which they can effectively block visible light and other 
short-wavelength radiation. Even though the den-
sity of matter is very low, interstellar space in the 
vicinity of the Sun contains about as much mass as 
exists in the form of stars.

Despite their rarity, dust particles make 
interstellar space a relatively dirty place. Earth’s 
atmosphere, by comparison, is about a million 
times cleaner. Our air is tainted by only one dust 
particle for about every billion billion (1018) atoms 
of atmospheric gas. If we could compress a typi-
cal parcel of interstellar space to equal the density 
of air on Earth, this parcel would contain enough 
dust to make a fog so thick that we would be unable 
to see our hand held at arm’s length in front of us.

Composition
The composition of interstellar gas is reasonably 
well understood from spectroscopic studies of 
absorption lines formed when light from a dis-
tant star interacts with gas along the observer’s 
line of sight (see Section 18.3). In most cases, the 
elemental abundances detected in interstellar gas 
mirror those found in other astronomical objects, 
such as the Sun, the stars, and the jovian planets. 
Most of the gas—about 90 percent by number—is 

10–7 m
(a) (b)

Grains are linear, or
rodlike, on small
scales, c 

cbut can become
tangled and twisted
in complex ways on
larger scales.

▲ figure 18.3 interstellar Dust (a) typical interstellar dust particles, as inferred 
from polarization studies, have sizes of only about one ten-thousandth of a millimeter, 
yet space contains enough of them to obscure our view in certain directions. (b) this 
result of a computer simulation shows how grains may grow as dust particles collide, 
stick, and fragment in interstellar space.
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18.2 Emission Nebulae
Figure 18.4 shows a magnified view of the central part of 
Figure 18.1 (the region indicated by the rectangle in the 
earlier figure), in the general direction of the constellation 
Sagittarius. The field of view is mottled with stars and 
interstellar matter. The patchiness of the obscuration is 
evident. In addition, several large fuzzy patches of light 
are clearly visible. These fuzzy objects, labeled M8, M16, 
M17, and M20, correspond to the 8th, 16th, 17th, and 
20th objects in a catalog compiled by Charles Messier, an 
18th-century French astronomer.* Today they are known 
as emission nebulae—glowing clouds of hot interstellar 
matter. Figure 18.5 enlarges the left side of Figure 18.4, 
showing the nebulae more clearly.

Observations of Emission Nebulae
Historically, astronomers have used the term nebula to 
refer to any “fuzzy” patch (bright or dark) on the sky—any 
region of space that was clearly distinguishable through a 
telescope, but not sharply defined, unlike a star or a planet. 
We now know that many (although not all) nebulae are 
clouds of interstellar dust and gas.

If a cloud happens to obscure stars lying behind it, we 
see it as a dark patch on a bright background, as in Figures 
18.1, 18.2(b), and 18.4—a dark nebula. But if something 
within the cloud—a group of hot young stars, for example— 
causes it to glow, then we see a bright emission nebula 

Astronomers infer this elongated structure from the 
fact that the light emitted by stars is dimmed and partially 
polarized, or aligned, by the intervening dust. Recall from 
Chapter 3 that light consists of electromagnetic waves com-
posed of vibrating electric and magnetic fields.  (Sec. 3.2, 
Fig. 3.7) Normally, these waves are randomly oriented, and 
the radiation is said to be unpolarized. Stars emit unpolar-
ized radiation from their photospheres. However, under 
the right conditions, the radiation can become polarized en 
route to Earth, with the electric fields all vibrating in roughly 
the same plane. One way in which this can happen is if the 
radiation interacts with an elongated dust grain, which tends 
to absorb electric waves vibrating parallel to its length.

Thus, if the light detected by our telescope is polarized, 
it is because some interstellar dust lies between the emitting 
object and Earth. Based on this reasoning, astronomers have 
determined not only that interstellar dust particles must be 
elongated in shape, but also that they tend to be aligned over 
large regions of space.

The alignment of the interstellar dust is the subject of 
ongoing research among astronomers. The current view, 
accepted by most, is that the dust particles are affected by 
a weak interstellar magnetic field, perhaps a million times 
weaker than Earth’s field. Each dust particle responds to 
the field in much the same way that small iron filings are 
aligned by an ordinary bar magnet. Measurements of the 
blockage and polarization of starlight thus yield information 
about the size and shape of interstellar dust particles, as well 
as about magnetic fields in interstellar space.

CoNCept Check

4 If space is a near-perfect vacuum, how can there be 
enough dust in it to block starlight?

*Messier was actually more concerned with making a list of celestial ob-
jects that might be confused with comets, his main astronomical interest. 
However, the catalog of 109 “Messier objects” is now regarded as a much 
more important contribution to astronomy than any comets Messier dis-
covered.

M20

M8

R I V U X G

▶ figure 18.4 Milky Way in 
Sagittarius Enlargement of the 
central part of Figure 18.1, showing 
regions of brightness (vast fields of 
stars) as well as regions of darkness 
(where interstellar matter obscures 
the light from more distant 
stars). the field of view is about 
35° across. two of the emission 
nebulae discussed in the text are 
labeled. (ESO/S. Guisard)
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▼ figure 18.5 galactic plane A black-and-white photograph of 
part (about 12° across) of the region of the sky shown in Figure 18.4, 
showing stars, gas, and dust, as well as several distinct fuzzy patches 
of light known as emission nebulae. the plane of the Milky Way is 
marked with a white diagonal line. (Harvard College Observatory)

instead. The method of spectroscopic parallax applied to 
stars that are visible within the emission nebulae shown 
in Figure 18.5 indicates that their distances from Earth 
range from 1200 pc (M8) to 1800 pc (M16).  (Sec. 17.6) 
Thus, all four nebulae are near the limit of visibility for 
any object embedded in the dusty galactic plane. M16,  
at the top left, is approximately 1000 pc from M20, near 
the bottom.

We can gain a better appreciation of these nebulae by 
examining progressively smaller fields of view. Figure 18.6 
is an enlargement of the region near the bottom of Figure 
18.5, showing M20 at the top and M8 at the bottom, only a 
few degrees away. Figure 18.7 is an enlargement of the top 
of Figure 18.6, presenting a close-up of M20 and its imme-
diate environment. The total area of the close-up view dis-
played measures some 10 pc across. Emission nebulae are 
among the most spectacular objects in the entire universe, 
yet they appear only as small, undistinguished patches of 
light when viewed in the larger context of the Milky Way, as 
in Figure 18.4. Perspective is crucial in astronomy.

The emission nebulae shown in Figures 18.5–18.7 are 
regions of glowing, ionized gas. At or near the center of 
each is at least one newly formed hot O- or B-type star 

▲ figure 18.6 M20–M8 region A true-color enlargement 
of the bottom of Figure 18.5, showing M20 (top) and M8 (bottom) 
more clearly. the two nebulae are only a few degrees apart on the 
sky. (R. Gendler)

interactive  figure 18.7 trifid Nebula (a) Further enlargement of 
the top of Figure 18.6, showing only M20 and its interstellar environment. 
Called the trifid nebula because of the dust lanes (in black) that trisect 
its midsection, the nebula itself (in red) is about 20 light-years across. 
the blue reflection nebula is unrelated to the red emission nebula; it is 

caused by starlight reflected from intervening dust particles. (b) A false-color 
infrared image taken by the Spitzer Space telescope reveals bright regions of 
star-forming activity mostly in those lanes of dust. (AURA; NASA)
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Figure 18.9 shows enlargements of two of the nebu-
lae visible in Figure 18.5. Notice again the hot, bright stars 
embedded within the glowing nebular gas and the pre-
dominant red coloration of the emitted radiation in parts 
(a) and (c). The relationship between the nebulae and their 
dust lanes is again evident in Figures 18.9(b) and (d), where 
regions of gas and dust are simultaneously silhouetted 
against background nebular emission and illuminated by 
foreground nebular stars.

The interaction between stars and gas is particularly 
striking in Figure 18.9(b). The three dark “pillars” vis-
ible in this spectacular Hubble Space Telescope image are 
part of the interstellar cloud from which the stars formed. 
The rest of the cloud in the vicinity of the new stars has 
already been heated and dispersed by their radiation in a 
process known as photoevaporation. The fuzz around the 
edges of the pillars, especially at the top right and center, 
is the result of this ongoing process. (See also an up-close 
view of another such pillar in M16 in the chapter-opening 
photo.) As photoevaporation continues, it eats away the 
less dense material first, leaving behind delicate sculp-
tures composed of the denser parts of the original cloud, 
just as wind and water create spectacular structures in 
Earth’s deserts and shores by eroding away the softest 
rock. The process is a dynamic one: The pillars will even-
tually be destroyed, but probably not for another hundred 
thousand or so years.

Spectroscopists often refer to the ionization state of an 
atom by attaching a roman numeral to the chemical symbol 
for the atom—I for the neutral (that is, not ionized) atom, II 
for a singly ionized atom (an atom missing one electron), III 

producing huge amounts of ultraviolet light. As ultra-
violet photons travel outward from the star, they ionize 
the surrounding gas. As electrons recombine with nuclei, 
they emit visible radiation, causing the gas to f luoresce, 
or glow.  (Sec. 4.2) The reddish hue of these nebu-
lae—and, in fact, of all emission nebulae—results when 
hydrogen atoms emit light in the red part of the visible 
spectrum. Specifically, it is caused by the emission of 
radiation at 656.3 nm—the Hα line discussed in Chap-
ter 4.  (More Precisely 4-1) Other elements in the 
nebula also emit radiation as their electrons recombine, 
but because hydrogen is so plentiful, its emission usually 
dominates.

Woven through the glowing nebular gas, and plainly 
visible in Figures 18.5–18.7, are lanes of dark, obscuring 
dust. These dust lanes are part of the nebulae and are 
not just unrelated dust clouds that happen to lie along 
our line of sight. The bluish region visible in Figures 18.6 
and 18.7 immediately above M20 is another type of neb-
ula unrelated to the red emission nebula itself. Called a 
reflection nebula, it is caused by starlight scattered from 
dust particles in interstellar clouds located just off the 
line of sight between Earth and the bright stars within 
M20. Reflection nebulae appear blue for much the same 
reason that Earth’s daytime sky is blue: short-wavelength 
blue light is more easily scattered by interstellar matter 
back toward Earth and into our detectors.  (More Pre-
cisely 7-1) Figure 18.8 sketches some of the key features 
of emission nebulae, illustrating the connection between 
the central stars, the nebula itself, and the surrounding 
interstellar medium.

Light scattered through a
dusty cloud, not along the

line of sight, can look bluer.

Red light is emitted by
nebulae when electrons

and protons recombine to
form hydrogen atoms.

Hot
star(s)

Dust lane

Ultraviolet
radiation

Dark
interstellar

cloud

Visible
starlight

Re-emitted
visible light

EMISSION
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Dusty cloud

Ionized
gas

Observer

Unscattered
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REFLECTION
NEBULAScattered
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▲ figure 18.8 Nebular Structure An emission nebula results when ultraviolet radiation from one or more 
hot stars ionizes part of an interstellar cloud. If starlight happens to encounter another dusty cloud, some of the 
radiation, particularly at the shorter wavelength blue end of the spectrum, may be scattered back toward Earth, 
forming a reflection nebula.
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Nebular Spectra

Most of the photons emitted by the recombination of elec-
trons with atomic nuclei escape from the emission nebu-
lae. Unlike the ultraviolet photons originally emitted by 

for a doubly ionized atom (one missing two electrons), and 
so on. Because emission nebulae are composed mainly of 
ionized hydrogen, they are often referred to as HII regions. 
Regions of space containing primarily neutral (atomic) 
hydrogen are known as HI regions.

(a) (b)

(c)

(d)

R I V U X G

▲ figure 18.9 emission Nebulae Enlargements of selected portions of Figure 18.5. (a) M16, the Eagle nebula and 
(b) a close-up of its huge pillars of cold gas and dust within, showing delicate sculptures created by the action of stellar 
ultraviolet radiation on the original cloud. (c) M8, the Lagoon nebula and (d) a high-resolution view of its core, a region 
known as the hourglass. the varied colors of the insets result from observations at different wavelengths: Green represents 
emission from hydrogen atoms, red emission from singly ionized sulfur, and blue emission from doubly ionized oxygen. 
(ESA; AURA; NASA)
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in addition to the dominant red coloration just discussed, 
many nebulae emit light with a characteristic green color 
(see Figure 18.10). The greenish tint of portions of these 
nebulae puzzled astronomers in the early 20th century 
and defied explanation in terms of the properties of spec-
tral lines known at the time, prompting speculation that 
the nebulae contained elements that were unknown on 
Earth. Some scientists even went so far as to invent the term 
“nebulium” for a supposed new element, much as the name 
helium came about when that element was first discovered 
in the Sun (recall also the fictitious element “coronium” 
from Chapter 16).  (Sec. 16.3)

Later, with a fuller understanding of the workings of the 
atom, astronomers realized that these lines did in fact result 
from electron transitions within the atoms of familiar ele-
ments, but under unfamiliar conditions that were not repro-
ducible in laboratories. Astronomers now understand that the 
greenish tint in Figure 18.10(b) and (c) is caused by a particu-
lar electron transition in doubly ionized oxygen. However, the 
structure of oxygen is such that an ion in the higher energy 
state for this transition tends to remain there for a very long 
time—many hours, in fact—before dropping back to the lower 
state and emitting a photon. Only if the ion is left undisturbed 
during this time, and not kicked into another energy state by a 
random interaction with another atom or molecule in the gas, 
will the transition actually occur and the photon be emitted.

In a terrestrial experiment, no atom or ion is left undis-
turbed for long. Even in a “low-density” laboratory gas, 
there are many trillions of particles per cubic meter, and 
each particle undergoes millions of collisions with other gas 
particles every second. The result is that an ion in the partic-
ular energy state that produces the peculiar green line in the 
nebular spectrum never has time to emit its photon in the 
lab—collisions kick it into some other state long before that 
occurs. For this reason, the line is usually called forbidden, 
even though it violates no law of physics; it simply occurs on 
Earth with such low probability that it is never seen.

In a typical emission nebula, the density is so low that 
collisions between particles are extremely rare. There is 
plenty of time for the excited ion to emit its photon, so 
the forbidden line is produced. Numerous forbidden lines 
are known in nebular spectra. These lines remind us once 
again that the environment in the interstellar medium is 

the embedded stars, these reemitted photons do not have 
enough energy to ionize the nebular gas, so they pass 
through the nebula relatively unhindered. Some eventually 
reach Earth. By studying these lower-energy photons, we 
can learn much about the detailed properties of emission 
nebulae. 

Because at least one hot star resides near the center of 
every emission nebula, we might think that the combined 
spectrum of the star and the nebula would be hopelessly 
confused. In fact, they are not: We can easily distinguish 
nebular spectra from stellar spectra because the physical 
conditions in stars and emission nebulae differ so greatly. 
In particular, emission nebulae are made of hot, thin gas 
that, as we saw in Chapter 4, yields detectable emission lines.  

 (Sec. 4.1) When our spectroscope is trained on a star, we 
see a familiar stellar spectrum, consisting of a blackbody-
like continuous spectrum and absorption lines, together 
with superimposed emission lines from the nebular gas. 
When no star appears in the field of view, only the emission 
lines are seen. Analyses of nebular spectra show composi-
tions close to those derived from observations of the Sun 
and other stars and elsewhere in the interstellar medium: 
Hydrogen is about 90 percent abundant by number, followed 
by helium at about 9 percent; the heavier elements together 
make up the remaining 1 percent.

Unlike stars, nebulae are large enough for their actual 
sizes to be measurable by simple geometry. Coupling this 
information on size with estimates of the amount of mat-
ter along our line of sight (as revealed by the nebula’s 
total emission of light), we can find the nebula’s density.  

 (Sec. 6.2)  Generally, emission nebulae have only a few 
hundred particles, mostly protons and electrons, in each 
cubic centimeter—a density some 1022 times lower than that of 
a typical planet. Spectral-line widths imply that the gas atoms 
and ions have temperatures around 8000 K.  (Sec. 4.5)  
Table 18.1 lists some vital statistics for each of the nebulae 
shown in Figure 18.5.

“Forbidden” Lines
When astronomers first studied the spectra of emission 
nebulae, they found many lines that did not correspond to 
anything observed in terrestrial laboratories. For example, 

object Approximate 
Distance

(pc)

Average 
Diameter

(pc)

Density 
(106 particles/m3)

Mass  
(solar masses)

temperature  
(K)

M8 1200 14  80 2600 7500
M16 1800  8  90  600 8000
M17 1500  7 120  500 8700
M20 1600  6 100  250 8200

tAbLe 18.1 Some Nebular Properties
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very different from conditions on Earth and warn us of 
the potential difficulties involved in extending our ter-
restrial experience from our laboratories to the study of 
interstellar space.

Some regions of interstellar space contain extremely 
dilute, even hotter gas than is found within emission nebu-
lae. Ultraviolet observations by space-based instruments 
have found that these superheated interstellar “bubbles,” 
making up the intercloud medium, may extend far into 
interstellar space beyond our local neighborhood and, con-
ceivably, into the even vaster spaces among the galaxies. 
This high-temperature gas is probably the result of the 
violent expansion of debris from stars that exploded long 
ago. Somewhat like the Sun’s faint corona, these regions are 
dark despite their high temperatures because the density of 
matter there is very low.  (Sec. 16.3)

The Sun seems to reside in one such low-density 
region—a huge cavity called the “Local Bubble,” sketched 
in Figure 18.11. The Local Bubble contains about 200,000 
stars and extends for nearly 100 pc. It was probably carved 
out by multiple supernova explosions (see Chapters 20 and 
21) that occurred several hundred thousand years ago in 
the Scorpius–Centaurus association, a rich cluster of bright 
young stars. Perhaps our hominid ancestors may have seen 
these ancient events—stellar catastrophes as bright as the 
full Moon—that now aid modern astronomers.

R I V U X G

(b) (c)(a)

1 light-year

▲ figure 18.10 orion Nebula (a) Lying some 1400 light-years from Earth, the orion nebula (M42) is visible 
to the naked eye as the fuzzy middle “star” of orion’s sword. (b) Like all emission nebulae, the orion nebula 
consists of hot, glowing gas powered by a group of bright stars in the center. In addition to exhibiting red ha 
emission, parts of the nebula show a slight greenish tint, caused by a so-called forbidden transition in ionized 
oxygen. (c) A high-resolution image shows rich detail in a region about 0.5 light-year across. Structural details 
are visible down to a level of 0.1”, or 6 light-hours—a scale comparable to the dimensions of our solar system. 
(NASA; ESO)

Hyades
star cluster

Sirius

Aldebaran

Sun
Vega

To Galactic
center

Procyon
a Centauri

Arcturus

Scorpius-Centaurus
association

130 light-years

▲ figure 18.11 Local bubble the Sun resides in a vast low-
density region of space that engulfs us nearly spherically. this 
cavity was likely caused by stellar explosions long ago, which then 
heated the nearby interstellar gas and expelled it well out of the 
solar neighborhood. Several prominent stars in our nighttime sky 
are plotted in this artist’s conception, which depicts what the 
“bubble” might look like from afar.
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value of 106 atoms/m3 in interstellar space that we can 
distinguish these clouds from the surrounding expanse of 
the interstellar medium.

Obscuration of Visible Light
Interstellar clouds bear little resemblance to terrestrial 
clouds. Most are much bigger than our solar system, and 
some are many parsecs across. (Yet even so, they make up 
no more than a few percent of the entire volume of inter-
stellar space.) Despite their name, these clouds are made up 
primarily of gas, just like the rest of the interstellar medium. 
However, their absorption of starlight is due almost entirely 
to the dust they contain.

Figure 18.12(a) shows a region called L977, in the con-
stellation Cygnus. It is a classic example of a dark dust cloud. 
The dense globule Barnard 68, shown in Figure 18.2(b), is 
another. Some early (18th-century) observers thought that 
these dark patches on the sky were simply empty regions 
of space that happened to contain no bright stars. However, 
by the late 19th century, astronomers had discounted this 
idea. They realized that seeing clear spaces among the stars 
would be like seeing clear tunnels between the trees in a 
huge forest, and it was statistically impossible that so many 
tunnels would lead directly away from Earth.

Despite this realization, before the advent of radio 
astronomy astronomers had no direct means of studying 
clouds such as L977. Emitting no visible light, they are gen-
erally undetectable to the eye, except by the degree to which 
they dim starlight. However, as shown in Figure 18.12(b), the 
cloud’s radio emission—in this case from carbon monoxide 
(CO) molecules contained within its volume—outlines the 

CoNCept Check

4 If emission nebulae are powered by ultraviolet 
radiation from very hot (blue-white) stars, why do  
they appear red?

18.3 Dark Dust Clouds
Emission nebulae and even the much larger interstel-
lar bubbles are only small components of the interstellar 
medium. Most of space—in fact, more than 99 percent 
of it—is devoid of such regions and contains no stars. 
It is simply cold and dark. Look again at Figure 18.4, or 
just ponder the evening sky. The dark regions are by far 
the most representative of interstellar space. The average 
temperature of a typical dark region of interstellar matter 
is about 100 K. Compare this with 273 K, at which water 
freezes, and 0 K, at which atomic and molecular motions 
cease.  (More Precisely 3-1)

Within these vast, dark interstellar voids lurks 
another type of astronomical object: the dark dust cloud. 
Dark dust clouds are even colder than their surround-
ings (with temperatures as low as a few tens of kelvins) 
and thousands or even millions of times denser. Along 
any given line of sight, their densities can range from 107 
atoms/m3 to more than 1012 atoms/m3 (106 atoms/cm3). 
Dark dust clouds are often called dense interstellar clouds 
by researchers, but we must recognize that even these 
densest interstellar regions are barely denser than the 
best vacuum achievable in terrestrial laboratories. Still, it 
is because their density is much larger than the average 

(b)
R I V U X G R I V U X G

(a)

◀ figure 18.12 obscuration 
and emission (a) At optical 
wavelengths, this dark dust cloud 
(known as L977) can be seen only 
by its obscuration of background 
stars. (b) At radio wavelengths, it 
emits strongly in the Co molecular 
line, with the most intense 
radiation coming from the densest 
part of the cloud. (C. and E. Lada)
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18.7 and 18.9 are good examples of this obscuration. Figure 
18.14 shows another well-known, and particularly striking, 
example of such a cloud—the Horsehead Nebula in Orion. 
This curiously shaped finger of gas and dust projects out 
from the much larger dark cloud (called L1630) that fills 
the bottom half of the image and stands out clearly against 
the red glow of a background emission nebula. For refer-
ence, the stars and bright emission nebulae lie in front of 
the dark cloud; the red glow that silhouettes the Horsehead 
lies behind and above it.

Absorption Spectra
Astronomers first became aware of the true extent of dark 
interstellar clouds in the 1930s, as they studied the opti-
cal spectra of distant stars. The gas in such a cloud absorbs 
some of the stellar radiation in a manner that depends on 
the cloud’s own temperature, density, and elemental abun-
dance. The absorption lines thus produced contain infor-
mation about dark interstellar matter, just as stellar absorp-
tion lines reveal the properties of stars.  (Sec. 4.1)

Because the interstellar absorption lines are produced 
by cold, low-density gas, astronomers can easily distinguish 
them from the much broader absorption lines formed in 
stars’ hot lower atmospheres.  (Sec. 4.5) Figure 18.15(a) 
illustrates how light from a star may pass through several 
interstellar clouds on its way to Earth. These clouds need 
not be close to the star, and, indeed, they usually are not. 

cloud clearly at radio wavelengths, providing an indispen-
sible tool for the study of such objects. We will return to 
the subject of molecular emission from interstellar clouds 
in Section 18.5.

Figure 18.13 is a spectacular wide-field image of 
another dark dust cloud. Taking its name from a neigh-
boring star system, Rho Ophiuchus, this dust cloud resides 
relatively nearby—about 170 pc from the Sun—making it 
one of the most intensely studied regions of star formation 
in the Milky Way. Pockets of heavy blackness mark regions 
where the dust and gas are especially concentrated and the 
light from the background stars is completely obscured. 
Measuring several parsecs across, the Ophiuchus cloud is 
only a tiny part of the grand mosaic shown in Figure 18.1. 
Note that this cloud, like most interstellar clouds, is very 
irregularly shaped. Note especially the long “streamers” of 
(relatively) dense dust and gas at upper left. By contrast, 
the bright patches within the dark regions are foreground 
objects—emission nebulae and groups of bright stars. Some 
of them are part of the cloud itself, where newly formed 
stars near the edge of the cloud have created “hot spots” in 
the cold, dark gas. Others have no connection to the cloud 
and just happen to lie along the line of sight.

Dark and dusty interstellar clouds are sprinkled 
throughout our Galaxy. We can study them at optical wave-
lengths only if they happen to block the light emitted by 
more distant stars or nebulae. The dark outline of the L997 
cloud in Figure 18.12(a) and the dust lanes visible in Figures 

R I V U X G

Dust cloud

Antares
M4

Re�ection
nebula

◀ figure 18.13 Dark Dust Cloud 
the ophiuchus dark dust cloud resides 
only 550 light-years away, surrounded  
by colorful stars and nebulae that  
are actually small illuminated parts  
of a much bigger, and invisible, 
molecular cloud engulfing much of  
the 6-degree-wide region shown. Many 
stages of star formation can be seen in 
this spectacular four-image mosaic. the 
dark cloud itself is “visible” only because 
it blocks light coming from stars behind 
it. notice the cloud’s irregular shape, 
and especially its long “streamers” 
at upper left. the bright, giant star 
Antares, the (much more distant) star 
cluster M4, and a nearby blue reflection 
nebula are also noted. (R. Gendler/J. 
Misti/S. Mazlin)
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cases, the elemental abundances detected in interstellar clouds 
mirror those found in other astronomical objects—perhaps 
not surprising, since (as we will see in Chapter 19) interstellar 
clouds are the regions that spawn emission nebulae and stars.

proCeSS of SCieNCe Check

4 How do astronomers use optical observations to 
probe the properties of dark dust clouds?

Each absorbs some of the stellar radiation in a manner that 
depends on its own temperature, density, velocity, and ele-
mental abundance. Figure 18.15(b) depicts part of a typical 
spectrum produced in this way.

The narrow absorption lines contain information about 
dark interstellar clouds, just as stellar absorption lines reveal 
the properties of stars and nebular emission lines tell us about 
conditions in hot nebulae. By studying these lines, astrono-
mers can probe the cold depths of interstellar space. In most 

(b)(a)
R I V U X G

1 light-year

▲ figure 18.14 Horsehead Nebula (a) Located in the constellation orion, not far from the orion nebula, this 
horsehead nebula is a striking example of a dark dust cloud, silhouetted against the bright background of an emission nebula. 
(b) A stunning image of the horsehead, taken at highest resolution by the Very Large telescope (VLt) in Chile.  (Sec. 5.2)  
this nebular region is roughly 5000 light-years from Earth, in the constellation orion. (Royal Observatory of Belgium; ESO)
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◀ figure 18.15 Absorption by interstellar Clouds  
(a) Simplified diagram of some interstellar clouds between 
a hot star and Earth. optical observations might show 
an absorption spectrum like that traced in (b). the wide, 
intense lines are formed in the star’s hot atmosphere; 
narrower, weaker lines arise from the cold interstellar 
clouds. the smaller the cloud, the weaker are the lines. 
the redshifts or blueshifts of the narrow absorption lines 
provide information on cloud velocities. the widths of all 
the spectral lines depicted here are greatly exaggerated for 
the sake of clarity.
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low-energy state releases a photon with energy equal to the 
energy difference between the two levels.

Because that energy difference is very small, the energy 
of the emitted photon is very low.  (Sec. 4.2) Consequently, 
the wavelength of the radiation is rather long—in fact, it is  
21.1 cm, roughly the width of this book. That wavelength 
lies in the radio portion of the electromagnetic spectrum. 
Researchers refer to the spectral line that results from 
this hydrogen spin-flip process as 21-centimeter radia-
tion. This spectral line provides a vital probe into any 
region of the universe containing atomic hydrogen gas. 
Figure 18.17 shows typical spectral profiles of 21-cm radio 
signals observed from several different regions of space. 
These tracings are the characteristic signatures of cold, 
atomic hydrogen in our Galaxy. Needing no visible star-
light to help calibrate their signals, radio astronomers 
can observe any interstellar region that contains enough 
hydrogen gas to produce a detectable signal. Even the low- 
density regions between the dark clouds can be studied.

As can be seen in the figure, actual 21-cm lines are quite 
jagged and irregular, somewhat like nebular emission lines 
in appearance. The irregularities arise because there are 
usually numerous clumps of interstellar gas along any given 
line of sight, each with its own density, temperature, radial 
velocity, and internal motion. Thus, the intensity, width, and  
Doppler shift of the resultant 21-cm line vary from place to 
place.  (Sec. 4.5) All these different lines are superimposed 
in the signal we eventually receive at Earth, and sophisticated 
computer analysis is generally required to disentangle them. 
The “average” figures quoted earlier for the temperatures 
(100 K) and densities (106 atoms/m3) of the regions between 
the dark dust clouds are based on 21-cm measurements. 
Observations of the dark clouds themselves using 21-cm 
radiation yield densities and temperatures in good agreement 
with those obtained by optical spectroscopy.

All interstellar atomic hydrogen emits 21-cm radia-
tion. But if all atoms eventually fall into their lowest-energy 

18.4 21-Centimeter Radiation
A basic difficulty with the optical technique just described is 
that we can examine interstellar clouds only along the line of 
sight to a distant star. To form an absorption line, a background 
source must provide radiation to absorb. The need to see stars 
through clouds also restricts this approach to relatively local 
regions, within a few thousand parsecs of Earth. Beyond that 
distance, stars are completely obscured, and optical observa-
tions are impossible. As we have seen, infrared observations 
provide a means of viewing the emission from some clouds, 
but they do not completely solve the problem because only 
the denser, dustier clouds emit enough infrared radiation for 
astronomers to study them in that part of the spectrum.

To probe interstellar space more thoroughly, we need 
a more general, more versatile observational method—one 
that does not rely on conveniently located stars and nebulae. 
In short, we need a way to detect cold, neutral interstellar 
matter anywhere in space through its own radiation. This 
may sound impossible, but such an observational technique 
does in fact exist. The method relies on low-energy radio 
emissions produced by the interstellar gas itself.

Electron Spin
Recall that a hydrogen atom has one electron orbiting a single-
proton nucleus. Besides its orbital motion around the central 
proton, the electron also has some rotational motion—that is, 
spin—about its own axis. The proton also spins. This model 
is analogous to a planetary system in which, in addition to 
the orbital motion of a planet about a central star, both the 
planet (electron) and the star (proton) rotate about their own 
axes. But bear in mind the crucial difference between plan-
etary and atomic systems: A planet orbiting the Sun is free to 
move in any orbit and spin at any rate, but within an atom, all 
physical quantities, such as energy, momentum, and angular 
momentum (spin), are quantized—they are permitted to take 
on only specific, distinct values.  (Sec. 4.2)

The laws of physics dictate that there are exactly two pos-
sible spin configurations for a hydrogen atom in its ground 
state. The electron and proton can rotate in the same direc-
tion, with their spin axes parallel, or they can rotate with 
their axes antiparallel (i.e., parallel, but oppositely oriented). 
Figure 18.16 shows these two configurations. The antiparallel 
configuration has slightly less energy than the parallel state.

Radio Emission
All matter in the universe tends to achieve its lowest pos-
sible energy state, and interstellar gas is no exception. A 
slightly excited hydrogen atom with the electron and pro-
ton spinning in the same direction eventually drops down 
to the less energetic, opposite-spin state as the electron sud-
denly and spontaneously reverses its spin. As with any other 
such change, the transition from a high-energy state to a 

The emitted photon
carries away energy
equal to the difference
in the two spin states.

A hydrogen atom has
more energy when its
electron and proton spin
in the same direction.

Emitted
photon

ElectronProton

+

Antiparallel spins

Parallel spins

–

+ –

▲ figure 18.16 Hydrogen 21-cm emission A ground-level 
hydrogen atom changing from a higher-energy state (top) to a  
lower-energy state (bottom).
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CoNCept Check

4 Why is 21-cm radiation so useful as a probe of galactic 
structure?

18.5 Interstellar Molecules
In some particularly cold (typically, 10–20 K) interstellar 
regions, densities can reach as high as 1012 particles/m3. Until 
the late 1970s, astronomers regarded these regions simply as 
abnormally dense interstellar clouds, but it is now recognized 
that they belong to an entirely new class of interstellar matter. 
The gas particles in these regions are not in atomic form at 
all; they are molecules. Because of the predominance of mol-
ecules in these dense interstellar regions, they are known as 
molecular clouds. They literally dwarf even the largest emis-
sion nebulae, which were previously thought to be the most 
massive residents of interstellar space.

Molecular Spectral Lines
As noted in Chapter 4, much like atoms, molecules can 
become excited through collisions or by absorbing radiation. 

 (Sec. 4.4) Furthermore, again like atoms, molecules even-
tually return to their ground states, emitting radiation in the 
process. The energy states of molecules are much more com-
plex than those of atoms, however. Once more like atoms, mol-
ecules can undergo internal electron transitions, but unlike 
atoms, they can also rotate and vibrate. They do so in specific 
ways, obeying the laws of quantum physics. Figure 18.18 depicts 
a simple molecule rotating rapidly—that is, a molecule in an 
excited rotational state. After a length of time that depends 
on its internal makeup, the molecule relaxes back to a slower  
rotational rate (a state of lower energy). This change causes a 
photon to be emitted, carrying an energy equal to the energy 
difference between the two rotational states involved. The 
energy differences between these states are generally very 
small, so the emitted radiation is usually in the radio range.

configuration, then why isn’t all the hydrogen in the Galaxy 
in the lower energy state by now? Why do we see 21-cm radia-
tion today? The answer is that the energy difference between 
the two states is comparable to the energy of a typical atom 
at a temperature of 100 K or so. As a result, atomic collisions 
in the interstellar medium are energetic enough to boost the 
electron into the higher energy configuration and so main-
tain comparable numbers of hydrogen atoms in either state. 
At any instant, any sample of interstellar hydrogen will con-
tain many atoms in the upper level, so conditions will always 
be favorable for 21-cm radiation to be emitted.

Of great importance, the wavelength of this character-
istic radiation is much larger than the typical size of inter-
stellar dust particles. Accordingly, 21-cm radiation reaches 
Earth completely unscattered by interstellar debris. The 
opportunity to observe interstellar space well beyond a few 
thousand parsecs, and in directions lacking background 
stars, makes 21-cm observations among the most impor-
tant and useful in all astronomy. We will see in Chapters 23 
through 25 how such observations are indispensable in 
allowing astronomers to map out the large-scale structure of 
our Galaxy and many others.
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Frequency1420 MHz
(Wavelength = 21.1 cm)

▲ figure 18.17 21-cm Lines typical 21-cm radio spectral 
lines observed from several different regions of interstellar space. 
the peaks do not all occur at a wavelength of exactly 21.1 cm, 
corresponding to a frequency of 1420 Mhz, because the gas in our 
Galaxy is moving with respect to Earth.

This is a spinning formaldehyde
molecule, H2CO.

H
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H

O

O Emitted
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H

▲ figure 18.18 Molecular emission As a molecule changes 
from a rapid rotation (left) to a slower rotation (right), a photon is 
emitted that can be detected with a radio telescope. the lengths of 
the curved arrows are proportional to the spin rate of the molecule.
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properties. They are produced by chemical reactions within 
molecular clouds. When we observe them, we know that the 
regions under study must also contain high densities of molec-
ular hydrogen, dust, and other important constituents.

The rotational properties of different molecules often 
make them suitable as probes of regions with different physi-
cal properties. Formaldehyde may provide the most useful 
information on one region, carbon monoxide on another, 
and water on yet another, depending on the densities and 
temperatures of the regions involved. The data obtained 
thereby equip astronomers with a sophisticated spectro-
scopic “toolbox” for studying the interstellar medium.

For example, Figure 18.19 shows some of the sites where 
formaldehyde molecules have been detected near M20. 
At practically every dark area sampled between M16 and 
M8, the formaldehyde molecule is present in surprisingly 
large abundance (although it is still far less common than 
H2). Analyses of spectral lines at many locations along 
the 12°-wide swath shown in Figure 18.5 indicate that 
the temperature and density are much the same in all the 
molecular clouds studied (50 K and 1011 molecules/m3, on 
average). Figure 18.20 shows a contour map of the distribution 

We are fortunate that molecules emit radio radiation, 
because they are invariably found in the densest and dustiest 
parts of interstellar space. These are regions where the absorp-
tion of shorter wavelength radiation is enough to prohibit the 
use of ultraviolet, optical, and most infrared techniques that 
might ordinarily detect changes in the energy states of the 
molecules. Only low-frequency radio radiation can escape.

Why are molecules found only in the densest and dark-
est of the interstellar clouds? One possible reason is that the 
dust serves to protect the fragile molecules from the normally 
harsh interstellar environment—the same absorption that pre-
vents high-frequency radiation from getting out to our detec-
tors also prevents it from getting in to destroy the molecules. 
Another possibility is that the dust acts as a catalyst that helps 
form the molecules. The grains provide both a place where 
atoms can stick together and react and a means of dissipating 
any heat associated with the reaction, which might otherwise 
destroy the newly formed molecules. Probably the dust plays 
both roles; the close association between dust grains and mol-
ecules in dense interstellar clouds argues strongly in favor of 
this view, although the details are still being debated.

Molecular Tracers
In mapping molecular clouds, radio astronomers are faced 
with a problem. Molecular hydrogen (H2) is by far the most 
common constituent of these clouds, but unfortunately, 
despite its abundance, this molecule does not emit or absorb 
radio radiation. Rather, it emits only short-wavelength ultra-
violet radiation, so it cannot easily be used as a probe of cloud 
structure. Nor are 21-cm observations helpful—they are sen-
sitive only to atomic hydrogen, not to the molecular form of 
the gas. Theorists had expected H2 to abound in these dense, 
cold pockets of interstellar space, but proof of its existence was 
hard to obtain. Only when spacecraft measured the ultravio-
let spectra of a few stars located near the edges of some dense 
clouds was the presence of molecular hydrogen confirmed.

With hydrogen effectively ruled out as a probe of molecular 
clouds, astronomers must use observations of other molecules 
to study the dark interiors of these dusty regions. Molecules 
such as carbon monoxide (CO), hydrogen cyanide (HCN), 
ammonia (NH3), water (H2O), methyl alcohol (CH3OH), for-
maldehyde (H2CO), and about 150 others, some quite complex, 
are now known to exist in interstellar space.* These molecules 
are found only in very small quantities—they are generally  
1 million to 1 billion times less abundant than H2—but they 
are important as tracers of a cloud’s structure and physical 

*Some remarkably complex organic molecules, including formaldehyde 
(H2CO), ethyl alcohol (CH3CH2OH), methylamine (CH3NH2), and for-
mic acid (H2CO2), have been found in the densest of the dark interstel-
lar clouds. Their presence has fueled speculation about the origins of life, 
both on Earth and in the interstellar medium—especially since the report 
(still unconfirmed) by radio astronomers in the mid-1990s of evidence that 
glycine (NH2CH2COOH), one of the key amino acids that form the large 
protein molecules in living cells, may also be present in interstellar space.

R I V U X G

▲ figure 18.19 M20’s environment Spectra indicate that 
formaldehyde molecules exist in the extended environment (arrows) 
around M20. Formed by the absorption of background radiation, the 
spectral lines are most intense both in the dark dust lanes trisecting 
the nebula and in the dark regions beyond the nebula. (Background 
image: AURA)
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The Big Question Might life have originated in space and then been delivered to Earth billions  
of years ago? That’s a question often asked by astronomers, now that so many organic (carbon-rich) 
molecules have been detected in the dark depths of interstellar space. Yet the formation of complex 
molecules in extremely cold and tenuous environments still puzzles chemists, and geologists are unsure 
whether asteroids or comets could really have transported organic molecules to Earth’s surface.

Chapter Review
SuMMAry

 1 The interstellar medium 
(p. 450) occupies the space 
among the stars. It is made 
up of cold (less than 100 K) 
gas, mostly atomic or molecular hydrogen and helium, and dust 
grains (p. 450). Interstellar dust is highly effective at blocking 
our view of distant stars, even though the density of the interstel-
lar medium is very low. The spatial distribution of interstellar 

matter is patchy. The general diminution of starlight by dust is 
called extinction (p. 450). In addition, the dust preferentially 
absorbs short-wavelength radiation, leading to a distinct reddening 
(p. 451) of light passing through interstellar clouds. Interstel-
lar dust is thought to be composed of silicates, graphite, iron, and 
“dirty ice.” Interstellar dust particles are apparently elongated or 
rodlike. The polarization (p. 453) of starlight provides a means 
of studying these particles.

of formaldehyde molecules in the immediate vicinity of the 
M20 nebula. After radio spectral lines of formaldehyde were 
observed at various locations, contours connecting regions 
of similar abundance were drawn. Notice that the amount 
of formaldehyde (and, we assume, the amount of hydrogen) 
peaks in a dark region well away from the visible nebula.

Radio maps of interstellar gas and infrared maps of 
interstellar dust reveal that molecular clouds do not exist 
as distinct objects in space. Rather, they make up huge 
molecular cloud complexes, typically up to 50 pc across 
and containing enough gas to make a million stars like 
our Sun. About a thousand such giant complexes are cur-
rently known in our Galaxy.

In recent years, astronomers have come to realize 
that the interstellar medium is a dynamic, ever-changing 
environment, in which energy released by newborn stars 
(Chapter 19) and supernovae (Chapter 21) drives large-
scale, turbulent motion in the interstellar gas. In this view, 
the cold molecular clouds we see are simply regions of 
dense gas temporarily compressed by the overall f low—
transient islands in a sea of surrounding chaos.

The discovery of many interstellar molecules in the 
1970s forced astronomers to rethink and reobserve interstel-
lar space. In doing so, they realized that this active and vital 
domain is far from the void suspected by theorists not long 
before. As we will see in Chapter 19, regions of space once 
thought to contain nothing more than galactic “garbage”—
the cool, tenuous darkness among the stars—now play a 
critical role in our understanding of stars and the interstel-
lar medium from which they are born.

proCeSS of SCieNCe Check

4 In mapping molecular clouds, why do astronomers 
use observations of “minority” molecules such as 
carbon monoxide and formaldehyde when these 
molecules constitute only a tiny fraction of the total 
number of molecules in interstellar space?

R I V U X G

H2CO peak

5 light-years

▲ figure 18.20 Molecules Near M20 this contour map of 
formaldehyde near the M20 nebula shows how that molecule is more 
abundant in the darkest interstellar regions. the contour values 
increase from the outside to the inside, so the maximum density of 
formaldehyde lies just to the bottom right of the visible nebula. the 
different colored contours outline the intensity of formaldehyde 
spectral lines at different frequencies. (Background image: AURA)
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 For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.

Review and Discussion
 1. LO1 Give a brief description of the interstellar medium. 

How dense is it, and how is it distributed throughout 
space?

 2. What is the composition of interstellar gas? What about  
interstellar dust?

 3. Why is interstellar dust so much more effective than inter-
stellar gas at absorbing starlight?

 4. Compare the reddening of stars by interstellar dust with the 
reddening of the setting Sun.

 5. What does the polarization of starlight tell us about the  
interstellar medium?

 6. What are some methods that astronomers use to study  
interstellar dust?

 7. LO2 What is an emission nebula?

 8. What is photoevaporation, and how does it change the 
structure and appearance of an emission nebula?

 9. Why are some spectral lines observed in emission nebulae 
not normally seen in laboratories on Earth?

 10. What is the Local Bubble? How did it form?
 11. LO3 POS Describe some ways in which we can “see” a dark  

interstellar cloud.
 12. Give a brief description of a dark dust cloud.
 13. LO4 What is 21-cm radiation? With what element is it  

associated? Why is useful to astronomers?
 14. LO5 POS How do astronomers explore the structure of 

molecular cloud complexes?
 15. If our Sun were surrounded by a cloud of gas, would this 

cloud be an emission nebula? Why or why not?

 2 A nebula (p. 453) is a fuzzy bright or 
dark patch on the sky. Emission nebulae 
(p. 453) are extended clouds of hot, glowing 
interstellar gas. Associated with star forma-
tion, they result when hot O- and B-type stars 
heat and ionize their surroundings. Studies of 
the emission lines produced by excited nebular 
atoms allow astronomers to measure the properties of nebulae. 
Nebulae are often crossed by dark dust lanes (p. 455), part of 
the larger cloud from which they formed.
 3 Dark dust clouds (p. 459) are 
cold, irregularly shaped regions in the 
interstellar medium whose constitu-
ent dust diminishes or completely 
obscures the light from background 
stars. The interstellar medium also 
contains many cold, dark molecular 
clouds (p. 463), which are cool and 
dense enough that much of the gas 
exists in molecular form. Dust within 
these clouds probably both protects 
the molecules and acts as a catalyst to 

help them form. Often, several molecular clouds are found close 
to one another, forming an enormous molecular cloud complex 
(p. 465) millions of times more massive than the Sun.
 4 Cold, dark regions of interstellar 
space containing atomic hydrogen can be 
observed in the radio spectrum via the 
21-centimeter radiation (p. 462) pro-
duced when the electron in an atom of 
hydrogen reverses its spin, changing its 
energy slightly in the process. Molecu-
lar clouds are observed mainly through the radio radiation emit-
ted by the molecules they contain. Radio waves are not appreci-
ably absorbed by the interstellar medium, so astronomers making 
observations at these wavelengths can often “see” to great distances.
 5 Hydrogen is by far the most common 
constituent of molecular clouds, but molecular  
hydrogen is very hard to observe. Astrono-
mers usually study these clouds via observa-
tions of other “tracer” molecules that are less 
common, but much easier to detect. Many 
complex molecules have been identified in 
these regions.

Star

Stellar spectrum

Cloud 1

Cloud 2

Broad stellar absorption lines

Narrow absorption
lines from cloud 1

Fainter narrow absorption
lines from cloud 2

Conceptual Self-Test: Multiple Choice
 1. The chemical composition of the interstellar medium is 

basically similar to that of (a) the Sun; (b) Earth; (c) Venus; 
(d) Mars.

 2. The density of atoms in the interstellar medium is most 
similar to (a) wildfire smoke; (b) dark rain clouds; (c) deep 
ocean water; (d) the interior of a TV tube.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • The average density of interstellar gas within the Local 
Bubble is much lower than the value mentioned in the text—
in fact, it is roughly 103 hydrogen atoms/m3. Given that the 
mass of a hydrogen atom is 1.7 × 1−27 kg, calculate the total 
mass of interstellar matter contained within a bubble volume 
equal in size to planet Earth.

 2. • Assume the same average density as in the previous ques-
tion, and calculate the total mass of interstellar hydrogen 
contained within a cylinder of cross-sectional area 1 m2, 
extending from Earth to Alpha Centauri.

 3. •• Given the average density of interstellar matter stated in 
Section 18.1, calculate how large a volume of space would 
have to be compressed to make a cubic meter of gas equal in 
density to air on Earth (1.2 kg/m3).

 4. • Interstellar extinction is sometimes measured in mag-
nitudes per kiloparsec (1 kpc = 1000 pc). Light from a star 
1500 pc away is observed to be diminished in intensity by a 
factor of 20 over and above the effect of the inverse-square 
law. What is the average interstellar extinction, in mag/kpc, 
along the line of sight?

 5. •• A beam of light shining through a dense molecular 
cloud is diminished in intensity by a factor of 2 for every 
5 pc it travels. By how many magnitudes is the light from a 
background star dimmed if the total thickness of the cloud 
is 60 pc?

 6. •• A star of apparent magnitude 10 lies 500 pc from Earth. 
If interstellar absorption results in an average extinction of 
2 mag/kpc, calculate the star’s absolute magnitude and 
luminosity.

 7. •• Estimate the escape speeds near the edges of the four 
emission nebulae listed in Table 18.1, and compare them 
with the average speeds of hydrogen nuclei in those nebulae. 

 (More Precisely 8-1) Do you think it is possible that the 
nebulae are held together by their own gravity?

 8. • To carry enough energy to ionize a hydrogen atom, a 
photon must have a wavelength of less than 9.12 × 10−8 m  
(91.2 nm). Using Wien’s law, calculate the temperature a star 
must have for the peak wavelength of its blackbody curve to 
equal this value.  (Sec. 3.4)

 Individual
 1. Observe the Milky Way on a dark, clear night away from city 

lights. Is it a continuous band of light across the sky, or is it 
mottled? The parts of the Milky Way that appear missing 
are actually dark dust clouds lying relatively near the Sun. 
Identify the constellations in which you see these clouds. 
Make a sketch and compare with a star atlas. Find other 
small clouds in the atlas and try to find them with your eye 
or with binoculars.

Activities
 Collaborative

 1. Observe the Messier objects M8, M16, M17, M20, and M42—
star-forming regions described in this chapter. Not all are 
easily observable on any given night, so do some advance re-
search online and make a list of which are visible. A small 
telescope will give the best results in most cases, and you may 
want to observe in shifts over the course of the night. For 
each object, carefully follow the instructions for locating it, 
and sketch it (or photograph it, if you have the equipment). 
Compare your sketch to the images in this chapter.

the cloud; (d) the region is too cold to sustain stellar  
fusion.

 7. If a proton and an electron within a hydrogen atom initially 
have parallel spins, then change to have antiparallel spins, 
the atom must (a) absorb energy; (b) emit energy; (c) become 
hotter; (d) become larger.

 8. The telescope best suited to observing dark dust clouds is  
(a) an X-ray telescope; (b) a large visible-light telescope;  
(c) an orbiting ultraviolet telescope; (d) a radio telescope.

 9. The largest interstellar clouds are (a) molecular clouds;  
(b) dark dust clouds; (c) emission nebulae; (d) globules.

 10. Molecular clouds are routinely studied using spectral lines 
from all but which of the following? (a) Molecular hydrogen; 
(b) Carbon monoxide; (c) Formaldehyde; (d) Water.

 3. Of the following objects, the one that shines most like an 
emission nebula shines is (a) a regular incandescent light-
bulb with a filament; (b) a red hot ember from a campfire; 
(c) a glowing fluorescent light tube; (d) a star like the Sun.

 4. Stars interact with emission nebulae by (a) exciting their 
atoms enough to emit light; (b) illuminating them like an 
advertising billboard; (c) causing them to contract; (d) heat-
ing them so they explode.

 5. A dark interstellar globule is about the same size as (a) a 
cloud in Earth’s atmosphere; (b) the entire planet Earth;  
(c) a star like the Sun; (d) the Oort cloud.

 6. VIS The Ophiuchi cloud, shown in Figure 18.13 (“Dark 
Dust Cloud”), is dark because (a) there are no stars in  
this region; (b) the stars in this region are young and faint; 
(c) starlight from behind the cloud does not penetrate  
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Left: This remarkable image—actually a large mosaic of a billion bits of data stitched 

together from hundreds of smaller images—shows a classic star-forming region. The 

Hubble Space Telescope captured this optical view of the Orion Nebula, a stellar nursery 

lying roughly 1400 light-years from Earth, populated with thousands of young stars that 

have recently emerged from the loose matter comprising the surrounding nebulosity. 

The infrared spectrum at bottom was acquired by Europe’s Herschel Space Observatory, 

another outstanding telescope orbiting Earth. This chapter-opener represents  

state-of-the art photography and spectroscopy in astronomy today. (STScI; ESA)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Star Formation
A TrAuMATic BirTH

19
We now move from the interstellar medium—the gas and dust 
among the stars—back to the stars themselves. The next four 
chapters discuss the formation and evolution of stars. We have 
already seen that stars change as they consume their fuel supply, and 
we have extensive observational evidence of stars at many different 
evolutionary stages. With the help of these observations, astronomers 
have developed an understanding of stellar evolution—the complex 
changes undergone by stars as they form, mature, grow old, and die.

We begin by studying how interstellar clouds of gas and dust are 
transformed into the myriad stars throughout the night sky. As we 
will see, the process is far from gentle—stellar nurseries are scenes 
of violent outbursts, interstellar shock waves, even actual collisions, 
as prestellar fragments grow in mass and compete for resources 
in a newborn cluster. The Sun and planet Earth are survivors of a 
similarly violent environment, some 4.5 billion years ago.

The Big Picture Few issues in astronomy are more basic 
than knowing how stars originate. Stars are the most numerous 
and obvious residents of the nighttime sky—just look up on any 
clear night. Astronomers are eager to understand the details of 
how stars emerge from the dark messiness of interstellar space 
to become bright round balls of intense energy. The process is a 
remarkable one and we have learned much about it in the past 
few decades.

Learning Outcomes

Studying this chapter will enable you to

1  Summarize the sequence of events 
leading to the formation of a star 
like our Sun.

2  Explain how the formation of a star 
depends on its mass.

3  Describe some of the observational 
evidence supporting the modern 
theory of star formation.

4  Describe the nature of interstellar 
shock waves, and discuss their pos-
sible role in the formation of stars.

5  Explain why stars form in clusters, 
and distinguish between open and 
globular star clusters.
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stars is the largest stellar nursery in our local cosmic neigh-
borhood. The Milky Way may well contain many similarly 
large star clusters, but if they exist, they must be obscured by 
much intervening interstellar material.

Simply put, a star forms when part of the interstellar 
medium—one of the cold dark clouds we studied in Chapter 
18—begins to collapse under its own weight.  (Sec. 18.3) The 
cloud fragment heats up as it shrinks, and eventually its center 
becomes hot enough for nuclear fusion to begin. At that point, 
the contraction stops and a star is born. But what starts the 
collapse? How and why does it end? And what determines the 
mass of the star (or stars) that results?  (Sec. 17.8) As we will 
see, both the environment in which stars form and the effects 
of interactions among neighbors during the star formation 
process are critical in determining stellar properties.

19.1 Star-Forming Regions
Our universe is constantly renewing itself. Literally billions of 
stars have been born, lived out their lives, and died since our 
Galaxy formed. We do not see this activity when we gaze at the 
nighttime sky, because the time scales on which stars play out 
this cosmic drama are enormously long by human standards. 
Even the shortest-lived O-type stars survive for millions of 
years.  (Sec. 17.8) Nevertheless, we have plenty of evidence 
for ongoing stellar evolution throughout the cosmos.

Young Stars in the Universe
Our Sun, and probably most of the stars in our immediate cos-
mic neighborhood, formed billions of years ago.  (Sec. 6.7)  
However, we know that many 
relatively nearby stars are much 
younger than this. The magnifi-
cent emission nebulae discussed 
in Chapter 18 and the ultralumi-
nous, short-lived stars that power 
them are direct proof that star for-
mation is a continuing process.  

 (Sec. 18.2) The hottest stars in 
these regions must have formed less 
than a few million years ago—the 
blink of an eye, in cosmic terms—
and there is no reason to suppose 
that Galactic star formation has 
recently and abruptly ceased! Stars 
are forming all across the Milky 
Way, even as you read this.

In fact, star-forming regions 
are observed in many regions of the 
universe far beyond our own Gal-
axy. Figure 19.1 shows one of the 
most spectacular regions discov-
ered to date. It lies in a small, com-
panion galaxy to our own—one of 
the so-called Magellanic Clouds to 
be studied later in Chapter 23. Some 
170,000 light-years away, this stun-
ningly rich region of young blue 

R I V U X G

▶ figure 19.1 Stellar Nursery This 
combined visible-infrared image captured 
by the new wide-field camera on the 
Hubble Space Telescope shows a highly 
detailed view of the star cluster r136, a 
huge group of bright young blue stars still 
embedded in the glowing reddish nebula, 
called Tarantula, in which they formed a 
few million years ago. The whole region 
shown is about 100 light-years across. 
(NASA/ESA)
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far the most important of these is the random motion of 
atoms—or heat. More Precisely 19-1 discusses some other 
factors that influence—and complicate—the star forma-
tion process.

We have already seen numerous instances of the 
competition between heat and gravity.  (More Precisely 
8-1) The temperature of a gas is simply a measure of the 

Gravity and Heat
What determines which interstellar clouds collapse? For 
that matter, since all clouds exert a gravitational pull, why 
didn’t they all collapse long ago? To answer these ques-
tions and understand the processes leading to the stars we 
see, we must explore in a little more detail the factors that 
compete with gravity in determining a cloud’s fate. By 

Competition in Star formation
In the text we present star formation as a competition between 
gravity, which tends to make interstellar clouds collapse, and 
heat, which opposes it. In fact, the interstellar medium is a 
lot more complicated, and heat isn’t the only factor opposing 
gravitational contraction. Two other important factors 
affecting star formation are rotation and magnetism.

Rotation—spin—competes with gravity’s inward pull. 
As we saw in Chapter 6, a contracting cloud having even  
a small spin will develop a bulge around its midsection.  

 (Sec. 6.6) As the cloud contracts, it spins faster (to 
conserve its angular momentum), the bulge grows, and 
material on the edge tends to f ly off into space. (Think of 
mud f lung from a rapidly rotating bicycle wheel.) Eventually, 
as in Figure 6.9, the cloud forms a f lattened, rotating disk.

For material to remain part of the cloud and not be spun 
off into space, a force must be applied—in this case, the force of 
gravity. The more rapid the rotation, the greater is the tendency 
for the gas to escape, and the greater is the gravitational force 
needed to retain it. Hence, we can regard rotation as opposing 
the inward pull of gravity. Should rotation overpower gravity, 
the cloud would disperse. Thus, more mass is needed for a rap-
idly rotating interstellar cloud to contract to form a star than is 
needed for a nonrotating cloud.

Magnetism can also hinder a cloud’s contraction. 
Magnetic fields permeate most interstellar clouds. As a cloud 
contracts, it heats up, and atomic encounters become violent 
enough to (partly) ionize the gas. As noted in Chapter 7 in 
discussing Earth’s Van Allen belts, and in Chapter 16 in 
discussing activity on the Sun, magnetic fields can exert 
electromagnetic control over charged particles.  (Secs. 
7.5, 16.5) In effect, the particles tend to become “tied” to the 
magnetic field—they are free to move along the field lines, but 
are inhibited from moving perpendicular to them.

Magnetism can hinder the contraction of an interstellar 
gas cloud, causing it to contract in a distorted way. Because the 
ions are tied to the magnetic field, the field lines (red) follow 
the contraction of the cloud, which itself shrinks more rapidly 
along the field lines than perpendicular to them. The three 
frames in the accompanying figure trace the evolution of a 
slowly contracting interstellar cloud having some magnetism. 
The dashed lines represent regions where the field lines are 
distorted and compressed as the cloud shrinks. As the field 
lines are compressed, the magnetic field strength increases, 

MOrE PrEciSEly 19-1

becoming much larger than that normally permeating 
interstellar space. The primitive solar nebula may have 
contained a strong magnetic field created in just this manner.

Even small amounts of rotation or magnetism can 
compete with gravity and greatly alter the evolution of a 
typical gas cloud, but the interplay among these factors is 
complex and extremely difficult to study theoretically. In 
this chapter, we will try to understand the broad outlines of 
the star-formation process by neglecting these two compli-
cating factors. Bear in mind, however, that both are impor-
tant in determining the details.

Time proceeds from top to bottom
in these three frames.
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computers. The results are mathematical predictions of a 
multifaceted problem incorporating gravity, heat, nuclear 
reaction rates, elemental abundances, and other physical 
processes operating in contracting interstellar clouds (see 
More Precisely 19-1).

Scientific theories always develop in response to experi-
mental or observational data, and theories of star formation 
are no exception.  (Sec. 1.2) The theory of star formation 
has evolved to explain innumerable observations of stars 
and star-forming regions. However, the phenomenology in 
this case is so complex and diverse that it is helpful to have 
a theoretical framework to “connect the dots” between phe-
nomena that might otherwise appear unrelated. Accord-
ingly, we present the theory first and then discuss how and 
where the observational data fit into and support the theo-
retical picture.

CoNCept Check

4 What basic competitive process controls star 
formation?

19.2  The Formation of Stars Like 
the Sun

Star formation begins when gravity begins to dominate 
over heat, causing a cloud to lose its equilibrium and start 
contracting. Only after the cloud has undergone radical 
changes in its internal structure is equilibrium finally 
restored.

In the process of becoming a main-sequence star like the 
Sun, an interstellar cloud goes through seven basic evolution-
ary stages, as listed in Table 19.1. The stages are characterized 
by varying central temperatures, surface temperatures, cen-
tral densities, and radii of the prestellar object. They trace its 
progress from a cold, dark interstellar cloud to a hot, bright 
star. The numbers given in the table and in the following 
discussion are valid only for stars of approximately the same 
mass as that of the Sun. In the next section, we will relax this 
restriction and consider the formation of stars with masses 
different from that of the sun.

average speed of the atoms or molecules in it, so the 
higher the temperature, the greater the average speed of 
the molecules and hence the higher the pressure of the 
gas. This is the main reason that the Sun and other stars 
don’t collapse: The outward pressure of their heated gases 
exactly balances gravity’s inward pull.  (Fig. 16.2)

Consider a small portion of a large cloud of interstellar 
gas. Concentrate first on just a few atoms, as shown in  
Figure 19.2. Even though the cloud’s temperature is very 
low, each atom still has some random motion because of 
the cloud’s heat.  (More Precisely 3-1) Each atom is also 
influenced by the gravitational attraction of all its neigh-
bors. The gravitational force is not large, however, because 
the mass of each atom is so small. When a few atoms acci-
dentally cluster for an instant, as shown in Figure 19.2(b), 
their combined gravity is insufficient to bind them into a 
lasting, distinct clump of matter. This accidental cluster 
will disperse as quickly as it forms. The effect of heat is 
much stronger than the effect of gravity.

Now consider a larger group of atoms. Imagine, for exam-
ple, 50, 100, 1000—even a million—atoms, each gravitation-
ally pulling on all the others. With increased mass, the force 
of gravity is now stronger than before. Will this many atoms 
exert a combined gravitational attraction strong enough to 
prevent the clump from dispersing again? The answer—at 
least under the conditions found in interstellar space—is still 
no. The gravitational attraction of even this mass of atoms is 
still far too weak to overcome the effect of heat.

How many atoms must be accumulated in order for 
their collective pull of gravity to prevent them from dispers-
ing back into interstellar space? The answer, even for a typical 
cool (100 K) cloud, is a truly huge number. Nearly 1057 atoms 
are required—much more than the 1025 grains of sand on all 
the beaches of the world and even more than the 1051 elemen-
tary particles that constitute all the atomic nuclei in our entire 
planet. There is simply nothing on Earth comparable to a star.

Modeling Star Formation
The next two sections describe the currently accepted 
theoretical view of star formation, derived in large part 
from numerical experiments performed on high-speed 

If more than a few atoms interact,
the group would come together, 

start to slide by, but then pause, and �nally contract into a clump.

(a)
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◀ figure 19.2 Atomic Motions  
The motions of a few atoms within an 
interstellar cloud are influenced by  
gravity so slightly that the atoms’  
paths are hardly changed (a) before, 
(b) during, and (c) after an accidental, 
random encounter.
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when a nearby O- or B-type star forms and ionizes its sur-
roundings, squeezes a cloud beyond the point where pres-
sure can resist gravity’s inward pull.  (Secs. 16.2, 17.5) Or 
perhaps the cloud’s supporting magnetic field leaks away as 
charged particles slowly drift across the confining field lines, 
leaving the gas unable to support its own weight (More Pre-
cisely 19-1).

Whatever the cause, theory suggests that once the 
collapse begins, fragmentation into smaller and smaller 
clumps of matter naturally follows, as gravitational 
instabilities continue to operate in the gas. As illustrated 
in Figure 19.3, a typical cloud can break up into tens, 
hundreds, or even thousands, of fragments, each imi-
tating the shrinking behavior of the parent cloud and 
contracting ever faster. The whole process, from a single 
stable cloud to many collapsing fragments, takes a few 
million years.

In this way, depending on the precise conditions under 
which fragmentation takes place, an interstellar cloud can 
produce either a few dozen stars, each much larger than 

Note again the time scales involved in these stages—
even the shortest spans a thousand human generations. 
Astronomers have not gained this insight by watching a 
single cloud or group of clouds evolve from start to finish. 
Rather, they combine theory and observation to refine a 
still evolving mathematical model of how stars form.

Stage 1: An Interstellar Cloud
The first stage in the star-formation process is a dense 
interstellar cloud—the core of a dark dust cloud or perhaps 
a molecular cloud. These clouds are truly vast, sometimes 
spanning tens of parsecs (1014–1015 km) across. Typical 
temperatures are about 10 K throughout, with a density 
of perhaps 109 particles/m3. Stage-1 clouds contain thou-
sands of times the mass of the Sun, mainly in the form 
of cold atomic and molecular gas. (The dust in a stage-1 
cloud both cools the cloud as it contracts and plays a cru-
cial role in planet formation, but it constitutes a negligible 
fraction of the total mass of the cloud.)  (Sec. 15.2)

Despite their low internal tem-
peratures, most observed dark inter-
stellar clouds seem to have enough 
internal pressure to support them-
selves against the force of gravity.  

 (More Precisely 8-1) However, if 
such a cloud is to be the birthplace of 
stars, it must become unstable, start 
to collapse under its own gravity, 
and eventually break up into smaller 
pieces. Most astronomers think that 
the process of star formation is trig-
gered when some external event, such 
as the shock of a nearby stellar explo-
sion or the pressure wave produced 

In reality, no interstellar cloud ever fragments this neatly; it’s usually a mess.

▲ figure 19.3 Cloud fragmentation As an interstellar cloud contracts, gravitational  
instabilities cause it to fragment into smaller pieces. The pieces themselves continue to fall  
inward and fragment, eventually forming many tens or hundreds of individual stars.

Stage Approximate time  
to Next Stage  

(yr)

Central  
temperature 

(K)

Surface  
temperature 

(K)

Central  
Density  

(particles/m3)

Diameter*  
(km)

object

1 2 * 106 10 10 109 1014 Interstellar cloud

2 3 * 104 100 10 1012 1012 Cloud fragment
Cloud fragment/protostar

3 105 10,000 100 1018 1010  

4 106 1,000,000 3000 1024 108 Protostar

5 107 5,000,000 4000 1028 107 Protostar

6 3 * 107 10,000,000 4500 1031 2 * 106 Star

7 1010 15,000,000 6000 1032 1.5 * 106 Main-sequence star

* Round numbers; for comparison, recall that the diameter of the Sun is 1.4 * 106 km, whereas that of the solar system is roughly 1.5 * 1010 km.

tAbLe 19.1 Prestellar Evolution of a Solar-Type Star
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fragment than near the edge, so the outside is both cooler 
and thinner than the interior. By this time, the central den-
sity is approximately 1018 particles/m3 (still only 10−9 kg/m3 
or so).

For the first time, our contracting cloud fragment is 
beginning to resemble a star. The dense, opaque region at 
the center is called a protostar—an embryonic object at the 
dawn of star birth. The protostar’s mass grows as more and 
more material rains down on it from the surrounding, still 
shrinking, fragment. However, the protostar’s radius con-
tinues to decrease because pressure is still unable to over-
come the relentless pull of gravity. After stage 3, we can 
distinguish a “surface” on the protostar—its photosphere. 
Inside the photosphere, the protostellar material is opaque 
to the radiation it emits.* From here on, the surface tem-
peratures listed in Table 19.1 refer to the photosphere of 
the collapsing fragment and not to its low-density “periph-
ery,” where radiation can easily escape and the temperature 
remains low.

Stage 4: A Protostar
As the protostar evolves, it shrinks, its density grows, and its 
temperature rises, both in the core and at the photosphere. 
Some 100,000 years after the fragment began to form, it 
reaches stage 4, where its center seethes at about 1,000,000 
K. Electrons and protons ripped from atoms whiz around 
at hundreds of kilometers per second, yet the temperature 
is still well short of the 107 K needed to ignite the proton– 
proton nuclear reactions that fuse hydrogen into helium.  

 (Sec. 16.6) Still much larger than the Sun, our gassy heap 
is now about the size of Mercury’s orbit. Heated by the mate-
rial falling on it from above, it now has a surface temperature 
of a few thousand kelvins.

Knowing the protostar’s radius and surface tempera-
ture, we can calculate its luminosity. Surprisingly, it turns 
out to be several thousand times the luminosity of the Sun. 
Even though the protostar has a surface temperature only 
about half that of the Sun, it is hundreds of times larger, 
making its total luminosity very large indeed—in fact, 
much greater than the luminosity of most main-sequence 
stars. Because nuclear reactions have not yet begun, the 
protostar’s luminosity is due entirely to the release of 
gravitational energy as the protostar continues to shrink 
and material from the surrounding fragment continues to 
fall onto its surface.

By the time stage 4 is reached, our protostar’s physi-
cal properties can be plotted on the Hertzsprung–Russell 
(H–R) diagram, as shown in Figure 19.4. Recall that an H–R 
diagram is a plot of two key stellar properties: surface tem-
perature (increasing to the left) and luminosity (increasing 

our Sun, or a whole cluster of hundreds of stars, each com-
parable to or smaller than our Sun. There is little evidence 
of stars born in isolation, one star from one cloud. Most 
stars—perhaps even all stars—appear to originate as mem-
bers of multiple systems or large groups of stars. The Sun, 
which is now found alone and isolated in space, probably 
escaped from the larger system in which it formed, perhaps 
after an encounter with another star or some much larger 
object (such as a molecular cloud).

Stage 2: A Collapsing Cloud Fragment
The second stage in our evolutionary scenario represents 
the physical conditions in just one of the many fragments 
that develop in a typical interstellar cloud. A fragment des-
tined to form a star like the Sun contains between 1 and  
2 solar masses of material at this stage. Estimated to span a 
few hundredths of a parsec across, this fuzzy, gaseous blob is 
still about 100 times the size of our solar system. Its central 
density by this time is roughly 1012 particles/m3.

Even though the fragment has shrunk substantially, its 
average temperature is not much different from that of the 
original cloud. The reason is that the gas constantly radi-
ates large amounts of energy into space. The material of the 
fragment is so thin that photons produced within it easily 
escape without being reabsorbed by the cloud, so virtu-
ally all the energy released in the collapse is radiated away 
and does not cause any significant increase in temperature. 
Only at the center, where the radiation must traverse the 
greatest amount of material to escape, is there any apprecia-
ble temperature rise. The gas there may be as warm as 100 K  
by this stage. For the most part, however, the fragment stays 
cold as it shrinks.

The process of continued fragmentation is eventually 
stopped by the increasing density within the shrinking cloud. 
As stage-2 fragments continue to contract, they eventually 
become so dense that radiation cannot get out of the cloud 
easily. The trapped radiation then causes the temperature to 
rise, the pressure to increase, and the fragmentation to cease.

Stage 3: Fragmentation Ceases
By the start of stage 3, several tens of thousands of years 
after it first began contracting, a typical stage-2 fragment has 
shrunk to roughly the size of our solar system (still 10,000 
times the size of our Sun). The density in the inner regions 
has just become high enough that the gas is opaque to the 
radiation it emits, so the core of the fragment begins to heat 
up considerably, as noted in Table 19.1. The central tem-
perature has reached about 10,000 K—hotter than the hot-
test steel furnace on Earth. However, the temperature in the 
fragment’s outer parts has not increased much. The gas there 
is still able to radiate its energy into space and so remains 
cool. The density increases much faster in the center of the 

*Note that this is the same definition of “surface” that we used for the Sun 
in Chapter 16.  (Sec. 16.1)
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upward).  (Sec. 17.5) The luminosity scale in the figure 
is expressed in terms of the solar luminosity (4 * 1026 W). 
Our G2-type Sun is plotted at a temperature of 6000 K and 
a luminosity of 1 unit. As before, the dashed diagonal lines 
in the H–R diagram represent an object’s radius, allowing 
us to follow the changes in the protostar’s size as it evolves. 
At each phase of the star’s evolution, its surface temperature 
and luminosity can be represented by a point on the dia-
gram. The motion of that point as the star evolves is known 
as the star’s evolutionary track. It is a graphical representa-
tion of a star’s life.

The red track in Figure 19.4 depicts the approximate 
path followed by our interstellar cloud fragment since it 
became a protostar at stage 3 (which itself lies off the right-
hand edge of the figure). This early evolutionary track is 
known as the Kelvin–Helmholtz contraction phase, after the 
two European physicists (Lord Kelvin and Hermann von 
Helmholtz) who first studied the subject.

Figure 19.5 is an artist’s sketch of an interstellar gas 
cloud proceeding along the evolutionary path outlined so 
far. As the stage-3 fragment contracts, it spins faster (to 
conserve angular momentum) and flattens into a rotating 
protostellar disk perhaps 100 AU in diameter, surround-
ing the central stage-4 protostar.  (More Precisely 6-1)  
Recall that we first saw this process in Chapter 6, where 
we referred to the disk as the solar nebula.  (Sec. 6.7)  
If the star is ultimately going to have a planetary system, by 
stage 4 that process is already well underway.  (Sec. 15.2)  
However, regardless of whether planets actually form, 

astronomers think that protostellar 
disks are common—the vast major-
ity of protostars (perhaps all) are 
accompanied by disks at this stage of 
their evolution.

Our protostar is still not in equi-
librium. Even though its temperature 
is now so high that outward-directed 
pressure has become a powerful 
countervailing influence against 
gravity’s continued inward pull, the 
balance is not yet perfect. The proto-
star’s internal heat gradually diffuses 
out from the hot center to the cooler 
surface, where it is radiated away into 
space. As a result, the overall con-
traction slows, but it does not stop 
completely. From our perspective 
on Earth, this is quite fortunate: If 
the heated gas were somehow able to 
counteract gravity completely before 
the star reached the temperature and 
density needed to start nuclear burn-
ing in its core, the protostar would 
simply radiate away its heat and never 

▲ figure 19.4 protostar on the H–r Diagram The red arrow 
indicates the approximate evolutionary track followed by an interstellar 
cloud fragment before reaching the end of the Kelvin–Helmholtz 
contraction phase as a stage-4 protostar. The boldface numbers on 
this and subsequent H–r plots refer to the prestellar evolutionary 
stages listed in Table 19.1.

A protostar �rst appears on the
H–R diagram up here .
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As a cloud contracts, it grows hotter,
denser, and more active.

Time

Stage 1 Stage 2 Stage 3/4 Stage 5

2 * 106 yr 3 * 104 yr 105 yr 107 yr

▲ figure 19.5 interstellar Cloud evolution Artist’s conception of the changes in an 
interstellar cloud during the early evolutionary stages outlined in Table 19.1. (Not drawn to scale.) 
The duration of each stage, in years, is indicated.
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Stage 5: Protostellar Evolution
By stage 5 on the Hayashi track, the protostar approaches 
the main sequence. It has shrunk to about 10 times the size 
of the Sun, its surface temperature is about 4000 K, and 
its luminosity has fallen to about 10 times the solar value. 
At this point, the central temperature has reached about 
5,000,000 K. The gas is completely ionized by now, but the 
protons still do not have enough thermal energy to over-
come their mutual electromagnetic repulsion and enter the 
realm of the nuclear binding force.  (Sec. 16.6) The core is 
still too cool for nuclear fusion to begin.

Events proceed more slowly as the protostar 
approaches the main sequence. The initial contraction 
and fragmentation of the interstellar cloud occurred quite 
rapidly, but by stage 5, as the protostar nears the status of 
a full-f ledged star, its evolution slows. The cause of this 
slowdown is heat: Even gravity must struggle to compress 
a hot object. The contraction is governed largely by the 
rate at which the protostar’s internal energy can be radi-
ated away into space. The greater this radiation of internal 
energy—that is, the more rapidly energy moves through 
the star to escape from its surface—the faster the contrac-
tion occurs. As the luminosity decreases, so, too, does the 
rate of contraction.

Stage 6: A Newborn Star
Some 10 million years after its first appearance, the pro-
tostar finally becomes a true star. By the bottom of the 
Hayashi track, at stage 6, when our roughly 1-solar-mass 
object has shrunk to a radius of about 1,000,000 km, 
the contraction has raised the central temperature to 
10,000,000 K, enough to ignite nuclear burning. Protons 
begin fusing into helium nuclei in the core, and a star is 
born. As shown in Figure 19.6, the star’s surface tempera-
ture at this point is about 4500 K, still a little cooler than 
the Sun. Even though the newly formed star is slightly 
larger in radius than our Sun, its lower temperature means 
that its luminosity is somewhat less than (actually, about 
two-thirds of) the solar value.

Stage 7: The Main Sequence at Last
Over the next 30 million years or so, the stage-6 star con-
tracts a little more. In making this slight adjustment, the 
star’s central density rises to about 1032 particles/m3 (more 
conveniently expressed as 105 kg/m3), the central tempera-
ture increases to 15,000,000 K, and the surface temperature 
reaches 6000 K. By stage 7, the star finally arrives at the 
main sequence, just about where our Sun now resides. Pres-
sure and gravity are finally balanced, and the rate at which 
nuclear energy is generated in the core exactly matches the 
rate at which energy is radiated from the surface.

become a true star. The night sky would be abundant in 
faint protostars, but completely lacking in the genuine 
article. Of course, there would be no Sun either, so it is 
unlikely that we, or any other intelligent life-form, would 
exist to appreciate these astronomical subtleties.

After stage 4, the protostar on the H–R diagram 
moves down (toward lower luminosity) and slightly to the 
left (toward higher temperature), as shown in Figure 19.6. 
Its surface temperature remains almost constant, and it 
becomes less luminous as it shrinks. This portion of our 
protostar’s evolutionary path, running from point 4 to 
point 6 in Figure 19.6, is often called the Hayashi track, 
after C. Hayashi, a 20th-century Japanese astrophysicist 
whose groundbreaking work in the 1960s on the evolution 
of pre-main-sequence stars still provides the theoretical 
basis for all studies of star formation.

Protostars on the Hayashi track often exhibit violent 
surface activity during this phase of their evolution, result-
ing in extremely strong protostellar winds, much denser 
than the solar wind that flows from our own Sun. As men-
tioned previously, this portion of the protostar’s evolution is 
often called the T Tauri phase, after T Tauri, the first “star” 
(actually protostar) to be observed in that stage of prestellar 
development.  (Sec. 15.3)

interactive figure 19.6 Newborn Star on the H–r 
Diagram The changes in a protostar’s observed properties 
are shown by the path of decreasing luminosity, from stage  
4 to stage 6, often called the Hayashi track. At stage 7, the 
new born star has arrived on the main sequence.

The protostar drops
down toward the 
main sequence,  

where it becomes    
a genuine star.     
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star clusters (see Section 19.6) provides strong support 
for the modern theory of star formation and stellar struc-
ture.  (Sec. 1.2)

If all gas clouds contained precisely the same ele-
ments in exactly the same proportions, mass would be 
the sole determinant of a newborn star’s location on the 
H–R diagram and the zero-age main sequence would be a 
well-defined line rather than a broad band. However, the 
composition of a star affects its internal structure (mainly 
by changing the opacity of its outer layers), and this in 
turn affects both the star’s temperature and its luminos-
ity on the main sequence. Stars with more heavy ele-
ments tend to be cooler and slightly less luminous than 
stars that have the same mass, but contain fewer heavy 
elements. As a result, differences in composition between 
stars “blur” the zero-age main sequence into the broad 
band we observe.

It is important to realize that the main sequence is 
itself not an evolutionary track—stars do not evolve along it. 
Rather, it is just a “way station” on the H–R diagram where 
stars stop and spend most of their lives—low-mass stars at 
the bottom, high-mass stars at the top. Once on the main 
sequence, a star stays in essentially the same location on the 
H–R diagram during its whole time as a stage-7 object. (In 
other words, a star that arrives on the main sequence as, 
say, a G-type star can never “work its way up” to become 

The evolutionary events just described occur over the 
course of some 40 to 50 million years. Although this is a long 
time by human standards, it is still less than 1 percent of the 
Sun’s lifetime on the main sequence. Once an object begins 
fusing hydrogen in its core and establishes a “gravity-in, 
pressure-out” equilibrium, it is destined to burn steadily for a 
very long time. The star’s location on the H–R diagram—that 
is, its surface temperature and luminosity—will remain vir-
tually unchanged for the next 10 billion years.

CoNCept Check

4 What distinguishes a collapsing cloud from a protostar 
and a protostar from a star?

19.3 Stars of Other Masses
The numerical values and the evolutionary track just 
described are valid only for the case of a 1-solar-mass star. 
The temperatures, densities, and radii of prestellar objects 
of other masses exhibit similar trends, but the numbers 
and the tracks differ, in some cases considerably. Perhaps 
not surprisingly, the most massive fragments within inter-
stellar clouds tend to produce the most massive protostars 
and, eventually, the most massive stars. Similarly, low-mass 
fragments give rise to low-mass stars. Whatever the mass, 
the end point of the prestellar evolutionary track is the 
main sequence.

The Zero-Age Main Sequence
Figure 19.7 compares the theoretical pre-main-sequence track 
taken by the Sun with the corresponding evolutionary tracks 
of a 0.3-solar-mass star and a 3-solar-mass star. All three 
tracks traverse the H–R diagram in the same general manner, 
but cloud fragments that eventually form stars more massive 
than the Sun approach the main sequence along a higher track 
on the diagram, whereas those destined to form less massive 
stars take a lower track. The time required for an interstellar 
cloud to become a main-sequence star also depends strongly 
on its mass. The most massive cloud fragments heat up to the 
required 10 million K and become O-type stars in a mere mil-
lion years, roughly 1

50 the time taken by the Sun. The opposite 
is the case for prestellar objects having masses less than that of 
our Sun. A typical M-type star, for example, requires nearly a 
billion years to form.

A star is considered to have reached the main 
sequence when hydrogen burning begins in its core and 
the star’s properties settle down to stable values. The 
main-sequence line thus predicted by theory is called the 
zero-age main sequence (or ZAMS, for short). The fact 
that the theoretically derived zero-age main sequence 
agrees very well with the actual main sequences observed 
for stars in the vicinity of the Sun and in more distant 

▲ figure 19.7 prestellar evolutionary tracks Prestellar 
evolutionary paths for stars more massive and less massive than 
our Sun.
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to 100 billion cold, dim substellar objects may lurk in the 
depths of interstellar space—a number comparable to the 
total number of “real” stars in our Galaxy.

CoNCept Check

4 Do stars evolve along the main sequence?

19.4  Observations of Cloud 
Fragments and Protostars

How can we verify the theoretical picture just outlined? The 
age of our entire civilization is much shorter than the time 
needed for a single interstellar cloud to contract and form 
a star. We can never observe individual objects proceed 
through the full panorama of star birth. However, we can do 
the next best thing: We can observe many different objects—
interstellar clouds, protostars, and young stars approaching 
the main sequence—as they appear today at different stages 
of their evolutionary paths.

The various evolutionary stages just described draw on 
evidence from different parts of the electromagnetic spec-
trum, and each observation is like part of a jigsaw puzzle. 

 (Sec. 3.3) When properly oriented relative to all the oth-
ers, the pieces can be used to build up a picture of the full 
life cycle of a star.

Evidence of Cloud Contraction
Prestellar objects at stages 1 and 2 are not yet hot enough to 
emit much infrared radiation, and certainly no optical radia-
tion arises from their dark, cool interiors. The best way to 
study the early stages of cloud contraction and fragmentation 
is to observe the radio emission from interstellar molecules 
within those clouds. Consider again M20, the splendid emis-
sion nebula studied in Chapter 18.  (Sec. 18.2) The  bril-
liant region of glowing, ionized gas shown in Figure 18.7 is 
not our main interest here, however; instead, the youthful 
O- and B-type stars that energize the nebula alert us to the 
general environment in which stars are forming. Emission 
nebulae are indicators of star birth.

The region surrounding M20 contains galactic mat-
ter that seems to be contracting. The presence of (optically) 
invisible gas there was illustrated in Figure 18.20, which 
showed a contour map of the abundance of the formalde-
hyde (H2CO) molecule. Formaldehyde and many other 
molecules are widespread in the vicinity of the nebula, 
especially throughout the dusty regions below and to the 
right of the emission nebula itself. Further analysis of the 
observations suggests that this region of greatest molecular 
abundance is also contracting and fragmenting and is 
well on its way toward forming a star—or, more likely, a  
star cluster.

a B- or an O-type main-sequence blue supergiant or move 
down to become an M-type red dwarf.) As we will see in 
Chapter 20, the next stage of stellar evolution occurs when 
a star moves away from the main sequence. A star leaving 
the main sequence and entering this next stage has pretty 
much the same surface temperature and luminosity it had 
when it arrived on the main sequence millions (or bil-
lions) of years earlier.

Failed Stars
Some cloud fragments are too small ever to become stars. 
Consider, for example, the giant planet Jupiter. It formed 
in the Sun’s protostellar disk (the solar nebula) and con-
tracted under the influence of gravity. The resultant heat is 
still detectable, but the planet did not have enough mass for 
gravity to crush its matter to the point of nuclear ignition. 

 (Sec. 11.3) Instead, Jupiter became stabilized by heat and 
rotation before the planet’s central temperature became hot 
enough to fuse hydrogen—Jupiter never evolved beyond the 
protostar stage. If it, or any of the other jovian planets, had 
continued to accumulate gas from the solar nebula, it might 
have become a star (almost certainly to the detriment of life 
on Earth). However, that did not occur—virtually all the 
matter present during the formative stages of our solar sys-
tem is now gone, swept away by the solar wind during the 
Sun’s T Tauri phase.  (Sec. 15.2)

Low-mass gas fragments simply lack the mass needed 
to initiate nuclear burning. Rather than turning into stars, 
they continue to cool, eventually becoming compact, dark 
“clinkers”—cold fragments of unburned matter—orbiting 
a star or moving alone through interstellar space. On the 
basis of theoretical modeling, astronomers think that the 
minimum mass of gas needed to generate core temperatures 
high enough to begin nuclear fusion is about 0.08 solar 
mass (80 times the mass of Jupiter). Our practical definition 
of a star requires that it shine via the energy released  
by nuclear fusion reactions in its core. Thus this mass of 
0.08 times the mass of the Sun is a lower limit on the masses 
of all stars in the universe.

Vast numbers of “substellar” objects may well be scat-
tered throughout the universe—fragments frozen in time 
somewhere along the Kelvin–Helmholtz contraction phase. 
Small, faint, and cool (and growing ever colder), they are 
known collectively as brown dwarfs. For reasons discussed 
in more detail in Discovery 19-1, researchers generally reserve 
the term brown dwarf to mean a low-mass prestellar frag-
ment of more than about 12 Jupiter masses (so Jupiter itself 
is not a brown dwarf, by this definition). Anything smaller is 
simply called a planet.

Observationally, these faint, low-mass objects are dif-
ficult to study, be they planets or brown dwarfs associated 
with stars or interstellar cloud fragments far from any star 
(see Discovery 19-1). Current observations suggest that up 
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observations of brown Dwarfs
Cruelly put, brown dwarfs are stellar failures—objects that 
formed through the contraction and fragmentation of an inter-
stellar cloud, just as stars do, but fell short of the critical mass 
of about 0.08 solar mass (80 times the mass of Jupiter) needed 
to start hydrogen fusion in their cores. Interstellar space could 
contain huge numbers of these dim objects.

Although hundreds of brown dwarfs are now known, 
detecting them is no easy task, as they are small, cool, and 
hence very faint.  (Sec. 3.4) We can detect stars by means 
of telescopes, and we can infer the presence of interstellar 
atoms and molecules by spectroscopic analysis, but astro-
nomical objects of intermediate size outside our solar sys-
tem remain hard to see. One place astronomers have looked 
is in binary-star systems, using many of the same techniques 
they employ in the search for extrasolar planets.  (Sec. 
15.5) The images below show two binary-star systems con-
taining brown dwarf candidates (marked by arrows). Note in 
each case how much fainter the brown dwarf is than its com-
panion. Very high resolution is usually needed to separate  
the two.

The first (left) is an image of Gliese 623, which was originally 
identified as a binary system because of its variations in radial veloc-
ity.  (Secs. 15.5, 17.7) From the binary’s measured orbital sepa-
ration and period, the mass of the faint companion appears to be 
approximately 0.1 solar mass—very close to the limit for a brown 
dwarf, although astronomers still aren’t certain of its exact mass.  

 (Sec. 2.8) The “rings” in the image are instrumental artifacts. 
The second image shows the binary-star system Gliese 229. These 
two objects are 7– apart; the fainter “star” has a luminosity only a 
few millionths that of the Sun and an estimated mass about 50 times 
that of Jupiter. (The diagonal streak in the image is caused by an 
overexposure of the brighter star in the CCD chip used to record it.)

Actually, the dividing line between brown dwarfs and  
Jupiter-like planets is not completely clear-cut, especially given 
the varied properties of the many extrasolar planetary systems 
now known.  (Sec. 15.6) Researchers distinguish between 
“stellar” objects (stars and brown dwarfs), which form within 
their own contracting cloud fragment as described in the text, 
and planets, which form in the nebular disk around a larger 
parent. For definiteness, many draw the dividing line at about 
12 times the mass of Jupiter. Above that mass (but below  

80 Jupiter masses), although core temperatures never become 
high enough for hydrogen fusion to occur, a contracting frag-
ment will experience a brief phase of deuterium fusion, as the 
core becomes hot enough for any deuterium nuclei that are pre-
sent in the original cloud to combine. The phase ends once the 
deuterium is consumed, and the fragment’s “nuclear” lifetime is 
over. Below 12 Jupiter masses, no nuclear fusion of any kind is 
expected. The drawing above compares the sizes of some stars, 
brown dwarfs, and planets.

Infrared and spectroscopic studies offer other ways of search-
ing for brown dwarfs, especially those that are not in binaries.  
Infrared observations are particularly effective because brown 
dwarfs emit most of their radiation in that part of the spectrum, 
whereas true stars tend to be brightest at the near-infrared and 
optical ranges. The final image below captures a star cluster just 
north of the Orion Nebula taken by the Spitzer Space Telescope. 
The bright objects are stars, but many of the faint specks are brown 
dwarf candidates. Researchers estimate that some 10–15 percent of 
the “stars” in Orion are actually brown dwarfs.

DiScOVEry 19-1
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obscured regions labeled A and B, where the molecu-
lar emission of radio energy is strongest, are such denser, 
warmer fragments. Here, the total gas density is observed 
to be at least 109 particles/m3, and the temperature is about 
100 K. The Doppler shifts of the radio lines observed in the 
vicinity of region B imply that this portion of M20, labeled 
“contracting fragment” in the figure, is infalling. Recent 
infrared observations (Figure 19.8c) reveal the candidate 
protostars themselves, identified by the warmth of their 
growing embryos tucked inside. Less than a light-year 
across, the region has a total mass over a thousand times 
the mass of the Sun—considerably more than the mass of 
M20 itself. The region lies somewhere between stages 1 and 
2 of Table 19.1.

The third star-formation phase shown in Figure 19.8 is 
M20 itself. The glowing region of ionized gas results directly 
from a massive O-type star that formed there within the 
past million years or so. Because the central star is already 
fully formed, this final phase corresponds to stage 6 or 7 of 
our evolutionary scenario.

Evidence of Cloud Fragments
Other parts of our Milky Way Galaxy provide sketchy evi-
dence for prestellar objects in stages 3 through 5. The Orion 
complex, shown in Figure 19.9, is one such region about 
1400 light-years away. Lit from within by several O-type 
stars, the bright Orion Nebula is partly surrounded by a 
vast molecular cloud that extends even beyond the roughly 
10 * 30-light-year region bounded by the photograph in 
Figure 19.9(b).

The Orion molecular cloud harbors several smaller 
sites of intense radiation emitted by molecules deep within 

The interstellar clouds in and around M20 thus provide 
tentative evidence of three distinct phases of star formation, 
as shown in Figure 19.8. The huge, dark molecular cloud 
surrounding the visible nebula is the stage-1 cloud. Both its 
density and its temperature are low—about 108 particles/m3  
and 20 K, respectively. Greater densities and temperatures 
typify smaller regions within this large cloud. The totally 
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Dense
fragments

Exciting
star

B

A

Parent
cloud

Contracting
fragment

(a)

(b)

5 pc

(c)

Nebula

◀ figure 19.8 Star formation  
phases (a) The M20 region shows 
observational evidence for three 
broad phases in the birth of a 
star. The parent cloud is stage 1 
of Table 19.1. The region labeled 
“contracting fragment” likely lies 
between stages 1 and 2. Finally, 
the emission nebula (M20 itself)  
results from the formation of one 
or more massive stars (stages 6 
and 7). (b) A close-up (including 
Hubble inlays) of the area near 
region B outlines (in drawn ovals) 
especially dense knots of dusty 
matter. (c) A Spitzer Telescope 
infrared image of the same scene 
reveals those cores thought to be 
stellar embryos (arrows). (AURA; 
NASA)



SEcTiON 19.4 Observations of cloud Fragments and Protostars 481

Evidence of Protostars
In the hunt for, and study of, objects at more advanced 
stages of star formation, radio techniques become less 
useful, because stages 4, 5, and 6 have increasingly higher 
temperatures. By Wien’s law, their emission shifts toward 
shorter wavelengths, so these objects shine most strongly 
in the infrared.  (Sec. 3.4) One particularly bright 
infrared emitter, known as the Becklin–Neugebauer object, 
was detected in the core of the Orion molecular cloud in 
the 1970s. Its luminosity is around a thousand times the 

the core of the cloud fragment. Their extent, shown in 
Figures 19.9(d) and (e), measures about 1010 km, or 1

1000 of 
a light-year, about the diameter of our solar system. Their 
density is about 1015 particles/m3, much denser than the  
surrounding cloud. Although the temperature of these 
smaller regions cannot be estimated reliably, many 
researchers regard the regions as objects well on their way 
to stage 3. We cannot determine whether those regions will 
eventually form stars like the Sun, but it does seem cer-
tain that the intensely emitting objects in them are on the 
threshold of becoming protostars.

(a) (b) (c)

(d)
(e)

0.03 pc
0.03 pc

R I V U X G R I V U X G R I V U X G

R I V U X G R I V U X G

100 arc min 0.2 pc 

interactive figure 19.9 orion Nebula, up Close (a) The constellation Orion, with the region around its 
famous emission nebula marked by a rectangle. The Orion Nebula is the middle “star” of Orion’s sword (see Figure 1.8).  
(b) Enlargement of the framed region in part (a), but here shown in the infrared, revealing how the nebula is partly 
surrounded by a vast molecular cloud. Various parts of this cloud are probably fragmenting and contracting, with 
even smaller sites forming protostars. The three frames at the right show some of the evidence for those protostars: 

(c) nearly real-color visible image of embedded nebular “knots” within the Orion Nebula itself, (d) false-color radio image of 
some intensely emitting molecular sites, and (e) high-resolution image of one of many young protostars surrounded by disks 
of gas and dust where planets might ultimately form. (P. Sanz/Alamy; SST; CfA; NASA)
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Until the Infrared Astronomy Satellite (IRAS) was 
launched in the early 1980s, astronomers were aware of 
giant stars forming only in clouds far away.  (Sec. 5.7) 
But IRAS showed that many such stars are forming much 
closer to home, and some of these protostars have masses 
comparable to that of our Sun. Figure 19.10 shows two 
examples of low-mass protostars, both spotted by HST in 
a rich star-forming region in Orion. Their infrared heat 
signatures are those expected of an object on the Hayashi 
track, at around stage 5.

The energy sources for some infrared objects seem to 
be luminous hot stars that are hidden from optical view by 
surrounding dark clouds. Apparently, these stars are already 
so hot that they emit large amounts of ultraviolet radiation, 
which is mostly absorbed by “cocoons” of dust surrounding 
them. The absorbed energy is then reemitted by the dust as 
infrared radiation. These bright infrared sources are known 
as cocoon nebulae. Two considerations support the idea that 

luminosity of the Sun. Most astronomers agree that this 
warm, dense blob is a high-mass protostar, probably in or 
around stage 4.

◀ figure 19.10 protostars (a) An edge-on 
infrared image of a planetary system-sized 
dusty disk in the Orion region, showing heat and 
light emerging from its center. On the basis of 
its temperature and luminosity, this unnamed 
source appears to be a low-mass protostar on 
the Hayashi track (around stage 5) in the H–r  
diagram. (b) An optical, face-on image of a slightly 
more advanced circumstellar disk surrounding 
an embedded protostar in Orion. (NASA)
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◀ figure 19.11 protostellar Wind (a) The nebular disk around 
a protostar can be the site of intense heating and strong outflows, 
forming a bipolar jet perpendicular to the disk. (b) As the disk is 
blown away by the wind, the jets fan out, eventually (c) merging into 
a spherical wind. in contrast to this art, part (d) is an actual infrared 
image of a hot young star (at right) whose powerful winds are ripping 
away the disk (at left) surrounding a Sun-like star (at center). This 
system is located about 750 pc away in the star-forming cloud  
ic 1396. (SST)
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wind flows away from the star equally in all directions, as is 
approximately shown by actual infrared imagery in Figure 
19.11(d). Figure 19.12 shows the emission from an especially 
clear bipolar flow, along with an artist’s conception of the 
system producing it.

These outflows can be very energetic. Figure 19.13 
shows a portion of the Orion molecular cloud, south of 
the Orion Nebula, where a newborn star is seen still sur-
rounded by a bright nebula, its turbulent wind spreading 
out into the interstellar medium. Below the star (enlarged 
in the inset) are twin jets known as HH1 and HH2. (“HH” 
stands for Herbig–Haro, the investigators who first cata-
loged such objects.) Formed in another (unseen) protostel-
lar disk—the protostar itself is still hidden within the dusty 
cloud fragment from which it formed—these jets have 
traveled outward for almost half a light-year before col-
liding with interstellar matter. More Herbig–Haro objects 
can be seen in the upper-right portion of the figure. One of 
them, the oddly shaped “waterfall,” may be due to an earlier 
outflow from the same protostar responsible for the exist-
ence of HH1 and HH2.

proCeSS of SCieNCe Check

4 How can a “snapshot” of the universe today test our 
theories of the evolution of individual objects?

the hot stars heating the dust have only recently ignited: (1) 
The dust cocoons are predicted to disperse quite rapidly once 
their central stars form, and (2) they are invariably found in 
the dense cores of molecular clouds. The central stars prob-
ably lie near stage 6.

Protostellar Winds
Protostars often exhibit strong winds. Radio and infra-
red observations of hydrogen and carbon monoxide mol-
ecules in the Orion molecular cloud have revealed gas 
expanding outward at velocities approaching 100 km/s. 
High-resolution interferometric observations have dis-
closed expanding knots of water emission within the same 
star-forming region and have linked the strong winds to 
the protostars themselves.  (Sec. 5.6) These winds may 
be related to the violent surface activity associated with 
many protostars.

As mentioned earlier, a young protostar may be embed-
ded in an extensive protostellar disk of nebular material 
in which planets are forming.  (Sec. 15.2) Strong heat-
ing within the turbulent disk and a powerful protostellar 
wind combine to produce a bipolar flow, expelling two 
“jets” of matter in the directions perpendicular to the disk, 
as illustrated by the art in Figure 19.11(a)–(c). As the pro-
tostellar wind gradually destroys the disk, blowing it away 
into space, the outflow widens until, with the disk gone, the A
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▲ figure 19.12 bipolar Jets (a) This remarkable image shows two jets emanating from the young star system 
HH30, the result of matter accreting onto (via the disk), and then expelled from (via the jet), an embryonic star near  
the center. The system is viewed roughly edge-on to the disk. (b) An artist’s conception of a young star system meant 
to illustrate more clearly what’s happening in (a), showing two jets flowing perpendicular to the disk of gas and dust 
rotating around the star. (NASA; D. Berry)

(a) (b)
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Jet
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Thus, shock waves do not blast a cloud from only one direc-
tion, but effectively squeeze it from many directions. Atomic 
bomb tests have experimentally demonstrated this squeezing: 
Shock waves created in the blast tend to surround buildings, 
causing them to be blown together (imploded) rather than 
apart (exploded). The “contracting fragment” in Figure 19.8  
may well have been triggered by the shock wave from the 
M20 nebula. Note the correspondence between the shock-
compressed region at the lower right and the high-density 
molecular gas revealed by radio studies (Figure 18.19). Once 
shock waves have begun compressing an interstellar cloud, 
natural gravitational instabilities take over, dividing the 
cloud into the fragments that eventually form stars.

Emission nebulae are by no means the only genera-
tors of interstellar shock waves. At least four other driv-
ing forces are available: the relatively gentle deaths of old 
stars in the form of planetary nebulae (to be discussed in 
Chapter 20); the much more violent ends of certain stars in 
supernova explosions (Chapter 21); the spiral-arm waves 
that plow through the Milky Way (Chapter 23); and inter-
actions between galaxies (Chapter 24). Supernovae are by 
far the most energetic, and probably also the most efficient, 
means of piling up matter into dense clumps. However, they 

19.5  Shock Waves and Star 
Formation

The subject of star formation is really much more compli-
cated than the preceding discussion suggests. Interstellar 
space is populated with many kinds of clouds, fragments, 
protostars, stars, and nebulae, all interacting in a complex 
fashion and each type of object affecting the behavior of all 
the other types. For example, the presence of an emission 
nebula in or near a molecular cloud probably influences the 
evolution of the entire region. We can easily imagine expand-
ing waves of matter driven outward by the high temperatures 
and pressures in the nebula. As the waves crash into the sur-
rounding molecular cloud, interstellar gas tends to pile up 
and become compressed. Such a shell of gas, rushing rapidly 
through space, known as a shock wave, can push ordinarily 
thin matter into dense sheets, just as a plow pushes snow.

Many astronomers regard the passage of a shock wave 
through interstellar matter as the triggering mechanism 
needed to initiate star formation in a galaxy. Calculations 
show that when a shock wave encounters an interstellar 
cloud, it races around the thinner exterior of the cloud more 
rapidly than it can penetrate the cloud’s thicker interior. 

0.3 light-year

R I V U X G

◀ figure 19.13 protostellar  
outflow This view of the Orion 
molecular cloud shows the outflow 
from a newborn star, still surrounded 
by nebular gas. The inset shows a pair 
of jets called HH1 and HH2, formed 
when matter falling onto another 
protostar (still obscured by the dusty 
cloud fragment from which it formed) 
creates a pair of high-speed gas 
jets perpendicular to the flattened 
protostellar disk. Several more  
Herbig–Haro objects can be seen at  
the top right of the main image—one 
of them resembling a “waterfall.” 
(AURA; NASA)



SEcTiON 19.5 Shock Waves and Star Formation 485

A
N

IM
A

TI
O

N
/V

ID
E

O
 T

ri
g

g
er

ed
 S

ta
r 

Fo
rm

at
io

n

are relatively few and far between, so 
the other mechanisms may be more 
important overall in triggering star 
formation. Although the evidence is 
somewhat circumstantial, the pres-
ence of young (and thus fast-forming) 
O- and B-type stars in the vicinity 

of supernova remnants does sug-
gest that the birth of stars is often 

initiated by the violent, explosive 
deaths of others.

This picture of shock-induced 
star formation is complicated by 
the fact that O- and B-type stars 

form quickly, live briefly, and die 
explosively. These massive stars, 

themselves perhaps born of a pass-
ing shock wave, may in turn create 

new shock waves, either through the 
expanding nebular gas produced by 
their births or through their explosive 
deaths. The new shock waves can pro-
duce “second-generation” stars, which 
in turn will explode and give rise to 
still more shock waves, and so on. As 
depicted in Figure 19.14, star forma-
tion resembles a chain reaction. Other, 
lighter stars are also formed in the 
process, of course, but they are largely 
“along for the ride.” It is the O- and 
B-type stars that drive the star-forma-
tion wave through the cloud.

Observational evidence lends 
some support to this chain-reac-
tion picture. Groups of stars nearest 
molecular clouds do indeed appear 
to be the youngest, whereas those 
farther away seem to be older. Fig-
ure 19.15 shows an HST image of a 
star-forming region in the galaxy 
NGC 4214, which lies some 13 mil-
lion light-years from Earth. A series 
of bright emission nebulae, powered 
by hot young stars, can be seen, sug-
gesting that a wave of star formation 
recently swept across the region, trig-
gering the sequence seen here.

Emission nebula
Newborn

stars

Interstellar
cloud

(a)

(b)

(c)

Expanding
shock
waves

First-generation
stars

New second-
generation

stars

Much as in a chain reaction,
old stars trigger the birth of
new stars ever deeper into

an interstellar cloud.

◀ figure 19.14 generations of Star 
formation (a) Star birth and (b) shock 
waves lead to (c) more star births and more 
shock waves in a continuous cycle of star 
formation in many areas of our Galaxy.

R I V U X G

▲ figure 19.15 A Wave of Star formation? A group of star-forming regions in the 
galaxy NGc 4214 possibly displays several generations in a sequential chain of star formation. 
(NASA)
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Clusters and Associations
Figure 19.17(a) shows a small star cluster called the Pleiades, 
or Seven Sisters, a well-known naked-eye object in the 
constellation Taurus, lying about 120 pc from Earth. This 
type of loose, irregular cluster, found mainly in the plane of 
the Milky Way (see Figure 18.4), is called an open cluster. 
Open clusters typically contain from a few hundred to a few 
tens of thousands of stars and are a few parsecs across.

Figure 19.17(b) shows the H–R diagram of stars in the  
Pleiades. The cluster contains stars in almost all parts of the 
main sequence—only the very brightest main-sequence stars 
are missing. (The brightest six or seven stars in the diagram 
have just left the main sequence, as will be discussed in Chapter 
20.) Thus, even though we have no direct evidence of the clus-
ter’s birth, we can estimate its age as less than about 100 million 
years, the lifetime of a main-sequence B-type star.  (Sec. 17.8) 
If all the stars in the cluster formed at the same time, then the 
red stars must be young, too. The wisps of leftover gas evident 
in the photograph are further evidence of the cluster’s relative 
youth. In addition, the system is abundant in heavy elements 
that (as we will see) could have been created only within the 
cores of many generations of ancient stars long since perished.

Less massive, but more extended, clusters are known as 
associations. These clusters typically contain no more than 
a few hundred bright stars, but may span many tens of par-
secs. Associations tend to be rich in very young stars. Those 

CoNCept Check

4 Why might we expect multiple episodes of star 
formation to occur in some locations?

19.6 Star Clusters
The end result of the collapse of a cloud is a group of stars, 
all formed from the same parent cloud and lying in the 
same region of space. Such a collection of stars is called a 
star cluster. Figure 19.16 shows a spectacular view of a new-
born star cluster and (part of) the interstellar cloud from 
which it came.

Because all the stars formed at the same time out of 
the same cloud of interstellar gas and under the same 
environmental conditions, clusters are near-ideal “labo-
ratories” for stellar studies—not in the sense that astron-
omers can perform experiments on them, but because 
the properties of the stars are very tightly constrained. 
The only factor distinguishing one star from another in 
the same cluster is mass, so theoretical models of star 
formation and evolution can be compared with real-
ity without the complications introduced by the broad 
spreads in age, chemical composition, and place of ori-
gin found when we consider all stars in our Galactic 
neighborhood.

▲ figure 19.16 Newborn Cluster The star cluster NGc 3603 and part of the larger molecular cloud in which it 
formed. The cluster contains about 2000 bright stars and lies some 20,000 light-years from Earth. radiation from its 
most massive stars has cleared a cavity in the cloud several light-years across. The inset shows the central area more 
clearly, revealing many small stars less massive than the Sun. (ESO; NASA)

4 light-years
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(as measured by the fraction of gas that eventually ends up in 
stars) with which stars formed from the parent cloud.

Figure 19.18(a) shows a very different type of star clus-
ter, called a globular cluster. All globular clusters are roughly 
spherical (which accounts for their name), are generally found 
away from the Milky Way plane, and contain hundreds of 
thousands, and sometimes millions, of stars spread out over 
about 50 pc. Figure 19.18(b) is an H–R diagram of the cluster 

containing many pre-main-sequence T Tauri stars are known 
as T associations, whereas those with prominent O- and B-type 
stars, such as the Trapezium in Orion (see Figure 19.20a on 
page 491), are called OB associations. As a class, associations 
tend to be very loosely bound—if they are bound at all. Many 
appear to be expanding freely into space and dissolving follow-
ing their formation. It is quite likely that the main difference 
between associations and open clusters is simply the efficiency 

▲ figure 19.17 open Cluster (a) The Pleiades cluster (also known 
as the Seven Sisters because only six or seven of its stars can be seen 
with the naked eye) lies about 400 light-years from the Sun. (b) An H–r 
diagram for all the stars of this well-known open cluster. (AURA)
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▲ figure 19.18 globular Cluster (a) The globular cluster Omega  
centauri is approximately 16,000 light-years from Earth and spans 
some 130 light-years in diameter. (b) A H–r diagram of some of its 
stars. (P. Seitzer)
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poorly understood) way upon conditions within the parent 
cloud. The same is true of the efficiency of star formation—the 
fraction of the total mass that actually finds its way into stars—
which determines the amount of leftover material. However, 
if, as is usually the case, one or more O- or B-type stars form, 
their intense radiation and winds will cause the surrounding 
gas to disperse rapidly, leaving behind a young star cluster.

The Cluster Environment
In recent years, astronomers have come to realize that physi-
cal interactions—close encounters and even collisions—
between protostars within a star cluster may be very impor-
tant in determining the properties of the stars that eventually 
form. Supercomputer simulations of star-forming clouds 
suggest that, while the seven stages presented earlier (and 
listed in Table 19.1) remain a good description of the overall 
formation process, the sequence of events leading to a main-
sequence star can be strongly influenced by events within the 
cluster itself. Figure 19.19 presents frames from two such sim-
ulations, illustrating some of the interactions just described. 
Note the “clumpy” nature of the star-formation process. Stars 
tend to form as small groups in dense pockets of gas, and 
these groups subsequently merge to form the larger cluster.

The simulations reveal that the strong gravitational fields 
of the most massive protostars give them a competitive advan-
tage over their smaller rivals in attracting gas from the sur-
rounding nebula, causing the giant protostars to grow even 
faster. However, as the most massive stars grow and heat their 
surroundings, it becomes more difficult for them to accrete new 
gas. At the same time, encounters between stars usually disrupt 
the smaller protostellar disks, terminating the growth of the 
central protostars and ejecting planets and low-mass brown 
dwarfs from the disk into intracluster space. In dense clusters 
these interactions may even lead to mergers and further growth 
of massive objects. Thus, even before the energetic newborn O 
and B stars expel the cluster gas, the formation of a few large 
bodies can significantly inhibit the growth of smaller ones.*

All these considerations clearly illustrate the impor-
tant role played by a future star’s environment in the star-
formation process and provide important insight into why 
low-mass stars are so much more common than high-mass 
stars. The first few massive bodies to form tend to prevent 
the formation of additional high-mass stars by stealing their 
“raw material” and ultimately disrupting the environment 
in which other stars are growing. This tendency also helps 
explain the existence of brown dwarfs, by providing at least 
two natural ways (disk destruction and gas dispersion) in 
which star formation can stop before nuclear fusion begins 
in a growing stellar core. Discovery 19-2 describes another 

shown, which is called Omega Centauri. Notice the many 
differences between this H–R diagram and that of Figure 
19.17(b)—globular clusters present a stellar environment very 
different from that of open clusters like the Pleiades. The dis-
tance to Omega Centauri cluster has been determined by a 
variation on the method of spectroscopic parallax, applied to 
the entire cluster rather than to individual stars.  (Sec. 17.6)  
It lies about 5000 pc from Earth.

The most outstanding spectroscopic feature of globular 
clusters is their lack of upper-main-sequence stars. Astrono-
mers in the 1920s and 1930s, working with instruments inca-
pable of detecting stars fainter than about 1 solar luminosity 
at the distances of globular clusters, and having no theory 
of stellar evolution to guide them, were puzzled by the H–R 
diagrams they saw when they looked at the globular clusters. 
Indeed, a comparison of just the top halves of the diagrams 
(so that the lower main sequences cannot be seen) reveals few 
similarities between Figures 19.17(b) and 19.18(b).

Most globular clusters contain no main-sequence stars 
with masses greater than about 0.8 times the mass of the Sun. 
The more massive O- through F-type stars have long since 
exhausted their nuclear fuel and disappeared from the main 
sequence (in fact becoming the red giants and other luminous 
stars above the main sequence, as we will see in Chapter 20). 

 (Sec. 17.8) From the theory of stellar evolution (Chapter 20),  
the A-type stars in Figure 19.18b are now known to be stars 
at much later stages in their evolution that just happen to be 
passing through the location of the upper main sequence. On 
the basis of these and other observations, astronomers esti-
mate that most globular clusters are at least 10 billion years 
old—they contain the oldest known stars in our Galaxy.

Other observations confirm the great ages of globu-
lar clusters. For example, their spectra show few heavy ele-
ments, implying that these stars formed in the distant past, 
when heavy elements were much less abundant than they 
are today (Chapter 21). Astronomers speculate that the 150 
or so globular clusters observed today are just the survivors 
of a much larger population of clusters that formed long ago.

Clusters and Nebulae
How many stars form in a cluster, and of what type are they? 
How much gas is left over? What does the collapsed cloud look 
like once star formation has run its course? At present, although 
the main stages in the formation of individual stars (stages 3–7) 
are becoming clearer, the answers to these more general ques-
tions (involving stages 1 and 2) are still sketchy. They await a 
more thorough understanding of the star-formation process.

In general, the more massive the collapsing region, the 
more stars are likely to form there. In addition, we know from 
H–R diagrams of observed stars that low-mass stars are much 
more common than high-mass ones.  (Sec. 17.8) For every 
O- or B-type giant, hundreds or even thousands of G-, K-, and 
M-type dwarfs may form. The precise number of stars of any 
given mass or spectral type likely depends in a complex (and 

*Compare this picture of large objects dominating the accretion process at 
the expense of the smaller bodies around them with the standard view of 
planet formation presented in Chapter 15.  (Sec. 15.1–3)
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interactive figure 19.19 protostellar Collisions in the congested 
environment of a young cluster, star formation is a competitive and violent 
process. (a) These frames show how stars form in small clumps at different 
locations in the cloud. The clumps subsequently merge, in this case into a small 
association a few hundred times the mass of the Sun. (b) large protostars may 

grow by “stealing” gas from smaller ones, and the extended disks surrounding most 
protostars can lead to collisions and mergers. This frame from another simulation shows 
a small star cluster emerging from an interstellar cloud that originally contained about 
50 solar masses of material, distributed over a volume 1 light-year across. (I. Bonnell  
and M. Bate)

R I V U X GR I V U X G
(a)

1.5 light-
years

(b)

interactive figure 19.20 Young Stars in orion (a) A short-exposure  
visible-light image (observed with a filter that is transparent mainly to certain 
emission lines of oxygen) shows the central regions of the Orion Nebula and four 
bright O-type stars known as the Trapezium,but few obvious other stars. (b) A 
Spitzer Space Telescope view of the same part of the nebula shows an extensive 

star cluster containing stars of many masses, possibly including many brown dwarfs (see 
also Figures 5.29c and d as well as 19.9). (Lick Observatory; NASA)

(a)

Time progresses to the
right in these three
frames.

Cluster environments play
a crucial role in determining
the types of stars that form.

Remnants
of the original
cloud are
shown in red.

Here a star has
formed with a
surrounding disk.

Ejected
stars

Brown dwarf
1000 AU 

(b)

system in which the gas-dispersal process 
may be almost complete.

Young star clusters are often shrouded 
in gas and dust, making them hard to see 
in visible light. However, infrared obser-
vations clearly demonstrate that star clus-
ters really are found within star-forming 
regions. Figure 19.20 compares optical and 
infrared views of the central regions of the 
Orion Nebula. The optical image in Figure 
19.20(a) shows the Trapezium, the group of 
four bright stars responsible for ionizing 
the nebula; the infrared image in Figure 
19.20(b) reveals an extensive cluster of stars 
within and behind the visible nebula. This 
remarkable infrared image shows many 
stages of star formation, with nearly 1000 
new stars forming.  The speckled green fuzz 
arises when jets of gas shoot out from those 
young stars and ram into the surrounding 
cloud.
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The details of the events leading to the Eta Carinae out-

burst are unclear. Quite possibly, such episodes of violent 
activity are the norm for supermassive stars. In 2005, astron-
omers discovered that Eta Carinae has a binary companion, 
an even hotter, but fainter star orbiting just 11 AU away—
not much more than Eta Carinae’s estimated radius of 5 AU. 

eta Carinae
At the heart of the Carina emission nebula (shown in the 
main figure below) lies a remarkable object called Eta Carinae  
(object at bottom right). With an estimated mass of around 100 
times the mass of the Sun and a luminosity of 5 million times 
the solar value, Eta Carinae is one of the most massive stars 
known. Formed probably only a few hundred thousand years 
ago, this star has had an explosive, though brief, life. In the 
mid-19th century, Eta Carinae produced an outburst that 
made it one of the brightest stars in the southern sky (even 
though it lies some 2200 pc away from Earth, a very long 
way compared to most of the bright stars visible in 
our night sky). During this “Great Eruption,” which 
peaked in 1843, the star expelled more than 2 solar 
masses of material in less than a decade and 
released as much visible energy as a supernova 
explosion (see Chapter 21), yet it somehow 
survived the event.

The images at right show the most 
active part of the nebula: At top is a 

(ESO)
R I V U X G

R I V U X G

R I V U X G

Unstable star

Ejected blobs

(NASA)

Chandra X-ray Telescope image that gives a glimpse of the 
object’s violence, and at bottom a Hubble Telescope image that 
was carefully processed to reveal fine detail, is the highest-
resolution view of the explosion obtained to date. Dust lanes, 
tiny condensations in the outflowing material, and dark radial 
streaks of unknown origin all appear with exquisite clarity. 
The star itself is the white dot at the center of the image. 
The two ends of the “peanut” (at the top right and bottom 
left) are blobs of material ejected in the 1843 outburst, now 
racing away from the star at hundreds of kilometers per 
second—perhaps enough to expel the surrounding nebular 
gas and convert the Carina Nebula into the Carina Cluster. 
Perpendicular to the line joining these two blobs is a thin 
disk of gas, also moving outward at high speed.

Many researchers suspect that the interaction between the 
two stars may have been responsible for the Great Eruption. 
However, although a few comparable outbursts have been 
observed in other galaxies, they are so rare that astronomers 
still do not know what constitutes “typical” behavior for 
such exotic objects.
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Galaxy. Loosely bound associations may survive for only a 
few tens of millions of years, whereas some very massive open 
clusters are known from their H–R diagrams to be almost  
5 billion years old. In a sense, only when a star’s parent cluster 
has completely dissolved is the star-formation process really 
complete. The road from a gas cloud to a single, isolated star 
like the Sun is long and tortuous indeed!

Take another look at the sky one clear, dark evening. 
Ponder all of the cosmic activity you have learned about as 
you peer upward at the stars. After studying this chapter, 
you may find that you have to modify your view of the night 
sky. Even the seemingly quiet nighttime darkness is domi-
nated by continual change.

CoNCept Check

4 If stars in a cluster all form at the same time, how can 
some influence the formation of others?

Cluster Lifetimes
Eventually, star clusters dissolve into individual stars. In 
some cases, the irregular star formation process illustrated in 
Figure 19.19 simply leaves the newborn cluster gravitation-
ally unbound. In others, the ejection of left-over gas reduces 
the cluster’s mass so much that it becomes unbound and 
quickly disperses. In clusters that survive the early gas-loss 
phase, stellar encounters tend to eject the lightest stars from 
the cluster, just as the gravitational slingshot effect can pro-
pel spacecraft around the solar system.  (Discovery 6-1) 
At the same time, the tidal gravitational field of the Milky 
Way Galaxy slowly strips outlying stars from the cluster.  

 (Sec. 7.6) Occasional distant encounters with giant 
molecular clouds also tend to remove stars from a cluster. 
Even a near miss may disrupt the cluster entirely.

As a result of all these influences, most open clusters 
break up in a few hundred million years, although the actual 
lifetime depends on the cluster’s mass and its location in the 

The Big Question When did the first stars form? We observe stars forming today throughout 
the Milky Way and myriad other galaxies, and studies of distant stars imply that they formed even more 
efficiently billions of years ago. Astronomers are pushing back the veil of ancient star formation, trying 
to understand how and when conditions in the early universe first allowed gas without walls—namely, 
stars—to ignite as brilliant balls of fire.

1  Stars form when an interstellar cloud collapses under its 
own gravity and breaks up into pieces comparable in mass to our 
Sun. A cold interstellar cloud may fragment 
into many smaller clumps of matter, from 
which stars eventually form. The evolution 
of the contracting cloud can be represented 
as an evolutionary track (p. 475) on the 
Hertzsprung–Russell diagram. As a collaps-
ing prestellar fragment heats up and becomes denser, it eventually 
becomes a protostar (p. 474)—a warm, very luminous object 
that emits mainly infrared radiation. Eventually, a protostar’s 
central temperature becomes high enough for hydrogen fusion to 
begin, and the protostar becomes a star.

2  For a star like the Sun, the whole for-
mation process takes about 50 million years. 
More massive stars pass through similar for-
mation stages, but much more rapidly. Stars 
less massive than the Sun take much longer to 
form. The zero-age main sequence (p. 477) 
is the region in the H–R diagram where stars 

lie when the formation process is over. Mass is the key property in 
determining a star’s characteristics and life span. The most massive 
stars have the shortest formation times and main-sequence lifetimes. 
At the other extreme, some low-mass fragments never reach the 
point of nuclear ignition and become brown dwarfs (p. 478).
3  Many of the objects predicted by the 

theory of star formation have been observed 
in real astronomical objects. The dark inter-
stellar regions near emission nebulae often 
provide evidence of cloud fragmentation and 
protostars. Radio telescopes are used in study-
ing the early phases of cloud contraction and 
fragmentation; infrared observations allow us 
to see later stages of the process. Many well-
known emission nebulae, lit by several O- and B-type stars, are par-
tially engulfed by molecular clouds, portions of which are fragment-
ing and contracting, with smaller sites forming protostars.
4  Protostars can produce powerful protostellar winds. These 

winds encounter less resistance in the directions perpendicular to 
a star’s protostellar disk and often expel two jets of matter in the 
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few thousand stars, are found mostly in the 
plane of the Milky Way. They typically con-
tain many bright blue stars, indicating that 
they formed relatively recently. Globular 
clusters (p. 487) are found mainly away 
from the Milky Way plane and may contain 
millions of stars. They include no main-
sequence stars much more massive than the 
Sun, indicating that they formed long ago. 
Infrared observations have revealed young 
star clusters or associations in several emis-
sion nebulae. Eventually, clusters break up 
into individual stars, although the entire 
process may take hundreds of millions or 
even billions of years.

directions of the protostar’s poles in a bipo-
lar flow (p. 483). The protostellar winds 
gradually destroy the disk, and eventually 
the wind flows away from the star equally 
in all directions. Shock waves (p. 484) are 
produced as young hot stars ionize the sur-
rounding gas, forming emission nebulae. 
These shock waves can compress other interstellar clouds and 
trigger more star formation, possibly producing chain reactions 
of star formation in molecular cloud complexes.
5  A single collapsing and fragmenting cloud can give rise to 

hundreds or thousands of stars—a star cluster (p. 486). The for-
mation of the most massive stars may play an important role in 
suppressing the further formation of stars from lower-mass clus-
ter members. Open clusters (p. 486), with a few hundred to a 

 For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning Outcomes.

Review and Discussion

 10. LO4 What is a shock wave? Of what significance are shock 
waves in star formation?

 11. POS Explain the usefulness of the H–R diagram in study-
ing the evolution of stars. Why can’t evolutionary stages 1–3 
be plotted on the diagram?

 12. LO5 What do star clusters and associations have to do with 
star formation?

 13. Compare and contrast the observed properties of open star 
clusters and globular star clusters.

 14. POS How can we tell whether a star cluster is young or old?
 15. In the formation of a star cluster with a wide range of stellar 

masses, is it possible for some stars to die out before others 
have finished forming? Do you think this will have any ef-
fect on the cluster’s formation?

 1. LO1 Briefly describe the basic chain of events leading to 
the formation of a star like the Sun.

 2. What are the roles of heat, rotation, and magnetism in the 
process of stellar birth?

 3. What is an evolutionary track?
 4. Why does the evolution of a protostar slow down as the star 

approaches the main sequence?
 5. LO2 In what ways do the formative stages of high-mass 

stars differ from those of stars like the Sun?
 6. What are brown dwarfs?
 7. What are T Tauri stars?
 8. LO3 POS Stars live much longer than we do, so how do 

astronomers test the accuracy of theories of star formation?
 9. At what evolutionary stages must astronomers use radio 

and infrared radiation to study prestellar objects? Why can’t 
they use visible light?

Conceptual Self-Test: Multiple Choice
 1. If a newly forming star has an excess of heat, then it will 

likely have (a) more gravity; (b) less gravity; (c) a slower 
contraction rate; (d) a rapid contraction rate.

 2. The gravitational contraction of an interstellar cloud  
is primarily the result of its (a) mass; (b) composition;  
(c) diameter; (d) pressure.

 3. The interstellar cloud from which our Sun formed was  
(a) slightly larger than the Sun; (b) comparable in size to 

Saturn’s orbit; (c) comparable in mass to the solar system; 
(d) thousands of times more massive than the Sun.

 4. A protostar that will eventually turn into a star like the Sun 
is significantly (a) smaller; (b) more luminous; (c) fainter; 
(d) less massive than the Sun.

 5. Prestellar objects in which nuclear fusion never starts are 
referred to as (a) terrestrial planets; (b) brown dwarfs;  
(c) protostars; (d) globules.
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Centauri, shown in Figure 19.18(a), is that the Pleiades 
cluster is much (a) larger; (b) younger; (c) farther away;  
(d) denser.

 9. VIS If the H–R diagram shown in Figure 19.18(b) (“Glob-
ular Cluster”) were redrawn to illustrate a much younger 
cluster, the main-sequence turnoff would shift to (a) higher 
temperature; (b) higher pressure; (c) higher frequency; (d) a 
spectral classification of K or M.

 10. A typical open cluster will dissolve in about the same 
amount of time as the time since (a) North America was 
first visited by Europeans; (b) dinosaurs walked on Earth; 
(c) Earth was formed; (d) the universe formed.

 6. The current theory of star formation is based upon (a) amassing  
evidence from many different regions of our Galaxy;  
(b) carefully studying the births of a few stars; (c) systemati-
cally measuring the masses and rotation rates of interstellar 
clouds; (d) observations made primarily at short wavelengths.

 7. VIS If the initial interstellar cloud in Figure 19.14 (“Generations 
of Star Formation”) were much more massive, the result would 
be (a) the formation of more stars; (b) contraction of the cloud 
due to stronger gravitational attraction; (c) stars forming closer 
together; (d) stronger shock waves.

 8. VIS One of the primary differences between the 
Pleiades cluster, shown in Figure 19.17(a), and Omega 

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. •• In order for an interstellar gas cloud to contract, the 
average speed of its constituent particles must be less than 
half the cloud’s escape speed.  (More Precisely 8-1) Will 
a (spherical) molecular hydrogen cloud with a mass of 1000 
solar masses, a radius of 10 pc, and a temperature of 10 K 
begin to collapse? Why or why not?

 2. • A protostar on the Hayashi track evolves from a 
temperature of 3500 K and a luminosity 5000 times that 
of the Sun to a temperature of 5000 K and a luminosity of  
3 solar units. What is the protostar’s radius (a) at the start 
and (b) at the end of the evolution?

 3. •• Use the radius–luminosity–temperature relation to 
explain how a protostar’s luminosity changes as it moves 
from stage 4 (temperature 3000 K, radius 2 * 108 km) to 
stage 6 (temperature 4500 K, radius 106 km). What is the 
change in absolute magnitude?  (Sec. 17.2)

 4. • What is the (approximate) absolute magnitude of a stage-5 
protostar? (See Figure 19.6.)

 5. • By how many magnitudes does a 3-solar-mass star 
decrease in brightness as it evolves from stage 4 to stage 6? 
(See Figure 19.7.)

 6. •• Use the H–R diagrams in this chapter to estimate by 
what factor a 1000-solar-luminosity, 3000-K protostar is 
larger than a main-sequence star of the same luminosity.

 7. • What is the luminosity, in solar units, of a brown 
dwarf whose radius is 0.1 solar radius and whose surface 
temperature is 600 K (0.1 times that of the Sun)?

 8. •• What is the maximum distance at which the brown 
dwarf in the previous problem could be observed by a 
telescope of limiting apparent magnitude (a) 18, (b) 30?

Activities
Collaborative

 1. Open clusters are generally found in the plane of the Galaxy. 
If you can see the hazy band of the Milky Way arcing across 
your night sky—in other words, if you are far from city lights 
and looking at an appropriate time of night and year—you 
can simply sweep with your binoculars along the Milky 
Way. Numerous “clumps” of stars will pop into view. Many 
will turn out to be open star clusters. For more detail, they 
are best viewed through a small telescope. The most easily 
visible clusters are those in the Messier catalog, although 
there are many others besides. Interesting Messier clusters 
and associations include M6, M7, M11, M35, M37, M44, M45, 
M52, M67, and M103. How many of these can you find? How 
many clusters can you find that are not on Messier’s list?

 2. Globular star clusters are harder to find. They are intrinsically 
larger, but they are also much farther away and therefore appear 
smaller in the sky. The most famous globular cluster visible 
from the Northern Hemisphere is M13 in the constellation 
Hercules, visible on spring and summer evenings. It contains 
a half million or so of the Galaxy’s most ancient stars. It may 

be glimpsed through binoculars as a little ball of light located 
about one-third of the way from the star Eta to the star Zeta in 
the Keystone asterism of the constellation Hercules. Telescopes 
reveal this cluster as a magnificent, symmetrical grouping of 
stars. Can you find the following well-known globular clusters: 
M3, M4, M5, M13, M15? Look online or in a star chart for 
details on how to locate them.

Individual
 1. The constellation Orion the Hunter is prominent in the win-

ter sky. Its most noticeable feature is a short, straight row of 
three medium-bright stars: the famous belt of Orion. A line of 
stars extends from the easternmost star of the belt, toward the 
south. This is Orion’s sword. Toward the bottom of the sword 
is the sky’s most famous emission nebula, the Orion Nebula 
(M42). Observe the Orion Nebula with your eye, with binocu-
lars, and with a telescope. What is its color? How can you ac-
count for this? With the telescope, try to find the Trapezium, 
a grouping of four stars in the center of the nebula. These are 
hot, young stars; their energy causes the Orion Nebula to glow.
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Left:  Resembling a cosmic hourglass or celestial butterfly, this striking image captures 

hot gas released by a dying star about 3800 light-years away. Known as NGC 6302, or 

informally the Bug Nebula, this complex object is a planetary nebula—an old star shedding 

its outer layers over light-year dimensions as it ends its life. Its peculiar shape results from 

a belt of dust (dark lane at center) that obscures the dying star and partially blocks the 

rolling cauldrons of outwardly expelled gas. (STScI)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Stellar Evolution
The LIfe ANd deATh of A STAR 

20
After reaching the main sequence, a newborn star changes little 
in outward appearance for more than 90 percent of its lifetime. 
However, at the end of that period, as the star begins to run out of 
fuel and die, its properties once again change greatly. Aging stars 
travel along evolutionary tracks that take them far from the main 
sequence as they end their lives. In this and the next two chapters, 
we will study the evolution of stars during and after their  
main-sequence burning stages.

We will find that the ultimate fate of a star depends primarily 
on its mass—although interactions with other stars can also play 
a decisive role—and that the final states of stars can be strange, 
indeed. By continually comparing theoretical calculations 
with detailed observations of stars and binaries of all types, 
astronomers have refined the theory of stellar evolution into a 
precise and powerful tool for understanding the universe.

Learning Outcomes
Studying this chapter will enable you to

1  explain why stars evolve off the 
main sequence.

2  outline the events that occur as a 
Sun-like star evolves from the main 
sequence to the giant branch.

3  explain how the Sun will eventually 
come to fuse helium in its core, 
and describe what happens when 
that occurs.

4  Summarize the stages in the death 
of a typical low-mass star, and 
describe the resulting remnant.

5  Contrast the evolutionary histories 
of high-mass and low-mass stars.

6  Present the observations that 
help verify the theory of stellar 
evolution.

7  explain how the evolution of stars 
in binary systems may differ from 
that of isolated stars.The Big Picture The story of the birth, development, 

and death of stars is one of the greatest accomplishments of 
20th-century science. Yet, ironically, no one has ever seen 
even a single star pass through all of its many varied changes. 
Like archaeologists who examine bones and artifacts from 
long ago to learn more about the evolution of human culture, 
astronomers observe stars of different ages to construct a 
consistent model of how stars evolve over billions of years.
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gravity and pressure in which a small change in one always 
results in a small compensating change in the other. You 
should keep that figure in mind as you study the various 
stages of stellar evolution described next. Much of a star’s 
complex behavior can be understood in these simple terms. 
Eventually, however, as the hydrogen in the core is con-
sumed, the star’s internal balance starts to shift, and both 
its internal structure and its outward appearance begin to 
change more rapidly: The star leaves the main sequence.

Once a star begins to move away from the main sequence, 
its days are numbered. The post-main-sequence stages of stel-
lar evolution—the end of a star’s life—depend critically on the 
star’s mass. As a rule of thumb, we can say that low-mass stars 
die gently, whereas high-mass stars die catastrophically. The 
dividing line between these two very different outcomes lies 
around eight times the mass of the Sun, and in this chapter we 
will refer to stars of more than 8 solar masses as “high-mass” 
stars. Within both the “high-mass” and the “low-mass” (i.e., 
less than 8 solar masses) categories, there are substantial varia-
tions, some of which we will point out as we proceed.

Rather than dwelling on the many details, we will 
concentrate on a few representative evolutionary sequences. 
We begin by considering the evolution of a fairly low-mass 
star like the Sun. The stages described in the next few sections 
pertain to the Sun as it nears the end of its fusion cycle  
5 billion years from now. The numbers continue the sequence 
begun in Chapter 19. In fact, most of the qualitative features 
of the discussion apply to any low-mass star, although the 
exact numbers vary considerably. Later, we will broaden our 
discussion to include all stars, large and small.

Process of science Check

4 How can astronomers “see” stars evolve in time?

20.2  Evolution of a Sun-Like Star
The surface of a main-sequence star like the Sun occasionally 
erupts in flares and spots, but for the most part the star does 
not exhibit any sudden, large-scale changes in its proper-
ties. Its average surface temperature remains fairly constant, 
whereas its luminosity increases very slowly with time. The 
Sun has roughly the same surface temperature as it had when 
it formed nearly 5 billion years ago, even though it is some 30 
percent brighter than it was at that time.

This state of affairs cannot continue indefinitely. Even-
tually, drastic changes occur in the star’s interior structure. 
After about 10 billion years of steady core hydrogen burn-
ing, a Sun-like star begins to run out of fuel. It’s a little like 
an automobile cruising effortlessly along a highway at con-
stant speed for many hours, only to have the engine sud-
denly cough and sputter as the gas gauge reaches empty. 
Unlike automobiles, though, stars are not easy to refuel.

20.1  Leaving the Main Sequence
Most stars spend most of their lives on the main sequence. 
A star like the Sun, for example, after spending a few tens of 
millions of years in its formative stages (1–6 in Chapter 19), 
resides on or near the main sequence (stage 7) for 10 billion 
years before turning into something else.  (Sec. 19.2) That 
“something else” is the main topic of this chapter.

Observing Stellar Lifetimes
No one has ever witnessed the complete evolution of any 
star, from birth to death. Stars take a very long time—mil-
lions, billions, even trillions of years—to evolve.  (Secs. 
17.8, 19.2) Yet, in less than a century, astronomers devised a 
comprehensive theory of stellar evolution that is one of the 
best-tested in all of astronomy. How can we can talk so con-
fidently about what took place billions of years in the past, 
and what will happen billions of years in the future? The 
answer is that we can observe billions of stars in the uni-
verse, enough to see examples of every stage of stellar devel-
opment, allowing us to test and refine our theoretical ideas. 

 (Sec. 1.2) Just as we can piece together a picture of the 
human life cycle by studying a snapshot of all the residents 
of a large city, so we can construct a picture of stellar evolu-
tion by studying the myriad stars we see in the night sky.

Note that astronomers use the term “evolution” here 
to mean change during the lifetime of an individual star. 
Contrast this with the usage of the term in biology, where 
it refers to changes in the characteristics of a population 
of plants or animals over many generations. In fact, as we 
will see in Chapter 21, populations of stars do evolve in the 
latter “biological” sense, as the overall composition of the 
interstellar medium (and hence of each new stellar gen-
eration) changes slowly over time due to nuclear fusion in 
stars. However, in astronomical parlance, “stellar evolution” 
always refers to changes during a single stellar lifetime.

Structural Change
On the main sequence, a star slowly fuses hydrogen into 
helium in its core. This process of nuclear fusion is called core 
hydrogen burning. In Chapter 16, we saw how the proton–
proton fusion chain powers the Sun.  (Sec. 16.6) Here, by 
the way, is another instance where astronomers use a fairly 
familiar term in a quite unfamiliar way: To astronomers 
“burning” always means nuclear fusion in a star’s core and not 
the chemical reaction (such as the combustion of wood or gas-
oline in air) we would normally think of in everyday speech. 
Chemical burning does not directly affect atomic nuclei.

As discussed in Chapter 16 (see Figure 16.4), a main-
sequence star is in a state of hydrostatic equilibrium, in 
which pressure’s outward push exactly counteracts gravity’s 
inward pull.  (Sec. 16.2) This is a stable balance between 
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energy faster than did the original main-sequence star’s 
hydrogen-burning core, and the shell’s energy production 
continues to increase as the helium core continues to shrink. 
Strange as it may seem, the star’s response to the disappear-
ance of the fire at its center is to get brighter!

Table 20.1 summarizes the key stages through which  
a solar-mass star evolves. The table is a continuation of  
Table 19.1, except that the density units have been changed 
from particles per cubic meter to the more convenient 

Stage 8: The Subgiant Branch

As nuclear fusion proceeds, the composition of the star’s inte-
rior changes as its hydrogen fuel is depleted. Figure 20.1 illus-
trates the increase in helium abundance and the corresponding 
decrease in hydrogen abundance that take place in the stellar 
core as the star ages. Three cases are shown: (a) the chemical 
composition of the original core, (b) the composition after  
5 billion years, and (c) the composition after 10 billion years. 
Case (b) represents approximately the present state of our Sun.

The star’s helium content increases fastest at the center, 
where temperatures are highest and the burning is fastest. 
The helium content also increases near the edge of the core, 
but more slowly because the burning rate is less rapid there. 
The inner, helium-rich region becomes larger and more 
deficient in hydrogen as the star continues to shine. Eventu-
ally, about 10 billion years after the star arrived on the main 
sequence (Figure 20.1c), hydrogen becomes depleted at the 
center, the nuclear fires there subside, and the location of 
principal burning moves to higher layers in the core. An 
inner core of nonburning pure helium starts to grow.

Without nuclear burning to maintain it, the outward-
pushing gas pressure weakens in the helium inner core. 
However, the inward pull of gravity does not. Once the out-
ward push against gravity is relaxed—even a little—struc-
tural changes in the star become inevitable. As the hydrogen 
is consumed, the inner core begins to contract. When all the 
hydrogen at the center is gone, the process accelerates.

If more heat could be generated, then the core might regain 
its equilibrium. For example, if helium in the core were to begin 
fusing into some heavier element, then energy would be created 
as a by-product of helium burning, and the necessary gas pres-
sure would be reestablished. But the helium at the center can-
not burn—not yet, anyway. Despite its high temperature, the 
core is far too cold to fuse helium into anything heavier.

Recall from Chapter 16 that a minimum temperature of 
about 107 K is needed to fuse hydrogen into helium. Only 
above that temperature do colliding hydrogen nuclei (i.e., 
protons) have enough speed to overwhelm the repulsive 
electromagnetic force between them.  (Sec. 16.6) Because 
helium nuclei, with two protons each, carry a greater posi-
tive charge, their electromagnetic repulsion is larger, and 
even higher temperatures are needed to cause them to 
fuse—at least 108 K. A core composed of helium at 107 K 
thus cannot generate energy through fusion.

The shrinkage of the helium core releases gravitational 
energy, driving up the central temperature and heating the 
overlying burning layers. The higher temperatures—now 
well over 107 K (but still less than 108 K)—cause hydrogen 
nuclei to fuse even more rapidly than before. Figure 20.2 
depicts this situation, in which hydrogen is burning at a furi-
ous rate in a shell surrounding the nonburning inner core 
of helium “ash” in the center. This phase is known as the 
hydrogen-shell-burning stage. The hydrogen shell generates 

▲ figure 20.1 solar composition change Theoretical 
estimates of the changes in a Sun-like star’s composition show how 
hydrogen (yellow) and helium (blue) abundance vary within the star 
from birth to death (top to bottom). All these changes speed up as the 
nuclear burning rate increases with time.
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At birth, a star’s helium
abundance is about
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most of the star is still
made of hydrogen–yet it’s 
all gone at the center.
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Stage 9: The Red-Giant Branch

Our aging star is now far from the main sequence and no 
longer in stable equilibrium. The helium core is unbalanced 
and shrinking. The rest of the core is also unbalanced, fus-
ing hydrogen into helium at an ever-increasing rate. The gas 
pressure produced by this enhanced hydrogen burning causes 
the star’s nonburning outer layers to increase in radius. Not 
even gravity can stop this inexorable change. While the core is 
shrinking and heating up, the overlying layers are expanding 
and cooling. The star is on its way to becoming a red giant. The 
transformation from normal main-sequence star to elderly red 
giant takes about 100 million years.

By stage 8, the star’s surface temperature has fallen to the 
point at which much of the interior is opaque to the radiation 

kilograms per cubic meter and sizes are expressed as radii 
rather than diameters. The numbers in the “Stage” column 
refer to the evolutionary stages noted in the figures and dis-
cussed in the text.

After a lengthy stay on the main sequence, the star’s tem-
perature and luminosity are once again beginning to change, 
and we can trace these changes via the star’s evolutionary track 
on the H–R diagram.  (Sec. 19.2) Figure 20.3 shows the star’s 
path away from the main sequence, labeled as stage 7. The star 
first evolves to the right on the diagram, its surface tempera-
ture dropping whereas its luminosity increases only slightly. 
By stage 8, the star’s radius has increased to about three times 
the radius of the Sun. The star at this stage is called a subgiant. 
Its roughly horizontal path from its main-sequence location 
(stage 7) to stage 8 on the figure is called the subgiant branch.

◀ figure 20.2 Hydrogen-shell 
Burning As a star’s core converts 
more and more of its hydrogen 
into helium, the hydrogen in the 
shell surrounding the nonburning 
helium “ash” burns ever more 
violently. By the time the star has 
reached the bottom of the giant 
branch (around stage 8 in Table 
20.1), its core has shrunk to a few 
tens of thousands of kilometers in 
diameter, and its photosphere is 
10 times the star’s original size.

Core Hydrogen-
burning shell

Nonburning
helium “ash”

Nonburning
envelope

Star Core

10 R 0.01 R

stage
 

Approximate time  
to next stage 

(yr)

central  
temperature

(106 K)

surface  
temperature

(K)

central 
Density
(kg/m3)

radius
  (km) (solar radii)

object
 

7 1010 15 6000 105 7 × 105 1 Main-sequence star
8 108 50 4000 107 2 × 106 3 Subgiant branch
9 105 100 4000 108 7 × 107 100 Helium flash

10 5 × 107 200 5000 107 7 × 106 10 Horizontal branch
11 104 250 4000 108 4 × 108 500 Asymptotic-giant branch
12 105 300 100,000 1010 104 0.01 Carbon core

    — 3000 10−17 7 × 108 1000 Planetary nebula*

13 — 100 50,000 1010 104 0.01 White dwarf

14 — Close to 0 Close to 0 1010 104 0.01 Black dwarf

* Values refer to the envelope.

tABLe 20.1 Evolution of a Sun-Like Star
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the Sun. Currently in the hydrogen-shell-burning stage and 
ascending the red-giant branch, Arcturus has a radius some  
21 times that of the Sun and emits about 160 times more energy 
than the Sun, much of it in the infrared part of the spectrum.

Stage 10: Helium Fusion
Should the unbalanced state of a red-giant star continue, 
the core would eventually collapse, and the rest of the star 
would slowly drift into space. The forces and pressures at 
work inside a red giant would literally tear it apart. In fact, 
for stars less than about one-quarter the mass of the Sun, 
that is precisely what will eventually happen (in a few hun-
dred billion years—see Section 20.3).

However, for a star like the Sun, this simultaneous 
shrinking and expanding does not continue indefinitely. A 
few hundred million years after a solar-mass star leaves the 
main sequence, something else happens: Helium begins to 
burn in the core. By the time the central density has risen to 
about 108 kg/m3 (at stage 9), the temperature has reached the 
108 K needed for helium to fuse into carbon, and the central 
fires reignite.

The reaction that transforms helium into carbon occurs 
in two steps. First, two helium nuclei come together to form 
a nucleus of beryllium-8 (8Be), a highly unstable isotope that 
would normally break up into two helium nuclei in about 
10−12 s. However, at the high densities found in the core of 
a red giant, it is possible that the beryllium-8 nucleus will 
encounter another helium nucleus before breakup occurs, 
fusing with the helium nucleus to form carbon-12 (12C). 
This is the second step of the helium-burning reaction. In 
part, it is because of the electrostatic repulsion between 
beryllium-8 (containing four protons) and helium-4 (con-
taining two) that the temperature must reach 108 K before 
that step can take place.

Symbolically, we can represent this next stage of stellar 
fusion as follows:

4He + 4He S 8Be + energy,
8Be + 4He S 12C + energy.

Helium-4 nuclei are traditionally known as alpha particles. 
The term dates from the early days of nuclear physics, when 
the true nature of these particles, emitted by many radio 
active materials, was unknown. Because three alpha particles 
are required to get from helium-4 to carbon-12, the foregoing 
reaction is usually called the triple-alpha process.

The Helium Flash
For stars comparable in mass to the Sun, a complication 
arises when helium fusion begins. At the high densities 
found in the core, the gas has entered a new state of mat-
ter whose properties are governed by the laws of quantum 
mechanics (the branch of physics describing the behavior of 

▲ figure 20.3 red giant on the H–r Diagram As its helium 
core shrinks and its outer envelope expands, the star leaves the main 
sequence (stage 7). At stage 8, the star is well on its way to becoming 
a red giant. The star continues to brighten and grow as it ascends 
the red-giant branch to stage 9. As noted in Chapter 17, the dashed 
diagonal lines are lines of constant radius, allowing us to gauge the 
changes in the size of the star.

from within. Beyond this point, convection carries the core’s 
enormous energy output to the surface. One consequence of 
that convection is that the star’s surface temperature remains 
nearly constant between stages 8 and 9. The almost vertical 
path followed by the star between those stages is known as 
the red-giant branch of the H–R diagram. By stage 9, hydro-
gen shell burning in the still-shrinking core is so ferocious 
that the giant’s luminosity is many hundreds of times the 
solar value. Its radius by this time is around 100 solar radii.

The red giant is huge—about the size of Mercury’s 
orbit. In contrast, its helium core is surprisingly small—
only about a thousandth the size of the entire star, mak-
ing the core just a few times larger than Earth. The cen-
tral density is enormous: Continued shrinkage of the red  
giant’s core has compacted its helium gas to approximately 
108 kg/m3. Contrast this value with the 10−3 kg/m3 in the 
giant’s outermost layers, with the 5000 kg/m3 average den-
sity of Earth, and with the 150,000 kg/m3 in the present 
core of the Sun. About 25 percent of the mass of the entire 
star is packed into its planet-sized core.

A familiar example of a low-mass star in the red-giant 
phase is the KIII giant Arcturus (see Figure 17.15), one of the 
brightest stars in the sky. Its mass is about 1.5 times that of 
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matter on subatomic scales), rather than by those of classical 
physics.  (Sec. 4.2)

Up to now, we have been concerned primarily with 
the nuclei—protons, alpha particles, and so on—that make 
up virtually all the star’s mass and that participate in the 
reactions that generate its energy. However, the star con-
tains another important constituent: a vast sea of electrons 
stripped from their parent nuclei by the ferocious heat in the 
stellar interior. At this stage in our story, these electrons play 
an important role in determining the star’s evolution.

Under the conditions found in the stage-9 red-giant 
core, a rule of quantum mechanics known as the Pauli exclu-
sion principle (after Wolfgang Pauli, one of the founding 
fathers of quantum physics) prohibits the electrons in the 
core from being squeezed too close together. In effect, the 
exclusion principle tells us that we can think of the electrons 
as tiny rigid spheres that can be squeezed relatively easily 
up to the point of contact, but that become virtually incom-
pressible thereafter. In the language of quantum mechanics, 
this condition is known as electron degeneracy; the pres-
sure associated with the contact of the tiny electron spheres 
is called electron degeneracy pressure.* It has nothing to 
do with the thermal pressure (due to the star’s heat) that we 
have been studying up to now. In fact, in our red-giant core, 
the pressure resisting the force of gravity is supplied almost 
entirely by degenerate electrons. Hardly any of the core’s sup-
port results from “normal” thermal pressure, and this fact 
has dramatic consequences once the helium begins to burn.

Under normal (“nondegenerate”) circumstances, the 
core could react to, and accommodate, the onset of helium 
burning, but in the core’s degenerate state, the burning 
becomes unstable, with literally explosive consequences. In a 
star supported by thermal pressure, the increase in tempera-
ture produced by the onset of helium fusion would lead to an 
increase in pressure. The gas would then expand and cool, 
reducing the burning rate and reestablishing equilibrium, 
just as discussed earlier.

In the electron-supported core of a solar-mass red giant, 
however, the pressure is largely independent of the temperature. 
When burning starts and the temperature increases, there is no 
corresponding rise in pressure, no expansion of the gas, no drop 
in the temperature, and no stabilization of the core. Instead, the 
core is unable to respond to the rapidly changing conditions 
within it. The pressure remains more or less unchanged as the 
nuclear reaction rates increase, and the temperature rises rap-
idly in a runaway condition called the helium flash.

For a few hours, the helium burns ferociously. Eventu-
ally, the flood of energy released by this period of runaway 
fusion heats the core to the point at which normal thermal 
pressure once again dominates. Finally able to react to the 

energy dumped into it by helium burning, the core expands, 
its density drops, and equilibrium is restored as the inward 
pull of gravity and the outward push of gas pressure come 
back into balance. The core, now stable, begins to fuse 
helium into carbon at temperatures well above 108 K.

The helium flash terminates the giant star’s ascent of the 
red-giant branch of the H–R diagram. Yet, despite the violent 
ignition of helium in the core, the flash does not increase the 
star’s luminosity. On the contrary, the energy released in the 
helium flash expands and cools the core and ultimately results 
in a reduction in the energy output. On the H–R diagram, the 
star jumps from stage 9 to stage 10, a stable state with steady 
helium burning in the core. As indicated in Figure 20.4, the 
surface temperature is now higher than it was on the red-giant 
branch, but the luminosity is considerably less than at the 
helium flash. This adjustment in the star’s properties occurs 
quite quickly—in about 100,000 years.

At stage 10, our star is now stably burning helium in its 
core and fusing hydrogen in a shell surrounding it. The star 
resides in a well-defined region of the H–R diagram known 
as the horizontal branch, where core-helium-burning stars 
remain for a time before resuming their journey around the 
H–R diagram. The star’s specific position within this region 
is determined mostly by its mass—not its original mass, 
but whatever mass remains after its ascent of the red-giant 

* The term refers to an idealized condition in which all particles (electrons 
in this case) are in their lowest possible energy states. As a result, the star 
cannot be compressed into a more compact configuration.

▲ figure 20.4 Horizontal Branch A large increase in luminosity 
occurs as a star ascends the red-giant branch, ending in the helium 
flash. The star then settles down into another equilibrium state at 
stage 10, on the horizontal branch.
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branch. The two masses differ because, during the red-giant 
stage, strong stellar winds eject large amounts of matter from 
a star’s surface. As much as 20 to 30 percent of the original 
stellar mass may escape during that period. It so happens 
that more massive stars have lower surface temperatures at 
this stage, but all stars have roughly the same luminosity 
after the helium flash. As a result, stage-10 stars tend to lie 
along a horizontal line on the H–R diagram, with more mas-
sive stars to the right and less massive ones to the left.

Stage 11: Back to the Giant Branch
The nuclear reactions in our star’s helium core burn on, but 
not for long. Whatever helium exists in the core is rapidly 
consumed, and the dying star once again ascends the giant 
branch.

The triple-alpha helium-to-carbon fusion reaction—
like the proton–proton and CNO-cycle hydrogen-to-
helium reactions before it—proceeds at a rate that increases 
rapidly with temperature. At the extremely high tempera-
tures found in the horizontal-branch core, the helium fuel 
doesn’t last long—no more than a few tens of millions of 
years after the initial flash.

As helium fuses to carbon, a new carbon-rich inner core 
begins to form, and phenomena similar to those that took place 
during the earlier buildup of helium recur. Helium becomes 
depleted at the center of the star, and eventually fusion ceases 
there. The nonburning carbon core shrinks in size—even 
as its mass increases due to helium fusion—and heats up as 
gravity pulls it inward, causing the hydrogen- and helium-
burning rates in the overlying lay of the core to increase. As 
illustrated in Figure 20.5, the star now contains a contracting 
carbon core surrounded by a helium-burning shell, which is 
in turn surrounded by a hydrogen-burning shell. The outer 

envelope of the star—the nonburning layers surrounding the 
core—expands, much as it did earlier during the first red-giant 
stage. By the time it reaches stage 11 in Figure 20.6, the star has 
become a swollen red giant for the second time.

◀ figure 20.5 Helium-shell 
Burning Within a few million 
years after the onset of helium 
burning (stage 9), carbon ash 
accumulates in the star’s inner 
core. Above this core, hydrogen 
and helium are still burning in 
concentric shells.

Hydrogen-burning
shell

Core

Helium-burning
shell

Carbon ash

Nonburning
envelope

Star Core

100 R 0.01 R

▲ figure 20.6 reascending the giant Branch A carbon-core 
star reenters the giant region of the h–R diagram—this time on a track 
called the asymptotic-giant branch (stage 11)—for the same reason it 
evolved there the first time around: Lack of nuclear fusion at the center 
causes the core to contract and the overlying layers to expand.
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For solar-mass stars, the central temperature never 
reaches the 600 million K needed for a new round of nuclear 
reactions to occur. The red giant is very close to the end of 
its nuclear-burning lifetime.

The Fires Go Out
Before the carbon core can attain the incredibly high tem-
peratures needed for carbon ignition, its density reaches 
a point beyond which it cannot be compressed further. 
At about 1010 kg/m3, the electrons in the core once again 
become degenerate, the contraction of the core ceases, and 
the core’s temperature stops rising. This stage (stage 12 in 
Table 20.1) represents the maximum compression that the 
star can achieve—there is simply not enough matter in the 
overlying layers to bear down any harder.

The core density at this stage is extraordinarily high. A 
single cubic centimeter of core matter would weigh 1000 kg  
on Earth—a ton of matter compressed into a volume about 
the size of a grape! Yet, despite the extreme compression of 
the core, the central temperature is “only” about 300 million 
K. Some oxygen is formed via reactions between carbon and 
helium at the inner edge of the helium-burning shell—that is,

12C + 4He S 16O + energy.

However, collisions among nuclei are neither frequent nor 
violent enough to create any heavier elements. For all prac-
tical purposes, the central fires go out once carbon has 
formed.

Stage 12: A Planetary Nebula
Our aged stage-12 star is now in quite a predicament. Its 
inner carbon core no longer generates energy. The outer-core 
shells continue to burn hydrogen and helium, and as more 
and more of the inner core reaches its final, high-density 
state, the nuclear burning increases in intensity. Meanwhile, 
the envelope continues to expand and cool, reaching a 

To distinguish the second ascent of the giant branch 
from the first, the star’s track during the second phase is 
often referred to as the asymptotic-giant branch.* The 
burning rates in the shells around the carbon core are much 
fiercer this time around, and the star’s radius and luminos-
ity increase to values even greater than those reached at the 
helium flash on the first ascent. The carbon core grows in 
mass as more and more carbon is produced in the helium-
burning shell above it, but continues to shrink in radius, 
driving the hydrogen-burning and helium-burning shells 
to higher and higher temperatures and luminosities.

concePt Check

4 Why does a star get brighter as it runs out of fuel in its 
core?

20.3  The Death of a Low-Mass Star
Figure 20.7 illustrates the stages through which a G-type 
star like the Sun will pass over the course of its evolu-
tion. As our star moves from stage 10 (the horizontal 
branch) to stage 11 (the asymptotic-giant branch), its 
envelope swells, while its inner carbon core, too cool 
for further nuclear burning, continues to contract. If 
the central temperature could become high enough for 
carbon fusion to occur, still heavier products could be 
synthesized, and the newly generated energy might again 
support the star, restoring for a time the equilibrium 
between gravity and heat. However, as we will see in a 
moment, only high-mass stars reach temperatures high 
enough for this to occur.

Stage 4 Stage 7

Protostar Main-sequence G-type star Red giant

Core

White dwarf

Stage 8 Stage 9

* This rather intimidating term is borrowed from mathematics. An asymp-
tote to a curve is a second curve that approaches ever closer to the first as 
the two are extended to infinity. Theoretically, if the star remained intact, 
the asymptotic-giant branch would approach the red-giant branch from 
the left as the luminosity increased and would effectively merge with the 
red-giant branch near the top of Figure 20.6. However, as we will see in 
Section 20.3, a Sun-like star will not live long enough for that to occur.

interactive figure 20.7 g-type star evolution Artist’s conception of the relative sizes and changing 
colors of a normal G-type star (such as our Sun) during its formative stages, on the main sequence, and while 
passing through the red-giant and white-dwarf stages. At maximum swelling, the red giant is approximately  
70 times the size of its main-sequence parent; the core of the giant is about 1

15th the main-sequence size and 
would be barely discernible if this figure were drawn to scale. The duration of time spent in the various stages—
protostar, main-sequence star, red giant, and white dwarf—is roughly proportional to the lengths shown in this 
imaginary trek through space. The star’s brief stay on the horizontal and asymptotic-giant branches are not shown.
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both the core and the outer layers, virtually all of the star’s 
envelope is ejected into space in less than a few million years 
at a speed of a few tens of kilometers per second.

In time, a rather unusual-looking object results. The “star” 
now consists of two distinct parts, both of which constitute 
stage 12 of Table 20.1. At the center is a small, well-defined core 
of mostly carbon ash. Hot, dense, and still very luminous, only 
the outermost layers of this core still fuse helium into carbon 
and oxygen. Well beyond the core lies an expanding cloud of 
dust and cool gas—the ejected envelope of the giant—spread 
over a volume roughly the size of our solar system.

As the core exhausts its last remaining fuel, it contracts 
and heats up, moving to the left in the H–R diagram. Even-
tually, it becomes so hot that its ultraviolet radiation ionizes 
the inner parts of the surrounding cloud, producing a spec-
tacular display called a planetary nebula. Some well-known 
examples are shown in Figures 20.9 and 20.10. In all, more 
than 1500 planetary nebulae are known in our Galaxy. The 
word planetary here is misleading, for these objects have  
no association with planets. The name originated in the  
18th century, when, viewed at poor resolution through small 
telescopes, these shells of glowing gas looked to some astrono-
mers like the circular disks of planets in our solar system.

Note that the mechanism by which planetary nebulae 
shine is basically the same as that powering the emission 
nebulae we studied earlier: ionizing radiation from a hot 
star embedded in a cool gas cloud.  (Sec. 18.2) However, 
recognize that these two classes of object have very different 
origins and represent completely separate phases of stellar 
evolution. The emission nebulae discussed in Chapter 18 are 
signposts of recent stellar birth. Planetary nebulae, by con-
trast, indicate impending stellar death.

Astronomers once thought that the escaping giant enve-
lope would be more or less spherical in shape, completely sur-
rounding the core in three dimensions, just as it had while 
still part of the star. Figure 20.9(a) shows an example where 
this may well in fact be the case. The “ring” of this planetary 
nebula is in reality a three-dimensional shell of glowing gas—
its halo-shaped appearance is only an illusion. As illustrated 
in Figure 20.9(b), the nebula looks brighter near the edges 
simply because there is more emitting gas along the line of 
sight there, creating the illusion of a bright ring.

However, such cases now seem to be in the minority. 
There is growing evidence that, for reasons not yet fully under-
stood, the final stages of red-giant mass loss are often decidedly 
nonspherical. For example, the famous Ring Nebula shown in 

maximum radius of about 300 times that of the Sun—big 
enough to engulf the planet Mars.

Around this time, the burning becomes quite unstable. 
The helium-burning shell is subject to a series of explosive 
helium-shell flashes, caused by the enormous pressure in 
the helium-burning shell and the extreme sensitivity of the 
triple-alpha burning rate to small changes in temperature. 
The flashes produce large fluctuations in the intensity of 
the radiation reaching the star’s outermost layers, causing 
those layers to pulsate violently as the envelope repeatedly 
is heated, expands, cools, and then contracts (Figure 20.8). 
The amplitude of the pulsations grows as the temperature 
of the core continues to increase and the nuclear burning 
intensifies in the surrounding shells.

Compounding the star’s problems is the increasing 
instability of its surface layers. Around the peak of each 
pulsation, the surface temperature drops below the point at 
which electrons can recombine with nuclei to form atoms. 

 (Sec. 4.2) Each recombination produces additional pho-
tons, giving the gas a little extra outward “push” and caus-
ing some of it to escape. Thus, driven by increasingly intense 
radiation from within, and accelerated by instabilities in 

Stage 4 Stage 7

Protostar Main-sequence G-type star Red giant

Core

White dwarf

Stage 8 Stage 9

▲ figure 20.8 red-giant instability Buffeted by helium-shell 
flashes from within, and subject to the destabilizing influence of 
recombination, the outer layers of a red giant become unstable and 
enter into a series of growing pulsations. eventually, the envelope is 
ejected and forms a planetary nebula.
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existing nuclei to form still heavier elements (see Chapter 21). 
All of these elements—helium, carbon, oxygen, and heavier 
ones—are “dredged up” from the depths of the core into the 
envelope by convection during the star’s final years to enrich 
the interstellar medium when the giant envelope escapes. 
The evolution of low-mass stars is the source of virtually all 
the carbon-rich dust observed throughout the plane of our 
own and other galaxies.  (Sec. 18.1)

Stage 13: A White Dwarf
The carbon core—the stellar remnant at the center of the plan-
etary nebula—continues to evolve. Formerly concealed by the 
atmosphere of the red-giant star, the core becomes visible as 
the envelope recedes. Several tens of thousands of years are 
needed for the core to appear from behind the veil of expand-
ing gas. The core is very small. By the time the envelope is 
ejected as a planetary nebula, the core has shrunk to about the 
size of Earth. (In some cases, it may be even smaller than our 
planet.) Its mass is about half the mass of the Sun. Shining only 
by stored heat, not by nuclear reactions, this small “star” has 
a white-hot surface when it first becomes visible, although it 
appears dim because of its small size. The core’s temperature 

Figure 20.9(c) may well actually be a ring, and not just our view 
of a glowing spherical shell, and many planetary nebulae are 
much more complex than that. As illustrated in Figure 20.10, 
some planetary nebulae exhibit much more complex struc-
tures, suggesting that the star’s environment—including the 
existence of a binary companion—can play an important role 
in determining the nebula’s shape and appearance.

The central star fades and eventually cools, and the 
expanding gas cloud becomes more and more diffuse, even-
tually dispersing into interstellar space. After just a few 
tens of thousands of years, the glowing planetary nebula 
disappears from view. As the cloud rejoins the interstellar 
medium, it plays a vital role in the evolution of our Galaxy. 
During the final stages of the red giant’s life, nuclear reac-
tions between carbon and unburned helium in the core cre-
ate oxygen and, in some cases, even heavier elements, such 
as neon and magnesium. Some of these reactions also release 
neutrons, which, carrying no electrical charge, have no elec-
trostatic barrier to overcome and hence can interact with 

◀ figure 20.9 ejected envelope (a) Abell 39, some 6800 
light-years away, is a classic planetary nebula shedding a spherical 
shell of gas. (b) The brightened appearance around the edge 
of Abell 39 is caused by the thinness of the shell of glowing gas 
around the central core. Very little gas exists along the line of sight 
between the observer and the central star (path A), so that part of 
the shell is invisible. Near the edge of the shell, however, more gas 
exists along the line of sight (paths B and C), so the observer sees a 
glowing ring. (c) The Ring Nebula, perhaps the most famous of all 
planetary nebulae at about 4900 light-years away, is too small and 
dim to be seen with the naked eye. Astronomers once thought its 
appearance could be explained in much the same way as that of 
Abell 39. however, it now seems that the Ring really is ring shaped, 
but researchers are unsure why. (AURA; NASA)

An observer at right sees a shell because
the gas is plentiful at the edges and

much less so in the middle.

Arrows in parts a and c mark the hot,
yet dead, central stars of these
planetary nebulae.
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and size give rise to its new name: white dwarf. This is stage 13 
of Table 20.1. The approximate path followed by the star on the 
H–R diagram as it evolves from stage-11 red giant to stage-13 
white dwarf is shown in Figure 20.11.

Not all white-dwarf stars are found as the cores of 
planetary nebulae: Several hundred have been discovered 
“naked” in our Galaxy, their envelopes expelled to invis-
ibility (or perhaps stripped away by a binary compan-
ion—to be discussed shortly) long ago. Figure 20.12 shows 
an example of a white dwarf, Sirius B, that happens to 
lie particularly close to Earth; it is the faint binary com-
panion of the much brighter and better known Sirius A.  

 (More Precisely 17-2) Some properties of Sirius B are 
listed in Table 20.2. With more than the mass of the Sun 

▲ figure 20.10 Planetary nebulae (a) The eskimo Nebula 
clearly shows several “bubbles” (or shells) of material being blown 
into space from this planetary nebula, which resides some 4800 
light-years away in the constellation Gemini. (b) The Cat’s eye 
Nebula, about 3200 light-years away, is an example of a much more 
complex planetary nebula, possibly produced by a pair of binary 
stars (unresolved at center) that have both shed envelopes (red seen 
in visible light, blue in X-rays). (c) M2-9, some 2000 light-years away, 
shows surprising twin lobes (or jets) of glowing gas emanating  
from a central, dying star and racing out at speeds of about  
300 km/s. (AURA; NASA)
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This diagram illustrates the entire evolutionary 
path of a typical low-mass star like the Sun.

interactive figure 20.11 White Dwarf on the H–r 
Diagram A star’s passage from the horizontal branch 
(stage 10) to the white-dwarf stage (stage 13) by way of the 
asymptotic-giant branch creates an evolutionary path that cuts 
across the entire h–R diagram.

Mass 1.1 solar masses
Radius 0.0073 solar radius (5100 km)
Luminosity (total) 0.0025 solar luminosity (1024 W)

Surface temperature 27,000 K
Average density 3.9 × 109 kg/m3

tABLe 20.2 Sirius B, a Nearby White Dwarf
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evolutionary product of a star roughly four times the mass 
of the Sun. Discovery 20-1 discusses another possible pecu-
liarity of Sirius B’s evolution.

Hubble Space Telescope (HST) observations of nearby 
globular clusters have revealed the white-dwarf sequences 
long predicted by theory, but previously too faint to detect 
at such large distances. Figure 20.13(a) shows a ground-
based view of the globular cluster M4, lying 1700 pc from 
Earth. Part (b) of the figure shows an HST closeup of a 
small portion of the cluster, revealing dozens of white 
dwarfs among the cluster’s much brighter main sequence, 
red-giant, and horizontal-branch stars. When plotted on an 
H–R diagram (see Figure 20.14), the white dwarfs fall nicely 
along the path indicated in Figure 20.11.

Not all white dwarfs are composed of carbon and oxy-
gen. As mentioned earlier, theory predicts that very low-
mass stars (less than about one-quarter the mass of the 
Sun) will never reach the point of helium fusion. Instead, 
the core of such a star will become supported by electron 
degeneracy pressure before its central temperature reaches 
the 100 million K needed to start the triple-alpha process. 
The interiors of such stars are completely convective, ensur-
ing that fresh hydrogen continually mixes from the enve-
lope into the core. As a result, unlike the case of the Sun 
illustrated in Figure 20.2, a nonburning helium inner core 
never appears, and eventually all of the star’s hydrogen is 
converted to helium, forming a helium white dwarf.

The time needed for this kind of transformation to 
occur is very long—hundreds of billions of years—so no 

▲ figure 20.12 sirius Binary system Sirius B (the speck of 
light to the right of the much larger and brighter star Sirius A) is a 
white dwarf star, a companion to Sirius A. The “spikes” on the image 
of Sirius A are not real; they are caused by the support struts of the 
telescope. (Palomar Observatory)

R I V U X G

Sirius B

▲ figure 20.13 Distant White Dwarfs (a) The globular cluster M4 (see also figure 18.13), as seen through a large 
ground-based telescope at Kitt Peak National observatory in Arizona, is the closest globular cluster to us, at 5500 light-years  
away. (b) A peek at M4’s “suburbs” by the hubble Space Telescope shows nearly a hundred white dwarfs within a small 
2-square-light-year region. (AURA; NASA)

12 light-years
R I V U X G

(a) (b)

GroundGround HSTHST

packed into a volume smaller than Earth, Sirius B has a 
density about a million times greater than anything famil-
iar to us in the solar system. In fact, Sirius B has an unusu-
ally high mass for a white dwarf—it is thought to be the 
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helium white dwarfs have ever actually formed in this 
way.  (Sec. 17.8) However, if a solar-mass star is a mem-
ber of a binary system, it is possible for its envelope to be 
stripped away during the red-giant stage by the gravi-
tational pull of its companion (see Section 20.6), expos-
ing the helium core and terminating the star’s evolution 
before helium fusion can begin. Several such low-mass 
helium white dwarfs have in fact been detected in binary 
systems.

Finally, in stars somewhat more massive than the Sun 
(close to the 8-solar-mass limit on “low-mass” stars at the 
time the carbon core forms), temperatures in the core may 
become high enough that an additional reaction,

16O + 4He S 20Ne + energy,

can occur, ultimately leading to the formation of a rare 
neon–oxygen white dwarf.

Stage 14: A Black Dwarf
Once an isolated star becomes a white dwarf, its evolution is 
over. (As we will see in Chapter 21, white dwarfs in binary 
systems may undergo further activity.) The isolated white 
dwarf continues to cool and dim with time, following the 
white–yellow–red track near the bottom of the H–R diagram 
of Figure 20.11 and eventually becoming a black dwarf—a 
cold, dense, burned-out ember in space. This is stage 14 of 
Table 20.1, the graveyard of stars.

The cooling dwarf does not shrink much as it fades 
away. Even though its heat is leaking away into space, grav-
ity does not compress it further. At the enormously high 
densities in the star (from the white-dwarf stage on), the 
resistance of electrons to being squeezed together—the 
same electron degeneracy that prevailed in the red-giant 
core around the time of the helium flash—supports the 
star, even as its temperature drops almost to absolute zero. 
As the dwarf cools, it remains about the size of Earth.

Comparing Theory with Reality
All the H–R diagrams and evolutionary tracks presented 
so far are theoretical constructs based largely on computer 
models of the interior workings of stars. Before continuing 
our study of stellar evolution, let’s take a moment to compare 
our models with actual observations. Figure 20.14(a) shows 
the beautiful globular cluster M80, which lies about 8000 pc 
from Earth. Figure 20.14(b) shows a composite H–R diagram 
recently constructed by using the stars of a number of other 
globular clusters of roughly the same age and composition 
as M80. The diagram spans the entire range of stellar lumi-
nosities, from bright red giants to faint red and white dwarfs.  
Fitting theoretical models of the main-sequence, giant, 
and horizontal branches (see Section 20.5) implies an age 
of about 12 billion years, making these clusters among the 
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▲ figure 20.14 globular cluster H–r Diagram (a) The globular 
cluster M80, some 26,000 light-years from earth. (b) Combined h–R 
diagram, based on ground- and space-based observations, for several 
globular clusters similar in overall composition to M80. The various 
evolutionary stages predicted by theory and depicted schematically in 
figure 20.11 are clearly visible. Note also the blue stragglers— 
main-sequence stars that appear to have been “left behind” as other 
stars evolved into giants. They are probably the result of merging 
binary systems or actual collisions between stars of lower mass in this 
remarkably dense stellar system. (See also figure 20.20.) (NASA; data 
courtesy W. E. Harris)
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from within, allowing the energy to escape more easily and 
making the stars slightly smaller and hotter than solar-type 
stars of the same mass.

The objects labeled as blue stragglers in Figure 20.14(b) 
appear at first sight to contradict the theory just described. 
They are observed in many star clusters, lying on the main 
sequence, but in locations suggesting that they should have 
evolved into white dwarfs long ago, given the parent clus-
ter’s age. They are main-sequence stars, but they did not 
form when the cluster did. Instead, they formed much more 
recently, through mergers of lower mass stars—so recently, 
in fact, that they have not yet had time to evolve into giants.

In some cases, these mergers are the result of stellar 
evolution in binary systems, as the component stars evolved, 
grew, and came into contact (see Section 20.6). In others, 
the mergers are thought to be the result of actual collisions 
between stars. The core of M80 contains a huge number of 
stars packed into a relatively small volume. For example, a 
sphere of radius 2 pc centered on the Sun contains exactly 
four stars, including the Sun itself.  (Sec. 17.1) At the center 
of M80, the same 2-pc sphere would contain more than  
10 million stars—our night sky would be ablaze with thou-
sands of objects brighter than Venus! The dense central 
cores of globular clusters are among the few places in the 
entire universe where stellar collisions are likely to occur.

oldest-known objects in the Milky Way Galaxy and, as such, 
key indicators of conditions in the early universe.

The great age of this cluster means that stars more 
massive than about 0.8 solar mass have already evolved 
beyond the red-giant stage, becoming mainly white 
dwarfs. The H–R diagram for this cluster can therefore 
be compared directly with Figure 20.11, as the red-giant-
branch, horizontal-branch, and asymptotic-giant-branch 
stars are all of roughly 1 solar mass. The similarity 
between theory and observation is striking: Stars in each 
of the evolutionary stages 7–13 can be seen in numbers 
consistent with the theoretical models. (See also the 
acetate inset in this chapter.) Astronomers place great 
confidence in the theory of stellar evolution precisely 
because its predictions are so often found to be in excellent 
agreement with plots of real stars.

Note that the points in Figure 20.14(b) are shifted a 
little to the left relative to Figure 20.11. This is because of 
differences in composition between stars like the Sun and 
stars in globular clusters. For reasons to be discussed more 
fully in Chapter 21, the old globular cluster stars contain 
much lower concentrations of “heavy” elements (astro-
nomical jargon for anything more massive than helium). 
One result of this is that the interiors and atmospheres of 
those stars tend to be slightly more transparent to radiation 

Learning Astronomy from History
Sirius A, the brighter of the two objects shown in Figure 20.12, 
appears twice as luminous as any other visible star, excluding 
the Sun. Its absolute brightness is not very great, but because 
it is not very far from us (less than 10 light-years away), its 
apparent brightness is very large.  (Sec. 17.2) Sirius has been 
prominent in the nighttime sky since the beginning of recorded 
history. Cuneiform texts of the ancient Babylonians refer to the 
star as far back as 1000 b.c., and historians know that the star 
strongly influenced the agriculture and religion of the Egyp-
tians of 3000 b.c.

Even though a star’s evolution takes such a long time, 
we might have a chance to detect a slight change in Sirius 
because the recorded observations of this star go back several 
thousand years. The chances for success are improved in this 
case because Sirius A is so bright that even the naked-eye 
observations of the ancients should be reasonably accurate. 
Interestingly, recorded history does suggest that Sirius A has 
changed in appearance, but the observations are confusing. 
Every piece of information about Sirius recorded between the 
years 100 b.c. and a.d. 200 claims that this star was red. (No 
earlier records of its color are known.) In contrast, modern 
observations now show it to be white or bluish white—defi-
nitely not red.

dISCoVeRy 20-1
If these reports are accurate, then Sirius has apparently 

changed from red to blue white in the intervening years.  
According to the theory of stellar evolution, however, no star 
should be able to change its color in this way in that short a 
time. Such a color change should take at least several tens of 
thousands of years and perhaps a lot longer. It should also 
leave some evidence of its occurrence.

Astronomers have offered several explanations for the 
rather sudden change in Sirius A, including the suggestions 
that (l) some ancient observers were wrong and other scribes 
copied their mistaken writings; (2) a Galactic dust cloud 
passed between Sirius A and Earth some 2000 years ago, red-
dening the star much as Earth’s dusty atmosphere often red-
dens our Sun at dusk; and (3) the companion to Sirius A, 
Sirius B, was a red giant and the dominant star of this double-
star system 2000 years ago, but has since expelled its plane-
tary nebular shell to reveal the white-dwarf star that we now 
observe.

Each of these explanations presents problems. How 
could the color of the sky’s brightest star have been incor-
rectly recorded for hundreds of years? Where is the intervening 
galactic cloud now? Where is the shell of the former red giant? 
We are left with the uneasy feeling that the sky’s brightest star 
doesn’t fit particularly well into the currently accepted scenario 
of stellar evolution.
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20.4   Evolution of Stars More 
Massive than the Sun

High-mass stars evolve much faster than their low-mass 
counterparts. The more massive a star, the more raven-
ous is its fuel consumption and the shorter is its main-
sequence lifetime. The Sun will spend a total of some 10 
billion years on the main sequence, but a 5-solar-mass 
B-type star will remain there for only a hundred million 
years. A 10-solar-mass O-type star will depart in just  
20 million years or so. This trend toward much faster evo-
lution for more massive stars continues even after the star 
leaves the main sequence.

All evolutionary changes happen much more rapidly 
for high-mass stars because their larger mass and stronger 
gravity generate more heat, speeding up all phases of stel-
lar evolution. In fact, helium fusion proceeds so quickly that 
the high-mass star has a very different evolutionary track. Its 
envelope swells and cools as the star becomes a supergiant.

Red Supergiants
Stars leave the main sequence for one basic reason: They 
run out of hydrogen in their cores. As a result, the early 
stages of stellar evolution beyond the main sequence are 
qualitatively the same in all cases: Main-sequence hydro-
gen burning in the core (stage 7) eventually gives way to 
the formation of a nonburning, collapsing helium core 
surrounded by a hydrogen-burning shell (stages 8 and 9). 
A high-mass star leaves the main sequence on its journey 
toward the red-giant region with an internal structure quite 
similar to that of its low-mass cousin. Thereafter, however, 
their evolutionary tracks diverge.

Figure 20.16 compares the post-main-sequence evolu-
tion of three stars, respectively, having masses 1, 4, and 10 
times the mass of the Sun. Note that, whereas stars like the 

High-precision observations from HST have revealed 
a new, and as yet unresolved, mystery about globular clus-
ters that may force astronomers to change significantly their 
views on how massive star clusters form. Figure 20.15 pre-
sents the H–R diagram for the cluster NGC 2808, showing 
(in part c) what appear to be three distinct main sequences 
undetected in earlier ground-based observations. The stars 
in the three sequences contain different fractions of helium, 
carbon, and nitrogen and are thought to be the result of mul-
tiple episodes of star formation occurring over the course of 
about 100 million years. Models suggest that the two more-
helium-rich generations formed from gas enriched by stellar 
evolution in the first-generation stars, but astronomers do 
not yet know how this could have occurred in the time avail-
able. Whatever happened, it seems to have been a common 
phenomenon, as high-resolution studies of many globular 
clusters now reveal similar multiple sequences and chemi-
cal variations. Indeed, some observers would go so far as 
to claim that multiple stellar populations like these are the 
norm in the Galactic globular cluster system.

concePt Check

4 Why does fusion cease in the core of a low-mass star?

◀ figure 20.15 Multiple stellar 
generations The ground-based h–R 
diagram (b) of the globular cluster NGC 
2808 (a) shows an apparently normal main 
sequence. But more precise observations 
from hST (c) reveal that the main sequence 
is actually made up of three distinct 
sequences (as noted), increasing in 
helium content from right to left. These 
observations imply multiple generations 
of star formation shortly after the cluster 
formed, but no theory can yet explain just 
how this occurred. (NASA)
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and low mass mentioned in Section 20.1. A low-mass star 
never achieves the 600 million K needed to fuse carbon 
nuclei, so it ends its life as a carbon–oxygen (or possibly 
neon–oxygen) white dwarf. A high-mass star, however, 
can fuse not only hydrogen and helium, but also carbon, 
oxygen, and even heavier elements as its inner core con-
tinues to contract and its central temperature continues to 
rise. The rate of burning accelerates as the core evolves.

Evolution proceeds so rapidly in the 10-solar-mass 
star of Figure 20.16 that the star doesn’t even reach the 
red-giant region before helium fusion begins. The star 
achieves a central temperature of 108 K while it is still 
quite close to the main sequence. As each element is 
burned to depletion at the center, the core contracts and 
heats up, and fusion starts again. A new inner core forms, 
contracts again, heats again, and so on. The star’s evolu-
tionary track continues smoothly across the supergiant 
region of the H–R diagram, seemingly unaffected by each 
new phase of burning. The star’s radius increases as its 
surface temperature drops, so the star swells to become a 
red supergiant.  (Sec. 17.4)

With heavier and heavier elements forming at an ever-
increasing rate, the high-mass star shown in Figure 20.16  
is very close to the end of its life. We will discuss the evo-
lution and ultimate fate of such a star in more detail in the 
next chapter, but suffice it to say here that it is destined 
to die in a violent supernova—a catastrophic explosion 
releasing energy that will most likely literally blow the star 
to pieces—soon after carbon and oxygen begin to fuse in 
its core. High-mass stars evolve so rapidly that, for most 
practical observational purposes, they explode and die 
shortly after leaving the main sequence.

A good example of a post-main-sequence blue super-
giant is the bright star Rigel in the constellation Orion. 
With a radius some 70 times that of the Sun and a total 
luminosity of more than 60,000 solar luminosities, Rigel 
is thought to have had an original mass about 17 times 
that of the Sun, although a strong stellar wind has prob-
ably carried away a significant fraction of its mass since 
it formed. Although still near the main sequence, Rigel is 
probably already fusing helium into carbon in its core.

Perhaps the best-known red supergiant is Betelgeuse 
(shown in Figures 17.8 and 17.11), also in Orion, 
and Rigel’s rival for the title of brightest star in the 
constellation. Its luminosity is roughly 104 times that of 
the Sun in visible light and perhaps four times that in the 
infrared. Astronomers think that Betelgeuse is currently 
fusing helium into carbon and oxygen in its core, but its 
eventual fate is uncertain. As best we can tell, the star’s 
mass at formation was between 12 and 17 times the 
mass of the Sun. However, like Rigel and many other 
supergiants, Betelgeuse has a strong stellar wind and is 
known to be surrounded by a huge shell of dust of its own 
making (see Discovery 20-2). It also pulsates, varying in 

Sun ascend the red-giant branch almost vertically, stars of 
higher mass move nearly horizontally across the H–R dia-
gram after leaving the upper main sequence. Their luminos-
ities stay roughly constant as their radii increase and their 
surface temperatures drop.

In stars having more than about 2.5 times the mass of 
the Sun, helium burning begins smoothly and stably, not 
explosively—there is no helium flash. Calculations indicate 
that the more massive a star, the lower is its core density when 
the temperature reaches the 108 K necessary for helium igni-
tion, and the smaller is the contribution to the pressure from 
degenerate electrons. As a result, above 2.5 solar masses, the 
unstable core conditions described earlier do not occur. The 
4-solar-mass red giant in Figure 20.16 remains a red giant as 
helium starts to fuse into carbon. There is no sudden jump 
to the horizontal branch and no subsequent reascent of the 
giant branch. Instead, the star loops smoothly back and forth 
near the top of the H–R diagram.

A much more important divergence occurs at approx-
imately 8 solar masses—the dividing line between high 

▲ figure 20.16 High-Mass evolutionary tracks evolutionary 
tracks for stars of 1, 4, and 10 solar masses (shown only up to helium 
ignition in the low-mass case). Stars with masses comparable to the 
Sun ascend the giant branch almost vertically, whereas higher-mass 
stars move roughly horizontally across the h–R diagram from the 
main sequence into the red-giant region. The most massive stars 
experience smooth transitions into each new burning stage. No 
helium flash occurs for stars more massive than about 2.5 solar 
masses. Some points are labeled with the element that has just 
started to fuse in the inner core.

Spectral classi�cation

Surface temperature (K)
30,000 10,000 6000 3000

0.0001

0.01

1

100

10,000

Lu
m

in
os

ity
 (s

ol
ar

 u
ni

ts
)

R

R10

R1

R100

0.1

Helium

OxygenCarbon

Helium
ignition

Red-
giant

branch

Carbon

1M

4M

10M



SeCTIoN 20.4 evolution of Stars More Massive than the Sun 511

A
N

IM
A

TI
O

N
/V

ID
E

O
 L

ig
h

t 
ec

h
o

Mass Loss from giant stars
Astronomers now know that stars of all spectral types are active 
and have stellar winds. Consider the highly luminous, hot, blue 
O- and B-type stars, which have by far the strongest winds. Satel-
lite and rocket observations have shown that their wind speeds 
may reach 3000 km/s. The result is a yearly mass loss sometimes 
exceeding 10−6 solar mass per year. Over the relatively short span 
of 1 million years, these stars blow a tenth of their total mass—
more than an entire solar mass of material—into space. The pow-
erful stellar winds, driven directly by the pressure of the intense 
ultraviolet radiation emitted by the stars themselves, hollow out 
vast cavities in the interstellar gas.

The black-and-white photograph here shows the super-
giant star AG Carinae—50 times more massive than the Sun 
and a million times brighter—shedding its outer atmosphere. 

dISCoVeRy 20-2
The star is shown puffing out vast clouds of gas and dust. (The 
star, at the center, is intentionally obscured to show the sur-
rounding faint nebula more clearly; the bright vertical line is 
also an artifact—an effect of the optical system used to hide 
the star.)

The four-part accompanying Hubble image captures  
another stellar outburst in the second half of the year 2002, 
during which a star brightened more than a half-million times 
our Sun’s luminosity. This star, with the tongue-twisting name 
V838 Monocerotis, is a highly variable (and poorly understood)  
red supergiant about 20,000 light-years distant. Actually, what 
we are seeing here is not matter being expelled outward as fast 
as the images imply; rather, a burst of light—often called a “light 
echo”—is illuminating shells of gas and dust now surrounding 
the star, but that had been shed long ago. For scale, the rightmost 
image is about 7 light-years across.

Observations made with radio, infrared, and optical tel-
escopes have shown that luminous cool stars (e.g., K- and M-
type red giants) also lose mass at rates comparable to those at 
which luminous hot stars lose mass. Red-giant wind veloci-
ties, however, are much lower, averaging merely 30 km/s. They 
carry roughly as much mass into space as do O-type stellar 
winds, because their densities are generally much greater. 
Also, because luminous red stars are inherently cool objects 
(with surface temperatures of only about 3000 K), they emit 
virtually no ultraviolet radiation, so the mechanism driving 
the winds must differ from that driving the winds of luminous 
hot stars. We can only surmise that gas turbulence, magnetic 
fields, or both in the atmospheres of the red giants are some-
how responsible. The surface conditions in red giants are in 
some ways similar to those in T Tauri protostars, which are 
also known to exhibit strong winds. Possibly the same basic 
mechanism—violent surface activity—is responsible for both 
kinds of winds.

Unlike winds from hot stars, winds from these cool stars 
are rich in dust particles and molecules. Nearly all stars eventu-
ally evolve into red giants, so such winds are a major source of 
new gas and dust to interstellar space and also provide a vital 
link between the cycle of star formation and the evolution of the 
interstellar medium.

R I V U X G(NASA)

R I V U X G(NASA)
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20.5   Observing Stellar Evolution 
in Star Clusters

Star clusters provide excellent test sites for the theory of stellar 
evolution. Every star in a given cluster formed at almost the 
same time, from the same interstellar cloud, and with virtually 
the same composition. Only the mass varies from one star to 
another, thus allowing us to check the accuracy of our theo-
retical models in a very straightforward way. Having studied 
the evolutionary tracks of individual stars in some detail, let’s 
now consider how their collective appearance changes in time.

In Chapter 19, we saw how astronomers estimate the 
ages of star clusters by determining which of their stars 
have already left the main sequence.  (Sec. 19.6) In fact, 
the main-sequence lifetimes that go into those age mea-
surements represent only a tiny fraction of the data obtained 
from theoretical models of stellar evolution. Starting from 
the zero-age main sequence, astronomers can predict exactly 
how a newborn cluster should look at any subsequent time—
which stars are on the main sequence, which are becom-
ing giants, and which have already burned themselves out. 
Although we cannot see into the interiors of stars to test our 
models, we can compare stars’ outward appearances with 
theoretical predictions. The agreement—in detail—between 
theory and observation is remarkably good.

The Evolving Cluster H–R Diagram
We begin our study shortly after the cluster’s formation, with 
the upper main sequence already fully formed and burn-
ing steadily and with stars of lower mass just beginning to 
arrive on the main sequence, as shown in Figure 20.17(a). The 
appearance of the cluster at this early stage is dominated by its 
most massive stars: the bright blue supergiants. Now let’s fol-
low the cluster forward in time and see how it evolves by using 
an H–R diagram.

Figure 20.17(b) shows the appearance of our cluster’s 
H–R diagram after 10 million years. The most massive 
O-type stars have left the main sequence. Most have already 
exploded and vanished, as just discussed, but one or two may 
still be visible as red supergiants. The remaining stars in the 
cluster are largely unchanged in appearance—their evolution 
is slow enough that little happens to them in such a relatively 
short period. The cluster’s H–R diagram shows the main 
sequence slightly cut off, along with a rather poorly defined 
red-giant region. Figure 20.18 shows the twin open clusters 
h and χ (the Greek letter chi) Persei, along with their com-
bined H–R diagram. Comparing Figure 20.18(b) with such 
diagrams as those in Figure 20.17, astronomers estimate the 
age of this pair of clusters to be about 10 million years.

After 100 million years (Figure 20.17c), stars brighter 
than type B5 or so (about 4–5 solar masses) have left the main 
sequence, and a few more red supergiants are visible. By this 
time, most of the cluster’s low-mass stars have finally arrived 

radius by about 60 percent. The pulsations and strong 
wind may be related to the huge spots observed on the 
star’s surface (Figure 17.11). Together, they suggest that 
Betelgeuse has lost a lot of mass since it formed, but just 
how much remains uncertain.

The End of the Road
Protostars and stars evolve because gravity always tends 
to cause a nonburning stellar core to contract and heat up. 
The contraction continues until it is halted either by elec-
tron degeneracy pressure or by the onset of a new round 
of nuclear fusion. In the latter case, a new nonburning 
core builds up, and the process repeats. The more massive 
the star, the more repetitions occur before the star finally 
dies. Table 20.3 lists some possible outcomes of stellar 
evolution for stars of different masses. For completeness, 
brown dwarfs—the end product of low-mass protostars 
unable even to fuse hydrogen in their cores—are included 
in the list  (Sec. 19.3)

Note that our earlier dividing line of 8 solar masses 
between “low mass” and “high mass” really refers to the 
mass at the time the carbon core forms. Since very lumi-
nous stars often have strong stellar winds (Discovery 20-2),  
main-sequence stars as massive as 10 to 12 times the mass 
of the Sun may still manage to avoid going supernova. 
Unfortunately, we do not know exactly how much mass 
either Rigel or Betelgeuse has lost, so we cannot yet tell 
whether they are above or below the threshold for becom-
ing a supernova. Either might explode or instead become a 
neon–oxygen white dwarf, but for now we can’t say which. 
We may just have to wait and see—in a million years or so 
we will know for sure!

concePt Check

4 What is the essential evolutionary difference between 
high-mass and low-mass stars?

initial Mass (solar 
Masses)

final state

Less than 0.08 (Hydrogen) brown dwarf
0.08–0.25 Helium white dwarf
0.25–8 Carbon–oxygen white dwarf
8–12 (approx.)* Neon–oxygen white dwarf
Greater than 12* Supernova (Chapter 21)

*  Precise numbers depend on the (poorly known) amount of mass lost 
while the star is on, and after it leaves, the main sequence.

tABLe 20.3  End Points of Evolution for Stars of 

Different Masses
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on the main sequence, although the dimmest M-type stars 
may still be in their contraction phase. The appearance of the 
cluster is now dominated by bright B-type main-sequence 
stars and brighter red supergiants.

At any time during the cluster’s evolution, the original 
main sequence is intact up to some well-defined stellar mass, 
corresponding to the stars that are just leaving the main 
sequence at that instant. We can imagine the main sequence 
being “peeled away” from the top down, with fainter and 
fainter stars turning off and heading for the giant branch 
as time goes on. Astronomers refer to the high-luminosity 
end of the observed main sequence as the main-sequence 
turnoff. The mass of a star that is just evolving off the main 
sequence at any moment is known as the turnoff mass.

At 1 billion years, the main-sequence turnoff mass is 
around 2 solar masses, corresponding roughly to spectral 
type A2. The subgiant and giant branches associated with 
the evolution of low-mass stars are just becoming visible, 
as indicated in Figure 20.17(d). The formation of the lower 
main sequence is now complete. In addition, the first white 
dwarfs have just appeared, although they are often too faint 
to be observed at the distances of most clusters. Figure 20.19 
shows the Hyades open cluster and its H–R diagram, which 
appears to lie between Figures 20.17(c) and 20.17(d), sug-
gesting that the cluster’s age is about 600 million years.

At 10 billion years, the turnoff point has reached solar-
mass stars of spectral type G2. The subgiant and giant 
branches are now clearly discernible (see Figure 20.17e), and 
the horizontal and asymptotic-giant branches appear as dis-
tinct regions in the H–R diagram. Many white dwarfs are also 
present in the cluster. Although stars in all these evolutionary 
stages are also present in the 1-billion-year-old cluster shown 
in Figure 20.17(d), they are few in number then—typically only 
a few percent of the total number of stars in the cluster. Also, 
because they evolve so rapidly, these high-mass stars spend 
very little time in the various regions. Low-mass stars are much 
more numerous and evolve more slowly, so more of them 
spend more time in any given region of the H–R diagram, 
allowing their evolutionary tracks to be more easily discerned.

Figure 20.20 shows the globular cluster 47 Tucanae. By 
carefully adjusting their theoretical models until the cluster’s 
main sequence, subgiant, red-giant, and horizontal branches 
are all well matched, astronomers have determined the age 
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◀ figure 20.17 cluster evolution on the H–r Diagram These 
are h–R diagrams for a hypothetical, evolving star cluster. (a) Initially, 
stars on the upper main sequence are already burning steadily while the 
lower main sequence is still forming. (b) At 107 years, o-type stars have 
already left the main sequence (as indicated by the arrows), and a few 
red giants are visible. (c) By 108 years, more red giants are visible, and 
the lower main sequence is almost fully formed. (d) At 109 years, the 
subgiant and red-giant branches are just becoming evident, and the 
formation of the lower main sequence is complete. (e) At 1010 years,  
the cluster’s subgiant, red-giant, horizontal, and asymptotic-giant 
branches are all discernible, and many white dwarfs have now formed.
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of 47 Tucanae to be between 10 and 12 billion years, a little 
older than our hypothetical cluster in Figure 20.17(e). In fact, 
globular-cluster ages determined in this way show a remark ably 
small spread: All the globular clusters in our Galaxy appear to 
have formed between about 10 and 12 billion years ago.

The Theory of Stellar Evolution
The modern theory of the lives and deaths of stars is one 
more excellent example of the scientific method in action. 

▲ figure 20.18 newborn cluster H–r Diagram (a) The 
“double cluster” h and x Persei, two open clusters that apparently 
formed at the same time, possibly even orbiting one another. (b) The 
h–R diagram of the pair indicates that the stars are very young—
probably only 10–15 million years old. even so, the most massive stars 
have already left the main sequence. (NOAO; data from T. Currie)
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▲ figure 20.19 Young cluster H–r Diagram (a) The hyades 
cluster, a relatively young group of stars visible to the naked eye, is 
found 150 light-years away in the constellation Taurus. (b) The h–R 
diagram for this cluster is cut off at about spectral type A, implying 
an age of about 600 million years. A few massive stars have already 
become white dwarfs. (NOAO; ESA)
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 (Sec. 1.2) Faced with a huge volume of observational 
data, with little or no theory to organize or explain it, 
astronomers in the late 19th and early 20th centuries pain-
stakingly classified and categorized the properties of the 
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Process of science Check

4 Why are observations of star clusters so important to 
the theory of stellar evolution?

20.6    Stellar Evolution in Binary 
Systems

We have noted that most stars in our Galaxy are not iso-
lated objects, but are actually members of binary-star sys-
tems. However, our discussion of stellar evolution has so 
far focused exclusively on isolated stars. This narrow focus 
prompts us to ask how membership in a binary-star sys-
tem changes the evolutionary tracks we have just described. 
Indeed, because nuclear burning occurs deep in a star’s 
core, does the presence of a stellar companion have any sig-
nificant effect at all? Perhaps not surprisingly, the answer 
depends on the distance between the two stars in question.

For a binary system whose component stars are very 
widely separated—that is, the distance between the stars is 
greater than perhaps a thousand stellar radii—the two stars 
evolve more or less independently of one another, each follow-
ing the track appropriate to an isolated star of its particular 
mass. However, if the two stars are closer, then the gravita-
tional pull of one may strongly influence the envelope of the 
other. In that case, the physical properties of both may deviate 
greatly from those calculated for isolated single stars.

As an example, consider the star Algol (Beta Persei, 
the second-brightest star in the constellation Perseus). By 

stars they observed.  (Sec. 17.5) During the first half of 
the 20th century, as quantum mechanics began to yield 
detailed explanations of the behavior of light and matter 
on subatomic scales, theoretical explanations of many key 
stellar properties emerged.  (Sec. 4.2) Since the 1950s, a 
truly comprehensive theory has emerged, tying together 
the basic disciplines of atomic and nuclear physics, electro-
magnetism, thermodynamics, and gravitation into a coher-
ent whole. Theory and observation have proceeded hand in 
hand, each refining and validating the details of the other as 
astronomers continue to hone their understanding.

Stellar evolution is one of the great success stories of 
astrophysics. Like all good scientific theories, it makes defi-
nite testable predictions about the universe while remaining 
flexible enough to incorporate new discoveries as they occur. 
At the start of the 20th century, some scientists despaired of 
ever knowing even the compositions of the stars, let alone 
why they shine and how they change. Today, the theory of 
stellar evolution is a cornerstone of modern astronomy. Its 
predictions extend our understanding of the cosmos literally 
to the limits of the observable universe.
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3000▲ figure 20.20 old cluster H–r Diagram (a) The southern globular 
cluster 47 Tucanae. (b) fitting its main-sequence turnoff and its giant 
and horizontal branches to theoretical models gives 47 Tucanae an age 
of between 12 and 14 billion years, making it one of the oldest-known  
objects in the Milky Way Galaxy. The inset is a high-resolution ultraviolet 
image of 47 Tucanae’s core region, taken with the hubble Space 
Telescope and showing many blue stragglers—massive stars lying on 
the main sequence above the turnoff point, resulting perhaps from 
the merging of binary-star systems. (See also figure 20.14.) The points 
representing white dwarfs, some red dwarfs, and blue stragglers have 
been added to the original dataset, based on hubble observations of 
this and other clusters. The white-dwarf data are for the cluster M4 
(figure 20.13). data on the faintest main-sequence stars shown were 
obtained from ground-based observations. The thickness of the lower 
main sequence is due almost entirely to observational limitations, which 
make it difficult to determine accurately the apparent brightnesses and 
colors of low-luminosity stars. (ESO; NASA)



516 CHAPTER 20 Stellar Evolution

▶ figure 20.22 Algol evolution (a) Initially, Algol 
was probably a detached binary made up of two  
main-sequence stars. (b) As the more massive 
component (star 1) left the main sequence, it expanded 
to fill, and eventually overflow, its Roche lobe, 
transferring large amounts of matter onto its smaller 
companion (star 2). (c) Today, star 2 is the more massive 
of the two, but it is on the main sequence. Star 1 is still 
in the subgiant phase and fills its Roche lobe, causing a 
steady stream of matter to pour onto its companion.

studying its spectrum and the variation in its light inten-
sity, astronomers have determined that Algol is actually 
a binary (in fact, an eclipsing double-lined spectroscopic 
binary, as described in Chapter 17), and they have measured 
its properties very accurately.  (Sec. 17.7) Algol consists 
of a 3.7-solar-mass main-sequence star of spectral type B8 
(a blue giant) with a 0.8-solar-mass red-subgiant 
companion moving in a nearly circular orbit 
around it. The stars are 4 million km apart and 
have an orbital period of about 3 days.

A moment’s thought reveals that there is 
something odd about these findings. On the basis 
of our earlier discussion, the more massive main-
sequence star should have evolved faster than the 
less massive component. If the two stars formed 
at the same time (as is assumed to be the case), 
there should be no way that the 0.8-solar-mass 
star could be approaching the giant stage first. 
Either our theory of stellar evolution is seriously 
in error, or something has modified the evolution 
of the Algol system. Fortunately for theorists, the 
latter is the case.

As sketched in Figure 20.21, each star in a 
binary system is surrounded by its own teardrop-
shaped “zone of influence,” inside of which its 
gravitational pull dominates the effects of both the 
other star and the overall rotation of the binary. 

◀ figure 20.21 stellar roche Lobes each 
star in a binary system can be pictured as being 
surrounded by a “zone of influence,” or Roche 
lobe, inside of which matter may be thought of as 
being “part” of that star. The two teardrop-shaped 
Roche lobes meet at the Lagrangian point between 
the two stars. outside the Roche lobes, matter may 
flow onto either star with relative ease.

Any matter within that region “belongs” 
to the star and cannot easily flow onto the 
other component or out of the system. Out-
side the two regions, it is possible for gas 
to flow toward either star relatively easily. 
The two teardrop-shaped regions are called 
Roche lobes, after Edouard Roche, the 
French mathematician who first studied the 

binary-system problem in the 19th century and whose work 
we have already encountered in the context of planetary rings.  

 (Sec. 12.4) The Roche lobes of the two stars meet at a point 
on the line joining them—the inner Lagrangian point (L1), 
which we saw in Chapter 14 in discussing asteroid motions in 
the solar system.  (Sec. 14.1) This Lagrangian point is a place 
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massive blue-giant
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to the Sun.
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bigger star 
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high-mass star 1 is now a low-mass red subgiant, whereas the 
roughly solar mass star 2 is now a massive blue-giant main-
sequence star. The removal of mass from the envelope of star 1  
may prevent it from ever reaching the helium flash. Instead, 
its naked core may eventually be left behind as a helium white 
dwarf. In a few tens of millions of years, star 2 will itself begin 
to ascend the giant branch and fill its own Roche lobe. If star 1  
is still a subgiant or a giant at that time, a contact binary sys-
tem will result. If, instead, star 1 has by then become a white 
dwarf, a new mass-transfer period—with matter streaming 
from star 2 back onto star 1—will begin. In that case (as we 
will see in Chapter 21), Algol may have a very active and vio-
lent future in store for it.

Just as molecules exhibit few of the physical or chemi-
cal properties of their constituent atoms, binaries can display 
types of behavior that are quite different from the behavior of 
either of their component stars. The Algol system is a fairly 
simple example of binary evolution, yet it gives us an idea 
of the sorts of complications that can arise when two stars 
evolve interdependently. We will return to the subject in the 
next two chapters, when we continue our discussion of stel-
lar evolution and the strange states of matter that may ensue.

ConCept Check

4 Why is it important to understand the evolution of 
binary stars?

1  Stars spend most of their lives on the 
main sequence, in the core-hydrogen- 
burning (p. 496) phase of stellar evolu-
tion, stably fusing hydrogen into helium 
at their centers. Stars leave the main 
sequence when the hydrogen in their cores is exhausted. The Sun 
is about halfway through its main-sequence lifetime and will 
reach this stage in about 5 billion years. Low-mass stars evolve 
much more slowly than the Sun; high-mass stars much faster.
2  When the central nuclear fires in the interior of a solar-mass 

star cease, the helium in the star’s core is still too cool to fuse into 
anything heavier. With no internal energy source, the helium 

core is unable to support 
itself against its own grav-
ity and begins to shrink. 
At this stage, the star is in  
the hydrogen-shell-burning  
(p. 497) phase, with a 
nonburning helium core 
surrounded by a layer of  
burning hydrogen. The energy released by the contracting helium 
core heats the hydrogen-burning shell, greatly increasing the 
nuclear reaction rates there. The star becomes much brighter, while 
the envelope expands and cools. A low-mass star like the Sun moves 
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where the gravitational pulls of the two stars exactly balance 
the rotation of the binary system. The greater the mass of one 
component, the larger is its Roche lobe and the farther from its 
center (and the closer to the other star) is the Lagrangian point.

Astronomers think that Algol started off as a detached 
binary, with both components lying well within their 
respective Roche lobes. For reference, let us label the compo-
nent that is now the 0.8-solar-mass subgiant as star 1 and the 
3.7-solar-mass main-sequence star as star 2. Initially, star 1 
was the more massive of the two, having perhaps three times 
the mass of the Sun. It thus turned off the main sequence 
first. Star 2 was originally a less massive star, perhaps com-
parable in mass to the Sun. As star 1 ascended the giant 
branch, it overflowed its Roche lobe and gas began to flow 
onto star 2. This transfer of matter had the effect of reduc-
ing the mass of star 1 and increasing that of star 2, which in 
turn caused the Roche lobe of star 1 to shrink as its gravity 
decreased. As a result, the rate at which star 1 overflowed its 
Roche lobe increased, and a period of unstable rapid mass 
transfer ensued, transporting most of star 1’s envelope onto 
star 2. Eventually, the mass of star 1 became less than that of 
star 2. Detailed calculations show that the rate of mass trans-
fer dropped sharply at that point, and the stars entered the 
relatively stable state we see today. These changes in Algol’s 
components are illustrated in Figure 20.22.

Being part of a binary system has radically altered the 
evolution of both stars in the Algol system. The original 
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Nonburning
envelope
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The Big Question If stars like the Sun end their lives so quiescently and so similarly, why 
do their scattered remnants look so different on the sky? Planetary nebulae display all sorts of weird 
shapes and sizes, some with rings and spheres, others with loops and jets. What causes these dissimilar 
structures? Are they somehow intrinsic to the stars themselves, or are they due to the complex 
environment through which dying stars expel their contents back into interstellar space?
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off the main sequence on the H–R diagram first along the subgiant 
branch (p. 498) and then almost vertically up the red-giant 
branch (p. 499).
3  Eventually, the contracting core of a Sun-

like star reaches the point at which helium 
begins to fuse into carbon, but conditions at 
the onset of helium burning are such that the 
electrons in the core can be thought of as tiny, 
hard spheres that, once brought into contact, 
present stiff resistance to being compressed 
any further. This electron degeneracy pres-
sure (p. 500) makes the core unable to 
“react” to the new energy source, and helium burning begins vio-
lently in a helium flash (p. 500). The flash expands the core and 
reduces the star’s luminosity, sending the star onto the horizontal 
branch (p. 500) of the H–R diagram. The star now has a core of 
burning helium surrounded by a shell of burning hydrogen.
 4  As helium burns in the core, it forms 
an inner core of nonburning carbon. The 
carbon core shrinks and heats the over-
lying burning layers, and the star once 
again becomes a red giant, even more 
luminous than before. It reenters the red-
giant region of the H–R diagram along 
the asymptotic-giant branch (p. 502). The core of a low-mass 
star never becomes hot enough to fuse carbon. Such a star con-
tinues to ascend the asymptotic-giant branch until its envelope 
is ejected into space as a planetary nebula (p. 503). At that 
point, the core becomes visible as a hot, faint, and extremely 
dense white dwarf, whereas the planetary nebula diffuses into 
space, carrying helium and some carbon into the interstellar 
medium. The white dwarf cools and fades, eventually becoming 
a cold black dwarf (p. 507).

5  High-mass stars evolve more rapidly 
than low-mass stars because larger mass 
results in higher central temperature. High-
mass stars never initiate a helium flash, 
and they attain central temperatures high 
enough to fuse carbon. These stars become 
red supergiants, forming heavier and heav-
ier elements in their cores at an increasingly 
rapid pace, and eventually die explosively.
 6  The theory of stellar evolution can be tested by observing star 
clusters, all of whose stars formed at the same time. As time goes 
by, the most massive stars leave 
the main sequence first, then the 
intermediate-mass stars, and so on. 
At any instant, no stars with masses 
above the cluster’s main-sequence 
turnoff (p. 513) mass remain on 
the main sequence. Stars below 
this mass have not yet evolved into 
giants and so still lie on the main 
sequence. By comparing the main-sequence turnoff mass with the-
oretical predictions, astronomers can measure a cluster’s age.
7  Stars in binary systems can 

evolve quite differently from isolated 
stars because of interactions with 
their companions. Each star is sur-
rounded by a teardrop-shaped Roche 
lobe (p. 516), which defines the 
region of space within which matter “belongs” to the star. As a binary 
star evolves into the giant phase, it may overflow its Roche lobe, and 
gas flows from the giant onto its companion. Stellar evolution in bina-
ries can produce states that are not achievable in single stars. In a suf-
ficiently wide binary, both stars evolve as though they were isolated.
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for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.

Review and Discussion

 9. LO4 What is a planetary nebula? Why do many planetary 
nebulae appear as rings?

 10. What are white dwarfs? Why are they hard to observe?
 11. LO5 How do the late evolutionary stages of high-mass stars 

differ from those of low-mass stars?
 12. LO6 POS How do astronomers test the theory of stellar 

evolution?
 13. POS How can astronomers measure the age of a star cluster?
 14. LO7 What are the Roche lobes of a binary system?
 15. Why is it odd that the binary system Algol consists of a low-

mass red giant orbiting a high-mass main-sequence star? 
How did Algol come to be in this configuration?

 1. Why don’t stars live forever? Which stars live the longest?
 2. LO1 How long can a star like the Sun keep burning hydro-

gen in its core? Why is the depletion of hydrogen in the core 
of a star such an important event?

 3. LO2 Roughly how big (in AU) will the Sun become when it 
enters the red-giant phase?

 4. How long does it take for a star like the Sun to evolve from 
the main sequence to the top of the red-giant branch?

 5. Do all stars eventually fuse helium in their cores?
 6. LO3 What is the helium flash?
 7. Describe an important way in which winds from red-giant 

stars are linked to the interstellar medium.
 8. What is the internal structure of a star on the asymptotic-

giant branch?
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Conceptual Self-Test: Multiple Choice
 1. A star will evolve off the main sequence when it uses up  

(a) all of its hydrogen; (b) half of its hydrogen; (c) most of 
the hydrogen in the core; (d) all of its gas.

 2. On the main sequence, massive stars (a) conserve their  
hydrogen fuel by burning helium; (b) burn their hydrogen 
fuel more rapidly than the Sun; (c) burn their fuel more 
slowly than the Sun; (d) evolve into stars like the Sun.

 3. Compared to other stars on the H–R diagram, red-giant 
stars are so named because they are (a) cooler; (b) fainter; 
(c) denser; (d) younger.

 4. When the Sun is on the red-giant branch, it will be found at 
the (a) upper left; (b) upper right; (c) lower right; (d) lower 
left of the H–R diagram.

 5. After the core of a Sun-like star starts to fuse helium on the 
horizontal branch, the core becomes (a) hotter; (b) cooler; 
(c) larger; (d) dimmer with time.

 6. VIS If the evolutionary track in Overlay 3, showing a Sun-
like star, were instead illustrating a significantly more mas-
sive star, its starting point (stage 7) would be (a) up and to 
the right; (b) down and to the left; (c) up and to the left;  
(d) down and to the right. 

 7. A white dwarf is supported by the pressure of tightly packed 
(a) electrons; (b) protons; (c) neutrons; (d) photons.

 8. VIS When the Sun leaves the main sequence, in Figure 20.3,  
“Red Giant on the H–R Diagram,” it will become (a) hotter; 
(b) brighter; (c) more massive; (d) younger.

 9. A star like the Sun will end up as a (a) blue giant; (b) white 
dwarf; (c) binary star; (d) red dwarf.

 10. Compared to the Sun, stars plotted near the bottom left of 
the H–R diagram are much (a) younger; (b) more massive; 
(c) brighter; (d) denser.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • The Sun will leave the main sequence when roughly  
10 percent of its hydrogen has been fused into helium. Using 
the data given in Section 16.5 and Table 16.2, calculate the 
total amount of mass destroyed (i.e., converted into energy) 
and the total energy released in the process.

 2. • Use the radius–luminosity–temperature relation to 
calculate the radius of a red supergiant with temperature 
3000 K (half the solar value) and total luminosity 10,000 
times that of the Sun.  (Sec. 17.4) How many planets of 
our solar system would this star engulf?

 3. • What would be the luminosity of the Sun if its surface 
temperature were 3000 K and its radius were (a) 1 AU, (b) 5 AU?

 4. • Use the radius–luminosity–temperature relation to 
calculate the radius of a 12,000-K (twice the temperature of 
the Sun) 0.0004-solar-luminosity white dwarf.

 5. •• The Sun will reside on the main sequence for 1010 years. 
If the luminosity of a main-sequence star is proportional to 

the fourth power of the star’s mass, what is the mass of a star 
that is just now leaving the main sequence in a cluster that 
formed  (a) 400 million years ago,  (b) 2 billion years ago?

 6. •• A main-sequence star at a distance of 20 pc is barely 
visible through a certain telescope. The star subsequently 
ascends the giant branch, during which time its temperature 
drops by a factor of three and its radius increases a 
hundredfold. What is the new maximum distance at which 
the star would still be visible in the same telescope?

 7. • Calculate the average density of a red-giant core of 0.25 
solar mass and radius 15,000 km. Compare your answer 
with the average density of the giant’s envelope, if it has a 
0.5 solar mass and its radius is 0.5 AU, and with the central 
density of the Sun.  (Sec. 16.2)

 8. •• The radius of Betelgeuse varies by about 60 percent 
within a period of 3 years. If the star’s surface temperature 
remains roughly constant, by how much does its absolute 
magnitude change during this time?

Activities
Collaborative

 1. The Ring Nebula (M57) is perhaps the most famous planetary 
nebula. At magnitude 9, it is faint, but a 6-inch or larger tele-
scope should show its structure. To locate it, find Beta and 
Gamma Lyrae, the second and third brightest stars in the con-
stellation Lyra. The ring lies between them, about one-third 
the way from Beta to Gamma. Don’t expect the Ring to look as 
colorful as the Hubble images you may have seen! Can you see  
any color in it? The Messier catalog contains three other plan-
etary nebulae—M27 (the Dumbbell), M76 (the Little Dumb-
bell), and M97 (the Owl). Consult an online catalog and see if 
you can find them. The last two will be the most challenging.

Individual
 1. Can you find the Hyades cluster? It lies about 46 pc away in 

the constellation Taurus, making up the “face” of the bull. 
It appears to surround the very bright star Aldebaran, the 
bull’s eye, which makes it easy to locate in the sky. Aldebaran 
is a low-mass red giant, about twice the mass of the Sun, 
probably on the asymptotic-giant branch of its evolution. 
Despite appearances, it is not part of the Hyades cluster.  
In fact, it lies only about half as far away—about 20 pc  
from Earth.
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Learning Outcomes

Studying this chapter will enable you to

1  Explain how white dwarfs in 
binary-star systems can become 
explosively active.

2  Summarize the sequence of events 
leading to the violent death of a 
massive star.

3  Describe the two types of 
supernovae, and explain how each 
is produced.

4  Present the observational evidence 
for the occurrence of supernovae 
in our Galaxy.

5  Explain the origin of elements 
heavier than helium, and discuss 
the significance of these elements 
for the study of stellar evolution.

6  Outline how the universe continually 
recycles matter through stars and 
the interstellar medium.

What fate awaits a star when it runs out of fuel? For a low-mass 
star, the white-dwarf stage is not necessarily the end of the 
road: The potential exists for further violent activity if a binary 
companion can provide additional fuel. High-mass stars—
whether members of binary stars or not—are also destined to die 
explosively, releasing vast amounts of energy, creating many heavy 
elements, and scattering the debris throughout interstellar space.

These cataclysmic explosions may trigger the formation 
of new stars, continuing the cycle of stellar birth and death. In 
this chapter, we will study in more detail both the processes 
responsible for the explosions and the mechanisms that create the 
elements from which we ourselves are made.

Stellar Explosions
NOvaE, SuPErNOvaE, aND ThE FOrmaTiON OF ThE ElEmENTS

21

Left: all elements heavier than iron were created in supernovae—violent stellar 

explosions that mark the deaths of massive stars. Supernovae have been observed in 

many locations across the sky, often in galaxies far from our own. This billion-bit mosaic 

of several images from the hubble Space Telescope shows a much closer example—the 

Crab Nebula about 6500 light-years away. The debris field seen here is scattered across 

5 light-years, the different colors indicating various heavy elements. The explosion 

was actually seen in the sky about a thousand years ago as a massive star blew itself to 

smithereens. (STScI)

visit the masteringastronomy Study area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

The Big Picture There is something philosophically 
intriguing about the idea that the deaths of some stars cause the 
birth of others. Build up, break down, change . . . dust to dust  
is a scientific concept. Many of the elements composing our 
world and ourselves were created in the violent explosions of 
long-gone stars. It sounds rather poetic that we are made of 
mostly stardust, but it happens to be true.



522 CHAPTER 21 Stellar Explosions

21.1  Life after Death  
for White Dwarfs

Although most stars shine steadily day after day and year 
after year, some change dramatically in brightness over very 
short periods of time. One type of star, called a nova (plural: 
novae), may increase enormously in brightness—by a fac-
tor of 10,000 or more—in a matter of days and then slowly 
return to its initial luminosity over a period of weeks or 
months. The word nova means “new” in Latin, and to early 
observers these stars did indeed seem new because they 
appeared suddenly in the night sky. Astronomers now rec-
ognize that a nova is not a new star at all. It is instead a white 
dwarf—a normally very faint star—undergoing an explo-
sion on its surface that results in a rapid, temporary increase 
in the star’s luminosity.

Figures 21.1(a) and (b) illustrate the brightening of a 
typical nova. Figure 21.1(c) shows a nova light curve, dem-
onstrating how the luminosity rises dramatically in a mat-
ter of days and then fades slowly back to normal over the 
course of several months. On average, two or three novae 
are observed each year. Astronomers also know of many 
recurrent novae—stars that have been observed to “go nova” 
several times over the course of a few decades.

What could cause such an explosion on a faint, dead 
star? The energy involved is far too great to be explained by 
flares or other surface activity, and as we saw in the previous 
chapter, there is no nuclear activity in the dwarf’s interior.  

 (Sec. 20.3) To understand what happens, we must con-
sider again the fate of a low-mass star after it enters the 
white-dwarf phase.

We noted in Chapter 20 that the white-dwarf stage 
represents the end point of a star’s evolution. Subsequently, 
the star simply cools, eventually becoming a black dwarf—
a burned-out ember in interstellar space. This scenario is 
quite correct for an isolated star, such as our Sun. However, 
should the star be part of a binary system, an important 
new possibility exists. If the distance between the two stars 
is small enough, then the dwarf’s tidal gravitational field 
can pull matter—primarily hydrogen and helium—away 
from the surface of its main-sequence or giant companion. 

 (Sec. 7.6) The system then becomes a mass-transferring 
binary, similar to those discussed in Chapter 20. A stream of 
gas leaves the companion through the inner (L1) Lagrangian 
point and flows onto the dwarf.  (Sec. 20.6)

Because of the binary’s rotation and the white dwarf ’s 
small size, material leaving the companion does not fall 

directly onto the dwarf, as indicated in Figure 20.21. 
Instead, such material “misses” the compact star, loops 
around behind it, and goes into orbit around it, forming a 
swirling, flattened disk of matter called an accretion disk 
(shown in Figure 21.2). Due to the effects of viscosity (i.e., 
friction) within the gas, the orbiting matter in the disk 
drifts gradually inward, its temperature increasing steadily 
as it spirals down onto the dwarf ’s surface. The inner part 
of the accretion disk becomes so hot that it radiates strongly 
in the visible, the ultraviolet, and even the X-ray portions 
of the electromagnetic spectrum. In many systems, the disk 
outshines the white dwarf itself and is the main source of 
the light emitted between nova outbursts. X-rays from the 

▶ figure 21.1 Nova Nova herculis 1934 in (a) march 1935 and  
(b) may 1935, after brightening by a factor of 60,000. (c) The light 
curve of a typical nova displays a rapid rise followed by a slow decline 
in the light received from the star, in good agreement with the 
explanation of the nova as a nuclear flash on a white-dwarf’s surface. 
(UC/Lick Observatory)
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hot disk are routinely observed in many galactic novae. 
The point at which the infalling stream of matter strikes  
the accretion disk often forms a turbulent “hot spot,” 
causing detectable fluctuations in the light emitted by the 
binary system.

The “stolen” gas becomes hotter and denser as it builds 
up on the white dwarf’s surface. Eventually, its temperature 
exceeds 107 K, and the hydrogen ignites, fusing into helium 
at a furious rate. (Figure 21.3a–d illustrates the sequence of 
events.) This surface-burning stage is as brief as it is violent: 
The star suddenly flares up in luminosity and then fades 
away as some of the fuel is exhausted and the remainder is 
blown off into space. If the event happens to be visible from 
Earth, we see a nova. Figure 21.4 shows two novae appar-
ently caught in the act of expelling mass from their surfaces. 
A nova’s decline in brightness results from the expansion 

and cooling of the white dwarf’s surface layers as they are 
blown into space. Studies of the details of the brightness 
curve associated with a nova provide astronomers with a 
wealth of information about both the dwarf and its binary 
companion.

A nova represents one way in which a star in a binary 
system can extend its “active lifetime” well into the white-
dwarf stage. Recurrent novae can, in principle, repeat their 
violent outbursts many dozens, if not hundreds, of times. 
But even more extreme possibilities exist at the end of stel-
lar evolution. Vastly more energetic events may be in store, 
given the right circumstances.

CoNCept Check

4 Will the Sun ever become a nova?

◀ figure 21.2 Close Binary System  
if a white dwarf in a semidetached binary 
system is close enough to its companion 
(in this case, a main-sequence star), its 
gravitational field can tear matter from 
the companion’s surface. Compare Figure 
20.22, but note that, unlike the scenario 
shown in that earlier figure, the matter 
does not fall directly onto the white 
dwarf’s surface. instead, it forms an 
accretion disk of gas spiraling down onto 
the dwarf.

Lagrangian point

“Hot spot”

Main-sequence
companion

Roche lobe of
white dwarf

Roche lobe
of companion

Rotation
White
dwarf

Mass-transfer
stream

Accretion
disk

▲ figure 21.3 Nova explosion in this artist’s conception, a white-dwarf star (actually faraway at upper left) orbits 
a cool red giant (a). as the dwarf swings around in an elliptical orbit, coming closer to the giant, material accretes from 
the giant to the dwarf and accumulates on the white dwarf’s surface (b and c). The dwarf star then ignites in hydrogen 
fusion as a nova outburst (d). (D. Berry)

The sequence starts with a small white dwarf at upper left and proceeds to the right while orbiting the big red star, eventually igniting an explosion.

(a) (b) (c) (d)
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21.2 The End of a High-Mass Star
A low-mass star—a star with a mass of less than about  
8 solar masses—never becomes hot enough to burn carbon 
in its core. It ends its life as a carbon–oxygen (or possibly 
neon–oxygen) white dwarf.  (Sec. 20.3) A high-mass star, 
however, can fuse not just hydrogen and helium, but also 
carbon, oxygen, and even heavier elements as its inner core 
continues to contract and its central temperature continues 
to rise.  (Sec. 20.4) The burning rate accelerates as the 
core evolves. Can anything stop this runaway process? Is 
there a stable “white-dwarf-like” state at the end of the evo-
lution of a high-mass star? What is the ultimate fate of such 
a star? To answer these questions, we must look more care-
fully at fusion in massive stars.

Fusion of Heavy Elements
Figure 21.5 is a cutaway diagram of the interior of a highly 
evolved star of large mass. Note the numerous layers in 
which various nuclei burn. As the temperature increases 
with depth, the ash of each burning stage becomes the fuel 
for the next stage. At the relatively cool periphery of the core, 
hydrogen fuses into helium. In the intermediate layers, shells 
of helium, carbon, and oxygen burn to form heavier nuclei. 
Deeper down reside neon, magnesium, silicon, and other 
heavy nuclei, all produced by nuclear fusion in the layers 
overlying the core. (Recall that, to astronomers, a “heavy” 
element is anything more massive than helium.) The core 
itself is composed of iron. We will study the key reactions in 
this burning chain in more detail later in the chapter.

As each element is burned to depletion at the center, the 
core contracts, heats up, and starts to fuse the ash of the pre-
vious burning stage. A new inner core forms, contracts again, 
heats again, and so on. Through each period of stability and 

instability, the star’s central 
temperature increases, the 
nuclear reactions speed up,  

▲ figure 21.4 Nova Matter ejection (a) The ejection of 
material from a star’s surface can clearly be seen in this image of 
Nova Persei, taken some 50 years after it suddenly brightened by a 
factor of 40,000 in 1901. This corresponds approximately to Figure 
21.3(d). (b) Nova Cygni, imaged here with a European camera on the 
hubble Space Telescope, erupted in 1992. at left, more than a year 
after the blast, a rapidly billowing bubble is seen; at right, 7 months 
after that, the shell continued to expand and distort. The images 
are fuzzy because the object is more than 10,000 light-years away. 
(Palomar Observatory; ESA)
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interactive figure 21.5 
 Heavy-element fusion  
Cutaway diagram of the 
interior of a highly evolved 
star of mass greater 

than 8 solar masses. The interior 
resembles the layers of an onion, 
with shells of progressively heavier 
elements burning at smaller and 
smaller radii and at higher and 
higher temperatures. The core is 
actually only a few times larger than 
Earth, whereas the star is hundreds 
of times larger than the Sun.
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With the appearance of substantial quantities of iron, the 
central fires cease for the last time, and the star’s inter-
nal support begins to dwindle. The star’s foundation is 
destroyed, and its equilibrium is gone forever. Even though 
the temperature in the iron core has reached several billion 
kelvins by this stage, the enormous inward gravitational 
pull of matter ensures catastrophe in the very near future. 
Gravity overwhelms the pressure of the hot gas, and the star 
implodes, falling in on itself.

The core temperature rises to nearly 10 billion K. 
According to Wien’s law, at that temperature individual 
photons have tremendously high energies—enough to 
split iron into lighter nuclei and then to break those lighter 
nuclei apart until only protons and neutrons remain.  

 (Sec. 4.2) This process is known as photo disintegration 
of the heavy elements in the core. In less than a second, the 
collapsing core undoes all the effects of nuclear fusion that 
occurred during the previous 10 million years! But to split 
iron and lighter nuclei into smaller pieces requires a lot of 
energy (Figure 21.6, moving from iron to the left). After 
all, this splitting is just the opposite of the fusion reactions 
that generated the star’s energy during earlier times. Pho-
todisintegration absorbs thermal energy—in other words, 
it cools the core and thus reduces the pressure there. As 
nuclei are destroyed, the core of the star becomes even less 
able to support itself against its own gravity. The collapse 
accelerates.

Now the core consists entirely of simple elementary par-
ticles—electrons, protons, neutrons, and photons—at enor-
mously high densities, and it is still shrinking. As the density 
of the core continues to rise, the protons and electrons are 
crushed together, forming neutrons and neutrinos:

p + e S n + neutrino.

This process is sometimes called the neutronization 
of the core. Recall from our discussion in Chapter 16 that 
the neutrino is an extremely elusive particle that hardly 
interacts at all with matter.  (Sec. 16.6) Even though the 
central density by this time may exceed 1012 kg/m3, most 
of the neutrinos produced by neutronization pass through 
the core as if it weren’t there. They escape into space, car-
rying away energy as they go, further reducing the core’s 
pressure support.

Supernova Explosion
The disappearance of the electrons and the escape of the 
neutrinos make matters even worse for the core’s stability. 
There is now nothing to prevent it from collapsing all the way 
to the point at which the neutrons come into contact with 
one another, at the incredible density of about 1015 kg/m3. 
At this point, the neutrons in the shrinking core offer rap-
idly increasing resistance to further compression, producing 
enormous pressures that finally slow the core’s gravitational 

and the newly released energy supports the star for ever-
shorter periods of time. For example, in round numbers, a 
star 20 times more massive than the Sun burns hydrogen 
for 10 million years, helium for 1 million years, carbon for a 
thousand years, oxygen for a year, and silicon for a week. Its 
iron core grows for less than a day.

Collapse of the Iron Core
Once the inner core begins to change into iron, our high-
mass star is in trouble. As illustrated in Figure 21.6, iron is 
the most stable element there is. To understand the figure, 
imagine fusing four protons to form helium-4. According 
to the figure, the mass per particle of a helium-4 nucleus is 
less than the mass of a proton, so mass is lost and (in accord-
ance with the law of conservation of mass and energy) 
energy is released.  (Sec. 16.6) Similarly, combining 
three helium-4 nuclei to form carbon results in a net loss 
of mass, again releasing energy. In other words, the left side 
of the figure shows how light elements can fuse to release 
energy. The right side of the figure shows the opposite pro-
cess, known as fission. Here, combining nuclei will increase 
the total mass per particle and hence absorb energy, so 
fusion can’t occur. However, splitting a heavy nucleus (such 
as uranium, or plutonium, which lies just off the right edge 
of the figure) into lighter nuclei does release energy—this is 
how nuclear reactors and atomic bombs work.

Iron lies at the dividing line between these two types 
of behavior—at the lowest point of the curve in the figure. 
Iron nuclei are so compact that energy cannot be extracted 
either by combining them into heavier elements or by split-
ting them into lighter ones. In effect, iron plays the role of 
a fire extinguisher, damping the inferno in the stellar core. 

▲ figure 21.6 Nuclear Masses This graph shows how the 
masses (per nuclear particle—proton or neutron) of most known 
nuclei vary with nuclear mass. When light nuclei fuse (left side of  
the figure), the mass per particle decreases and energy is released. 

 (Sec. 16.6) Similarly, when heavy nuclei split apart (right side), the 
total mass again decreases and energy is again released.

The nucleus with the
smallest mass per nuclear
particle—the most stable
element—is iron.
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nova—so much so, in fact, that the difference between the 
two was not fully appreciated until the 1920s. But novae 
and supernovae are now known to be quite different pheno-
mena. Supernovae are much more energetic events, driven 
by very different underlying physical processes.*

Novae and Supernovae
Well before they understood the causes of either novae or 
supernovae, astronomers knew of clear observational dif-
ferences between them. The most important of these dif-
ferences is that a supernova is more than a million times 
brighter than a nova. A supernova produces a burst of 
light billions of times brighter than the Sun, reaching that 
level of brightness within just a few hours after the start of 
the outburst. The total amount of electromagnetic energy 
radiated by a supernova during the few months it takes to 
brighten and fade away is roughly 1043 J—nearly as much 
energy as the Sun will radiate during its entire 1010-year 
lifetime! (Enormous as this energy is, however, it pales in 
comparison with the energy emitted in the form of neutri-
nos, which may be 100 times greater.)

A second important difference is that the same star may 
become a nova many times, but a star can become a supernova 
only once. This fact was unexplained before astronomers 
knew the precise nature of novae and supernovae, but it is 
easily understood now that we understand how and why 
these explosions occur. The nova accretion–explosion cycle 
described earlier can take place over and over again, but a 

collapse. By the time the collapse is actually halted, however, 
the core has overshot its point of equilibrium and may reach 
densities as high as 1017 or 1018 kg/m3 before turning around 
and beginning to reexpand. Like a fast-moving ball hitting a 
brick wall and bouncing back, the core becomes compressed, 
stops, and then rebounds—with a vengeance!

The events just described do not take long. Only 
about a second elapses from the start of the collapse to 
the “bounce” at nuclear densities. At that point, the core 
rebounds. An enormously energetic shock wave sweeps 
through the star at high speed, blasting all the overlying 
layers—including all the heavy elements just formed out-
side the iron inner core—into space. Although computer 
models are still somewhat inconclusive, and the details of 
how the shock reaches the surface and destroys the star 
remain uncertain, the end result is not: The star explodes, 
in one of the most energetic events known in the universe 
(see Figure 21.7). For a period of a few days, the exploding 
star may rival in brightness the entire galaxy in which it 
resides. This spectacular death rattle of a high-mass star is 
known as a core-collapse supernova.

CoNCept Check

4 Why does the iron core of a high-mass star collapse?

21.3 Supernovae
Let’s compare a supernova with a nova. Like a nova, a super-
nova is a star that suddenly increases dramatically in bright-
ness and then slowly dims again, eventually fading from 
view. In its unexploded state, a star that will become a super-
nova is known as the supernova’s progenitor. In some cases, 
supernovae light curves can appear quite similar to those of 
novae, and a distant supernova can look a lot like a nearby 

* When discussing novae and supernovae, astronomers tend to blur the 
distinction between the observed event (the sudden appearance and bright-
ening of an object in the sky), the process responsible for the event (a violent 
explosion in or on a star), and the object itself (the star itself is called a 
nova or a supernova, as the case may be). The terms can have any of the 
three meanings, depending on the context.

◀ figure 21.7 Supernova 1987A  
a supernova called SN 1987a (arrow) 
was exploding near this nebula (called 
30 Doradus) at the moment the 
photograph on the right was taken. 
The photograph on the left is the 
normal appearance of the star field. 
(See Discovery 21-1.) (AURA)
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dwarf can enter into a new period of instability—with 
di sastrous consequences.

Recall that a white dwarf is held up not by thermal pres-
sure (heat), but by the degeneracy pressure of electrons that 
have been squeezed so close together that they have effec-
tively come into contact with one another.  (Sec. 20.3) 
However, there is a limit to the pressure that these elec-
trons can exert. Consequently, there is a limit to the mass 
of a white dwarf, above which electrons cannot provide the 
pressure needed to support the star. Detailed calculations 
show that the maximum mass of a white dwarf is about 
1.4 solar masses, a mass often called the Chandrasekhar 
mass, after the Indian-American astronomer Subramanyan  
Chandrasekhar, whose work in theoretical astrophysics 
earned him a Nobel Prize in physics in 1983.

If an accreting white dwarf exceeds the Chandrasekhar 
mass, the pressure of the degenerate electrons in its interior 
becomes unable to withstand the pull of gravity, and the 
star immediately starts to collapse. Its internal temperature 
rapidly rises to the point at which carbon can fuse into 
heavier elements. Carbon fusion begins everywhere 
throughout the white dwarf almost simultaneously, and 
the entire star explodes in another type of supernova—a 
so-called carbon-detonation supernova—comparable 
in violence to the “implosion” supernova associated with 
the death of a high-mass star, but born of a very different 
cause. In an alternative and (many astronomers think) 
possibly more common scenario, two white dwarfs in a 
binary system may collide and merge to form a massive, 
unstable star. The end result is the same: a carbon-
detonation supernova.

We can now understand the differences between Type I  
and Type II supernovae. The explosion resulting from the 
detonation of a carbon white dwarf, the descendant of a low-
mass star, is a supernova of Type I. Because this conflagra-
tion stems from a system containing virtually no hydrogen, 
we can readily see why the spectrum of a Type I supernova 
shows little evidence of that element. The appearance of the 
light curve (as we will soon see) results almost entirely from 
the radioactive decay of unstable heavy elements produced 
in the explosion itself.

The implosion–explosion of the core of a massive star, 
described earlier, produces a Type II supernova. Detailed 
computer models indicate that the characteristic shape of 
the Type II light curve is just what would be expected from 
the expansion and cooling of the star’s outer envelope as it is 
blown into space by the shock wave sweeping up from below. 
The expanding material consists mainly of unburned gas—
hydrogen and helium—so it is not surprising that those ele-
ments dominate the supernova’s observed spectrum. (See  
Discovery 21-1 for an account of a well-studied Type II 
supernova that confirmed many basic theoretical predic-
tions, while also forcing astronomers to revise the details of 
their models.)

supernova destroys the star involved, with no possibility of a 
repeat performance.

In addition to the distinction between novae and 
supernovae, there are also important observational 
differences among supernovae. Some supernovae con-
tain very little hydrogen, according to their spectra, 
whereas others contain a lot. Also, the light curves of 
the hydrogen-poor supernovae are qualitatively differ-
ent from those of the hydrogen-rich ones. On the basis 
of these observations, astronomers divide superno-
vae into two classes, known simply as Type I and Type 
II. Type I supernovae, the hydrogen-poor kind, have a 
light curve somewhat similar in shape to that of typical 
novae; Type II supernovae, whose spectra show lots of 
hydrogen, usually have a characteristic “plateau” in the 
light curve a few months after the maximum (see Figure 
21.8). Observed supernovae are divided roughly equally 
between these two categories.

Carbon-Detonation Supernovae
What is responsible for these differences among supernovae? 
Is there more than one way in which a supernova explosion 
can occur? The answer is yes. To understand the alternative 
supernova mechanism, we must return to the processes that 
cause novae and consider the long-term consequences of 
their accretion–explosion cycle.

Novae eject matter from a white dwarf ’s surface, but 
they do not necessarily expel or burn all the material that 
has accumulated since the last outburst. In other words, 
there is a tendency for the dwarf ’s mass to increase slowly 
with each new nova cycle. As its mass grows and the inter-
nal pressure required to support its weight rises, the white 

▲ figure 21.8 Supernova Light Curves The light curves of 
typical Type i and Type ii supernovae both show that their maximum 
luminosities can sometimes reach that of a billion suns, but there are 
characteristic differences in the decline of the luminosity after the 
initial peak. Type i light curves resemble those of novae (see Figure 21.1),  
but the total energy released is much larger. Type ii curves have a 
characteristic plateau during the declining phase.
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that of the Moon. For nearly a month, this exploded star 
reportedly could be seen in broad daylight. Native Ameri-
cans also left engravings of the event in the rocks of what 
is now the southwestern United States.

The Crab Nebula certainly has the appearance of 
exploded debris. Even today, the knots and filaments give 
a strong indication of past violence. In fact, astronomers 
have proof that this matter was ejected from some central 
explosion. Doppler-shifted spectral lines indicate that the 
nebula—the envelope of the high-mass star that exploded 
to create this Type II supernova—is expanding into space at 
several thousand kilometers per second. A vivid illustration 
of the phenomenon is provided by Figure 21.11, which was 
made by superimposing a positive image of the Crab Nebula 
taken in 1960 and a negative image taken in 1974. If the gas 
were not in motion, the positive and negative images would 
overlap perfectly, but they do not. The gas moved outward 
in the intervening 14 years. Tracing the motion backward 
in time, astronomers have found that the explosion must 
have occurred about nine centuries ago, consistent with the 
Chinese observations.

The nighttime sky harbors many relics of stars that 
blew up long ago. Figure 21.12 is another example. It shows 
the Vela supernova remnant, whose expansion velocities 
imply that its central star exploded around 9000 b.c. The 
remnant lies only 1600 light-years from Earth. Given its 

Figure 21.9 summarizes the processes responsible 
for the two different types of supernovae. We emphasize 
that, despite the similarity in the total amounts of energy 
involved, Type I and Type II supernovae are unrelated to one 
another. They occur in stars of very different types, under 
very different circumstances. All high-mass stars become 
Type II (core-collapse) supernovae, but only a tiny fraction 
of low-mass stars evolve into white dwarfs that ultimately 
explode as Type I (carbon-detonation) supernovae. How-
ever, there are far more low-mass stars than high-mass stars, 
so, by a remarkable coincidence, the two types of supernova 
occur at roughly the same rate.

Supernova Remnants
We have plenty of evidence that supernovae have occurred 
in our Galaxy. Occasionally, the explosions themselves 
are visible from Earth. In many other cases, we can detect 
their glowing remains, or supernova remnants. One 
of the best-studied supernova remnants is known as the 
Crab Nebula, shown in Figure 21.10. The Crab has greatly 
dimmed now, but the original explosion in the year  
a.d. 1054 was so brilliant that manuscripts of ancient 
Chinese and Middle Eastern astronomers claim that its 
brightness greatly exceeded that of Venus and—accord-
ing to some (possibly exaggerated) accounts—even rivaled 

▲ figure 21.9 two types of Supernova Type i and Type ii supernovae have different causes. These sequences 
depict the evolutionary history of each type. (a) a Type i supernova usually results when a carbon-rich white dwarf pulls 
matter onto itself from a nearby red-giant or main-sequence companion. (b) a Type ii supernova occurs when the core 
of a high-mass star collapses and then rebounds in a catastrophic explosion.

(a) Type I Supernova

(b) Type II Supernova
Time
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1 light-year
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interactive figure 21.10  
Crab Supernova remnant  
This remnant of an ancient Type ii 
supernova is called the Crab Nebula 
(or m1 in the messier catalog). it 

resides about 6500 light-years from  
Earth and has an angular diameter about  
one-fifth that of the full moon. The main  
image was taken with the very large 
Telescope in Chile, the inset by the hubble 
telescope in orbit. (ESO; NASA)

◀ figure 21.11 the Crab in Motion  
Positive and negative photographs of 
the Crab Nebula taken 14 years apart do 
not superimpose exactly, indicating that 
the gaseous filaments are still moving 
away from the site of the explosion. 
The positive image in glowing white was 
taken first, and then the black (negative) 
filaments were overlaid later—hence the 
black (but still glowing) outlying debris 
is farther from the center of the blast. 
The scale is roughly the same as in Figure 
21.10. (Harvard College Observatory)

proximity, the Vela supernova may have been as bright as 
the Moon for several months. We can only speculate what 
impact such a bright supernova might have had on the 
myths, religions, and cultures of Stone Age humans when it 
first appeared in the sky.

Although hundreds of supernovae have been observed 
in other galaxies during the 20th century, no astronomer 
using modern equipment has ever observed a supernova 
in our own Galaxy. A viewable Milky Way star has not 
exploded since Galileo first turned his telescope to the 
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Blast center
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21.4 Formation of the Elements
Up to now, we have studied nuclear reactions mainly for their 
role in stellar energy generation. Now let’s consider them again, 
but this time as the processes responsible for creating much 
of the world in which we live. The evolution of the elements, 
combining nuclear physics with astronomy, is a complex sub-
ject and a very important problem in modern astronomy.

Types of Matter
We currently know of 115 different elements, ranging from 
the simplest—hydrogen, containing one proton—to the 
most complex, first reported in 2004 and known for now 
as ununpentium, which has 115 protons and 184 neutrons 
in its nucleus (see Appendix 3, Table 2). In 1999, researchers 
claimed the discovery of elements 116 and 118, but the 
experimental findings have not been replicated, and these 
elements are not “officially” recognized.) All elements 
exist in different isotopes, each having the same number of 
protons, but a different number of neutrons. We often think 
of the most common or stable isotope as being the “normal” 
form of an element. Some elements, and many isotopes, are 
radioactively unstable, meaning that they eventually decay 
into other, more stable, nuclei.

heavens almost four centuries ago. The last supernovae 
observed in our Galaxy, by Tycho in 1572 and Kepler (and 
others) in 1604, caused a worldwide sensation in Renais-
sance times. The sudden appearance and subsequent 
fading of these very bright objects helped shatter the 
Aristotelian idea of an unchanging universe.

On the basis of stellar evolutionary theory, astronomers 
calculate that an observable supernova ought to occur 
in our Galaxy every 100 years or so. Even at a distance 
of several kiloparsecs, a supernova would (temporarily) 
outshine Venus, the brightest planet in our sky, so it seems 
unlikely that astronomers could have missed any since the 
last one nearly four centuries ago. Our part of the Milky 
Way seems long overdue for a supernova. However, a truly 
nearby supernova—within a few hundred parsecs, say—
would be a very rare event, occurring only every 100,000 
years or so. Humanity may be destined to see all supernovae 
from a distance.

proCeSS of SCieNCe Check

4 How did astronomers know, even before the 
mechanisms were understood, that there were at 
least two distinct physical processes at work in  
creating supernovae?

interactive figure 21.12 Vela Supernova 
remnant The glowing gases of the vela supernova 
remnant are spread across 6° of the sky. The inset 
shows more clearly some of the details of the nebula’s 

extensive filamentary structure. (The long diagonal streak 
was caused by the passage of an Earth-orbiting satellite 
while the photo was being exposed.) (D. Malin/AAT)
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▲ figure 21.13 elemental Abundance This graph summarizes 
the cosmic abundances of the elements and their isotopes, expressed 
relative to the abundance of hydrogen. The horizontal axis shows each 
of the listed elements’ atomic number—the number of protons in the 
nucleus. Notice how many common terrestrial elements are found 
on “peaks” of the graph, surrounded by elements that are tens or 
hundreds of times less abundant. Notice also the large peak around 
the element iron. reasons for the peaks are discussed in the text.

More abundant elements
occur at the peaks

of this plot.
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The 81 stable elements found on Earth make up the 
overwhelming bulk of matter in the universe. In addition, 
10 radioactive elements—including radon and uranium—
also occur naturally on our planet. Even though the half-
lives (the time required for half the nuclei to decay into 
something else) of these elements are very long (typically, 
millions or even billions of years), their slow, but steady, 
decay over the 4.5 billion years since the solar system 
formed means that they are scarce on Earth, in meteorites, 
and in lunar samples.  (More Precisely 7-2, Sec. 14.4) 
They are not observed in stars—there is just too little of 
them to produce detectable spectral lines.

Besides these 10 naturally occurring radioactive ele-
ments, 19 more radioactive elements have been artificially 
produced under special conditions in nuclear laboratories 
on Earth. The debris collected after nuclear weapons tests 
also contains traces of some of these elements. Unlike the 
naturally occurring radioactive elements, the artificial ones 
decay into other elements quite quickly (in much less than 
a million years). Consequently, they, too, are extremely rare 
in nature. Two other elements round out our list: Prome-
thium is a stable element that is found on our planet only 
as a by-product of nuclear laboratory experiments; techne-
tium is an unstable element that is found in stars, but does 
not exist on Earth—any technetium that existed in our 
planet at its formation decayed long ago.

Abundance of Matter
How and where did all these elements form? Were they 
always present in the universe, or were they created after 
the universe formed? Since the 1950s, astronomers have 
come to realize that the hydrogen and most of the helium 
in the universe are primordial—that is, these elements 
date from the very earliest times (see Chapter 27). All 
other elements in our universe result from stellar nucleo-
synthesis—that is, they were formed by nuclear fusion in 
the hearts of stars.

To test this idea, we must consider not just the differ-
ent kinds of elements and isotopes, but also their observed 
abundances, graphed in Figure 21.13. The curve shown is 
derived largely from spectroscopic studies of stars, includ-
ing the Sun. The essence of the figure is summarized in 
Table 21.1, which combines all the known elements into 

elemental group of particles percent Abundance by Number*

Hydrogen (1 nuclear particle) 90
Helium (4 nuclear particles) 9
Lithium group (7–11 nuclear particles) 0.000001
Carbon group (12–20 nuclear particles) 0.2
Silicon group (23–48 nuclear particles) 0.01
Iron group (50–62 nuclear particles) 0.01
Middle-weight group (63–100 nuclear particles) 0.00000001
Heaviest-weight group (over 100 nuclear particles) 0.000000001

*  The total does not equal 100 percent because of uncertainties in the abundance of helium. All isotopes of all 
elements are included.

tABLe 21.1 Cosmic Abundances of the Elements
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Supernova 1987A
In 1987, astronomers were treated to a spectacular supernova 
in the Large Magellanic Cloud (LMC), a small satellite galaxy 
orbiting our own (see Section 24.2). Observers in Chile first saw 
the explosion on February 24, and within a few hours, nearly all 
Southern Hemisphere telescopes and every available orbiting 
spacecraft were focused on the object. It was officially named 
SN 1987A. (The SN stands for “supernova,” 1987 gives the year, 
and A identifies the supernova as the first seen that year.) This 
was one of the most dramatic changes observed in the universe 
in nearly 400 years. A 15-solar-mass B-type supergiant star with 
the catalog name SK-69°202 exploded and outshone all the 
other stars in the LMC combined for a few weeks, as shown in 
the “before” and “after” images of Figure 21.7.

Because the LMC is relatively close to Earth and because 
the explosion was detected so soon after it occurred, SN 1987A 
has provided astronomers with a wealth of detailed informa-
tion on supernovae, allowing them to make key comparisons 
between theoretical models and observational reality. By and 
large, the theory of stellar evolution described in the text has 
held up very well. Still, SN 1987A did hold some surprises.

According to its hydrogen-rich spectrum, the supernova 
was of Type II—the core-collapse type—as expected for a high-
mass parent star such as SK-69°202. But according to Figure 
20.16 (which was computed for stars in our own Galaxy), the 
parent star should have been a red supergiant at the time of the 
explosion—not a blue supergiant, as was actually observed. This 
unexpected finding caused theorists to scramble in search of 
an explanation. It now seems that, relative to young stars in the 
Milky Way, the parent star’s envelope was deficient in heavy ele-
ments. This deficiency had little effect on the evolution of the 
core and on the supernova explosion, but it did change the star’s 
evolutionary track on the H–R diagram. Unlike a Milky Way 
star with the same mass, SK-69°202 shrank and looped back  
toward the main sequence once helium ignited in its core.  
Following the ignition of carbon, the star, with a surface tem-
perature of around 20,000 K, had just begun to return to the 
right on the H–R diagram when the rapid chain of events lead-
ing to the supernova occurred.

The shape of the light curve of SN 1987A, shown in the 
first figure, also differed somewhat from the “standard” Type 
II shape (see Figure 21.8). The peak brightness was less than 
the expected value. For a few days after its initial detection, the  
supernova faded as it expanded and cooled rapidly. After about 
a week, the surface temperature had dropped to about 5000 K,  
at which point electrons and protons near the expanding 

surface recombined into atomic hydrogen, making the surface 
layers less opaque and allowing more radiation from the inte-
rior to leak out. As a result, the supernova brightened rapidly as 
it grew. The temperature of the expanding layers reached a peak 
in late May, by which point the radius of the expanding pho-
tosphere was about 2 × 1010 km—a little larger than our solar 
system. Subsequently, the photosphere cooled as it expanded, 
and the luminosity dropped as the internal supply of heat from 
the explosion dissipated into space.
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eight groups based on the total numbers of nuclear particles 
(protons and neutrons) that they contain. (All isotopes of 
all elements are included in both the table and the figure,  
although only a few elements are marked by dots and 
labeled in the figure.) Any theory proposed for the creation 

of the elements must reproduce these observed abundances. 
The most obvious feature is that heavy elements are gen-
erally much less abundant than lighter elements. However, 
the many peaks and troughs evident in the figure also rep-
resent important constraints.

DiSCOvEry 21-1

Much of the preceding description would apply equally well 
to a Type II supernova in our own Galaxy. The differences between 
the SN 1987A light curve shown here and the Type II light curve 
in Figure 21.8 are mainly the result of the (relatively) small size 
of SN 1987A’s parent star. The peak luminosity of SN 1987A was 
less than that of a “normal” Type II supernova because SK-69°202 
was small and quite tightly bound by gravity. A lot of the energy 
emitted in the form of visible radiation (and evident in Figure 
21.8) was used up in expanding SN 1987A’s stellar envelope, so 
far less was left over to be radiated into space. Thus, SN 1987A’s 
luminosity during the first few months was lower than expected, 
and the early peak evident in the figure did not occur. The peak in 
the SN 1987A light curve at about 80 days actually corresponds to 
the plateau in the Type II light curve in Figure 21.8.

About 20 hours before the supernova was detected opti-
cally, a brief (13-second) burst of neutrinos was simultaneously 
recorded by underground detectors in Japan and the United 
States.  (Sec. 16.7) As discussed in the text, the neutrinos are 
predicted to arise when electrons and protons in the star’s col-
lapsing core merge to form neutrons. The neutrinos preceded 
the light because they escaped during the collapse, whereas the 
first light of the explosion was emitted only after the supernova 
shock had plowed through the body of the star to the surface. 
In fact, theoretical models consistent with these observations 
suggest that vastly more energy was emitted in the form of 
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neutrinos than in any other form. The supernova’s neutrino  
luminosity was many tens of thousands of times greater than its 
optical energy output.

Despite some unresolved details in SN 1987A’s behavior, 
the detection of the neutrino pulse is considered to be a brilliant 
confirmation of theory. This singular event—the detection 
of neutrinos—may well herald a new age of astronomy. For 
the first time, astronomers have received information from a 
specific body beyond the solar system by radiation outside the 
electromagnetic spectrum.

Theory predicts that the expanding remnant of SN 1987A 
is now on the verge of being resolvable by optical telescopes. The 
accompanying photographs show the barely resolved remnant 
(at center) surrounded by a much larger shell of glowing gas (in 
yellow). Scientists reason that the progenitor of the supernova 
expelled this shell during its red-giant phase, some 40,000 years 
before the explosion. The image we see results from the initial flash 
of ultraviolet light from the supernova hitting the ring and causing 

it to glow brightly. As the debris from the explosion itself strikes 
the ring, it has become a temporary, but intense, source of X-rays. 
The 2000 Chandra X-ray image and diagram at top right show the 
fastest-moving ejecta impacting the irregular inner edge of the 
ring, forming the small (1000 AU in diameter) glowing regions on 
its left side. The six insets to the main image clearly show the ring 
“lighting up” as the shock wave from the explosion reaches it.

These images also show core debris (purple) moving outward 
toward the ring. The six insets show material cooling and becom-
ing fainter as it expands at nearly 3000 km/s. The main image also  
revealed, to everyone’s surprise, two additional faint rings that might 
be caused by radiation sweeping across an hourglass-shaped bub-
ble of gas, itself perhaps the result of a nonspherical “bipolar” stellar 
wind from the progenitor star before the supernova occurred.

Buoyed by the success of stellar-evolution theory and 
armed with firm theoretical predictions of what should hap-
pen next, astronomers eagerly await future developments in the 
story of this remarkable object.

3 light-years
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Hydrogen and Helium Burning
Let’s begin by reviewing the reactions leading to the produc-
tion of heavy elements at various stages of stellar evolution. 
Look again at Figure 21.6 as we discuss the reactions involved. 
Stellar nucleosynthesis begins with the proton–proton chain 

studied in Chapter 16.  (Sec. 16.6) Provided that the tem-
perature is high enough—at least 10 million K—a series of 
nuclear reactions occurs, ultimately forming a nucleus of ordi-
nary helium (4He) from four protons (1H):

4(1H) S 4He + 2 positrons + 2 neutrinos + energy.
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Recall that the positrons immediately interact with 
nearby free electrons, producing high-energy gamma rays 
through matter–antimatter annihilation. The neutrinos 
rapidly escape, carrying energy with them, but playing no 
direct role in nucleosynthesis. The existence of these reac-
tions has been directly confirmed in nuclear experiments 
conducted in laboratories around the world during recent 
decades. In massive stars, an alternate sequence of reactions 
called the CNO cycle, involving nuclei of carbon, nitrogen, 
and oxygen, may greatly accelerate the hydrogen-burning 
process, but the basic four-protons-to-one-helium-nucleus 
reaction, illustrated in Figure 21.14, is unchanged.

As helium builds up in the core of a star, the burning 
ceases, and the core contracts and heats up. When the temper-
ature exceeds about 100 million K, helium nuclei can overcome 
their mutual electrical repulsion, leading to the triple-alpha 
reaction, which we discussed in Chapter 20  (Sec. 20.2):

3(4He) S 12C + energy.

The net result of this reaction is that three helium-4 nuclei 
are combined into one carbon-12 nucleus (Figure 21.15), 
releasing energy in the process.

Carbon Burning and Helium Capture
At higher and higher temperatures, heavier and heavier nuclei 
can gain enough energy to overcome the electrical repulsion 
between them. At about 600 million K (reached only in the 
cores of stars much more massive than the Sun), carbon nuclei 
can fuse to form magnesium, as depicted in Figure 21.16(a):

12C + 12C S 24Mg + energy.

However, because of the rapidly mounting nuclear 
charges—that is, the increasing number of protons in the 
nuclei—fusion reactions between any nuclei larger than car-
bon require such high temperatures that they are actually quite 

▲ figure 21.14 proton fusion The basic proton–proton 
hydrogen-burning reaction combines four protons to form a nucleus 
of helium-4, releasing energy in the process. (See also Figure 16.27.)

Positrons

Helium-4

Neutrinos

Energy
Proton

Proton

Proton

Proton
▲ figure 21.15 Helium fusion The basic triple-alpha  
helium-burning reaction occurs in post-main-sequence stars,  
where three helium-4 nuclei combine to form carbon-12.

Carbon-12Helium-4

Helium-4

Helium-4
Energy

uncommon in stars. The formation of most heavier elements 
occurs by way of an easier path. For example, the repulsive force 
between two carbon nuclei is three times greater than the force 
between a nucleus of carbon and one of helium. Thus, car-
bon–helium fusion occurs at a lower temperature than that at 
which carbon–carbon fusion occurs. As we saw in Section 20.3,  
at temperatures above 200 million K, a carbon-12 nucleus col-
liding with a helium-4 nucleus can produce oxygen-16:

12C + 4He S 16O + energy.

If any helium-4 is present, this reaction, shown in Figure 
21.16(b), is much more likely to occur than the carbon– 
carbon reaction.

▲ figure 21.16 Carbon fusion Carbon can form heavier 
elements (a) by fusion with other carbon nuclei or, more commonly, 
(b) by fusion with a helium nucleus.
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others, are created in this way. However, their abundances 
are not as great as those produced directly by helium capture, 
simply because the helium-capture reactions are much more 
common in stars. For this reason, many of these elements 
(those with masses not divisible by four, the mass of a helium 
nucleus) are found in the troughs of Figure 21.13.

Iron Formation
Around the time silicon-28 appears in the core of a star, a 
competitive struggle begins between the continued capture 
of helium to produce even heavier nuclei and the tendency 
of more complex nuclei to break down into simpler ones. 
The cause of this breakdown is heat. By now, the star’s core 
temperature has reached the unimaginably large value of 
3 billion K, and the gamma rays associated with that tem-
perature have enough energy to break a nucleus apart, as 
illustrated in Figure 21.17(a). This is the same process of 
photodisintegration that will ultimately accelerate the star’s 
iron core in its final collapse toward a Type II supernova.

Under the intense heat, some silicon-28 nuclei break 
apart into seven helium-4 nuclei. Other nearby nuclei that 
have not yet photodisintegrated may capture some or all of 
these helium-4 nuclei, leading to the formation of still heavier 
elements (Figure 21.17b). The process of photodisintegration 
provides raw material that allows helium capture to proceed 
to greater masses. Photodisintegration continues, with some 
heavy nuclei being destroyed and others increasing in mass. 
In succession, the star forms sulfur-32, argon-36, calcium-40, 
titanium-44, chromium-48, iron-52, and nickel-56. The 
chain of reactions building from silicon-28 up to nickel-56 is

28Si + 7(4He) S 56Ni + energy.

This two-step process—photodisintegration followed by 
the direct capture of some or all of the resulting helium-4 
nuclei (or alpha particles)—is often called the alpha process.

Nickel-56 is unstable, decaying rapidly first into 
cobalt-56 and then into a stable iron-56 nucleus. Any unsta-
ble nucleus will continue to decay until stability is achieved, 
and iron-56 is the most stable of all nuclei (Figure 21.6). 

Similarly, the oxygen-16 thus produced may fuse with 
other oxygen-16 nuclei at a temperature of about 1 billion K 
to form sulfur-32:

16O + 16O S 32S + energy.

However, it is much more probable that an oxygen-16 
nucleus will capture a helium-4 nucleus (if one is available) 
to form neon-20:

16O + 4He S 20Ne + energy.

The second reaction is more likely because it occurs at a lower 
temperature than that necessary for oxygen–oxygen fusion.

Thus, as the star evolves, heavier elements tend to form 
through helium capture rather than by fusion of like nuclei. 
As a result, elements with nuclear masses of 4 units (i.e., 
helium itself), 12 units (carbon), 16 units (oxygen), 20 units 
(neon), 24 units (magnesium), and 28 units (silicon) stand 
out as prominent peaks in Figure 21.13, our chart of cosmic 
abundances. Each element is built by combining the preced-
ing element and a helium-4 nucleus as the star evolves.

Helium capture is by no means the only type of nuclear 
reaction occurring in evolved stars. As nuclei of many dif-
ferent kinds accumulate, a great variety of reactions become 
possible. In some, protons and neutrons are freed from their 
parent nuclei and are absorbed by others, forming new nuclei 
with masses intermediate between those formed by helium 
capture. Laboratory studies confirm that common nuclei, 
such as fluorine-19, sodium-23, phosphorus-31, and many 

◀ figure 21.17 Alpha process (a) at high temperatures, heavy 
nuclei (such as silicon, shown here) can be broken apart into helium 
nuclei by high-energy photons. (b) Other nuclei can capture the 
helium nuclei—or alpha particles—thus produced, forming heavier 
elements by the so-called alpha process. This process continues all 
the way to the formation of nickel-56 (in the iron group).

(b)

Helium-4

Silicon-28 Sulfur-32 Argon-36 Calcium-40 Titanium-44 Chromium-48 Iron-52 Nickel-56

Helium-4 Helium-4 Helium-4 Helium-4 Helium-4 Helium-4

(a)

Energy

Silicon-28

Helium-4
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mechanism as the s-process. It is the origin of the copper and 
silver in the coins in our pockets, the lead in our car batteries, 
and the gold (and the zirconium) in the rings on our fingers. 
As mentioned earlier, similar slow neutron-capture processes 
involving nuclei of lower mass are responsible for many of 
the elements intermediate between those formed by helium 
capture. These reactions are thought to be particularly 
important during the late (asymptotic-giant branch) stages 
of low-mass stars.  (Sec. 20.3)

Making the Heaviest Elements
The s-process explains the synthesis of stable nuclei up to, and 
including, bismuth-209, the heaviest-known nonradioactive 
nucleus, but it cannot account for the heaviest nuclei, such as 
thorium-232, uranium-238, or plutonium-242. Any attempt 
to form elements heavier than bismuth-209 by slow neutron 
capture fails because the new nuclei decay back to bismuth 
as fast as they form. Accordingly, there must be yet another 
nuclear mechanism that produces the very heaviest nuclei. This 
process is called the r-process (where r stands for “rapid,” in 
contrast to the “slow” s-process just described). The r-process 
operates very quickly, occurring (we think) literally during the 
supernova explosion that signals the death of a massive star.

During the first 15 minutes of the supernova blast, the 
number of free neutrons increases dramatically as heavy 
nuclei are broken apart by the violence of the explosion. 
Unlike the s-process, which stops when it runs out of stable 
nuclei, the neutron-capture rate during the supernova is so 
great that even unstable nuclei can capture many neutrons 
before they have time to decay. Jamming neutrons into light- 
and middleweight nuclei, the r-process is responsible for the 
creation of the heaviest-known elements. The heaviest of the 
heavy elements, then, are actually born after their parent 
stars have died. However, because the time available for syn-
thesizing these heaviest nuclei is so brief, they never become 
very abundant. Elements heavier than iron (see Table 21.1) 
are a billion times less common than hydrogen and helium.

Observational Evidence for Stellar  
Nucleosynthesis
The modern picture of the formation of the elements 
involves many different types of nuclear reactions occur-
ring at many different stages of stellar evolution, from 
main-sequence stars all the way to supernovae. Elements of 
the periodic table from hydrogen to iron are built first by 
fusion and then by alpha capture, with proton and neutron 
capture filling in the gaps. Elements beyond iron form by 
neutron capture and radioactive decay. Ultimately, these 
elements are ejected into interstellar space as the stars in 
which they form reach the ends of their lives.

Scientific theories must continually be tested and vali-
dated by experiment and observation, and the theory of 

Thus, the alpha process leads inevitably to the buildup of 
iron in the stellar core.

Another way of describing Figure 21.6 is to say that 
iron’s 26 protons and 30 neutrons are bound together more 
strongly than the particles in any other nucleus. Iron is said 
to have the greatest nuclear binding energy of any element—
more energy per particle is required to break up (unbind) 
an iron-56 nucleus than the nucleus of any other element. 
This enhanced stability of iron explains why some of the 
heavier nuclei in the iron group are more abundant than 
many lighter nuclei (see Table 21.1 and Figure 21.13): Nuclei 
tend to “accumulate” near iron as stars evolve.

Making Elements Beyond Iron
If the alpha process stops at iron, how did heavier elements, 
such as copper, zinc, and gold, form? To form them, some 
nuclear process other than helium capture must have been 
involved. That other process is neutron capture: the forma-
tion of heavier nuclei by the absorption of neutrons.

Deep in the interiors of highly evolved stars, conditions 
are ripe for neutron capture to occur. Neutrons are produced 
as “by-products” of many nuclear reactions, so there are many 
of them present to interact with iron and other nuclei. Neutrons 
have no charge, so there is no repulsive barrier for them to over-
come in combining with positively charged nuclei. As more 
and more neutrons join a nucleus, its mass continues to grow.

Adding neutrons to a nucleus—iron, for example—does 
not change the element. Rather, a more massive isotope of the 
same element is produced. Eventually, however, so many neu-
trons have been added to the nucleus that it becomes unstable 
and then decays radioactively to form a stable nucleus of some 
other element. The neutron-capture process then continues. 
For example, an iron-56 nucleus can capture a single neutron 
to form a relatively stable isotope, iron-57:

56Fe + n S 57Fe.

This reaction may be followed by another neutron capture:
57Fe + n S 58Fe.

Thus, another relatively stable isotope, iron-58, is produced, 
and this isotope can capture yet another neutron to produce 
an even heavier isotope of iron:

58Fe + n S 59Fe.

Iron-59 is known from laboratory experiments to be radio-
actively unstable. It decays in about a month into cobalt-59, 
which is stable. The neutron-capture process then resumes: 
Cobalt-59 captures a neutron to form the unstable cobalt-60, 
which in turn decays to nickel-60, and so on.

Each successive capture of a neutron by a nucleus 
typically takes about a year, so most unstable nuclei have 
plenty of time to decay before the next neutron comes along. 
Researchers usually refer to this “slow” neutron-capture 
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stellar nucleosynthesis is no exception.  (Sec. 1.2) Yet 
almost all of the nuclear processes just described take place 
deep in the hearts of stars, hidden from our view, and the 
stars responsible for the heavy elements we see today are 
all long gone. How, then, can we be sure that the sequences 
of events presented here actually occurred (and are still 
occurring today)? The answer is that the theory of stellar 
nucleosynthesis makes many detailed predictions about the 
numbers and types of elements formed in stars, affording 
astronomers ample opportunity to observe and test its conse-
quences. We are reassured of the theory’s basic soundness by 
three particularly convincing pieces of evidence.

First, the rates at which various nuclei are captured and 
the rates at which they decay are known from laboratory 
experiments. When these rates are incorporated into detailed 
computer models of the nuclear processes occurring in stars 
and supernovae, the resulting elemental abundances agree 
extremely well, point by point, with the observational data 
presented in Figure 21.13 and Table 21.1. The match is remark-
ably good for elements up through iron and is still fairly close 
for heavier nuclei. Although the reasoning is indirect, the 
agreement between theory and observation is so striking that 
most astronomers regard it as very strong evidence in support 
of the entire theory of stellar evolution and nucleosynthesis.

Second, the presence of one particular nucleus— 
technetium-99—provides direct evidence that heavy elements 
really do form in the cores of stars. Laboratory measurements 
show that the technetium nucleus has a radioactive half-life of 
about 200,000 years, a very short time, astronomically speak-
ing. No one has ever found even traces of naturally occur-
ring technetium on Earth because it all decayed long ago. 
The observed presence of technetium in the spectra of many 
red-giant stars implies that it must have been synthesized in 
their cores through neutron capture—the only known way 
in which technetium can form—within the past few hundred 
thousand years and then transported by convection to the 
surface. Otherwise, we would not observe it. Many astrono-
mers consider the spectroscopic evidence for technetium as 
proof that the s-process really does operate in evolved stars.

▶ figure 21.18 Supernova energy emission (a) The light 
curve of a Type i supernova, showing not only the dramatic increase 
and slow decrease in luminosity, but also the characteristic change in 
the rate of decay about 2 months after the explosion (red arrow). This 
particular supernova occurred in the faraway galaxy iC 4182 in 1938. 
(b) Theoretical calculations of the light emitted by the radioactive 
decay of nickel-56 and cobalt-56 produce a light curve similar to 
those actually observed in real supernova explosions, lending strong 
support to the theory of stellar nucleosynthesis. (c) This mostly X-ray 
image, taken by the orbiting Chandra telescope in 2013, shows the 
aftermath of a titanic stellar explosion known as Kepler’s supernova. 
it was first observed by many people on Earth in 1604 and is named 
after the famous German astronomer who studied it even before the 
invention of the telescope. (NASA/CXC)
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theory in part (b) quite well.

Third, the study of typical light curves from Type I super-
novae indicates that radioactive nuclei form as a result of the 
explosion. Figure 21.18(a) (see also Figure 21.8) displays the 
dramatic rise in luminosity at the moment of explosion and 
the characteristic slower decrease in brightness. Depending 
on the initial mass of the exploded star, the luminosity takes 
from several months to many years to decrease to its original 
value, but the shape of the decay curve is nearly the same for 
all exploded stars. These curves have two distinct features: 
After the initial peak, the luminosity declines rapidly; then 
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21.5 The Cycle of Stellar Evolution
The theory of stellar nucleosynthesis can naturally account for 
the observed differences in the abundances of heavy elements 
between the old globular-cluster stars and stars now forming 
in our Galaxy.  (Sec. 20.5) Even though an evolved star con-
tinuously creates new heavy elements in its interior, changes in 
the star’s composition are confined largely to the core, and the 
star’s spectrum gives little indication of events within its core. 
Convection may carry some reaction products (such as the 
technetium observed in many red giants) from the core into 
the envelope, but the outer layers largely retain the star’s origi-
nal composition. Only at the end of the star’s life are its newly 
created elements released and scattered into space.

Thus, the spectra of the youngest stars show the most 
heavy elements, because each new generation of stars increases 
the concentration of these elements in the interstellar clouds 
from which the next generation forms. Accordingly, the pho-
tosphere of a recently formed star contains a much greater 
abundance of heavy elements than that of a star that formed 
long ago. Knowledge of stellar evolution allows astronomers 
to estimate the ages of stars from purely spectroscopic studies, 
even when the stars are isolated and are not members of any 
cluster.  (Sec. 20.5) In the last three chapters, we have seen 
all the ingredients that make up the complete cycle of star for-
mation and evolution in our Galaxy. Let’s briefly summarize 
that process, which is illustrated in Figure 21.19:

1. Stars form when part of an interstellar cloud is com-
pressed beyond the point at which it can support itself 

against its own gravity. The cloud collapses and 
fragments, forming a cluster of stars. The hot-

test stars heat and ionize the surrounding 
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interactive figure 21.19 Stellar 
recycling The cycle of star formation 
and evolution continuously replenishes our 
Galaxy with new heavy elements and provides 
the driving force for the creation of new 

generations of stars. Clockwise from the top are an 
interstellar cloud (Barnard 68), a star-forming region 
(rCW 38), a massive star ejecting a “bubble” and about 
to explode (NGC 7635), and a supernova remnant and 
its heavy-element debris (N49). (ESO; NASA)

it decreases at a slower rate. This abrupt change in the rate of 
luminosity decay invariably occurs about 2 months after the 
explosion, regardless of the intensity of the outburst.

We can explain the two-stage decline of the luminos-
ity curve in Figure 21.18(a) in terms of the radioactive decay 
of unstable nuclei, notably nickel-56 and its decay prod-
uct cobalt-56, produced in abundance during the early 
moments of the supernova. From theoretical models of the 
explosion, we can calculate the amounts of these elements 
expected to form, and we know their half-lives from labora-
tory experiments. Because each radioactive decay produces 
a known amount of energy, we can then determine how the 
light emitted by these unstable elements should vary in time. 
The result is in very good agreement with the observed light 
curve in Figure 21.18(b)—the luminosity of a Type I super-
nova is entirely consistent with the decay of about 0.6 solar 
mass of nickel-56. More direct evidence for the presence of 
these unstable nuclei was first obtained in the 1970s, when a 
gamma-ray spectral feature of decaying cobalt-56 was iden-
tified in a supernova observed in a distant galaxy.

CoNCept Check

4 Why are the elements carbon, oxygen, neon, and 
magnesium, whose masses are multiples of four, as 
well as the element iron, so common on Earth?
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gas, sending shock waves through the surrounding cloud, 
modifying the formation of lower-mass stars, and possi-
bly triggering new rounds of star formation.  (Sec. 19.6)

2. Within the cluster, stars evolve. The most massive stars 
evolve fastest, creating the heaviest elements in their 
cores and spewing them forth into the interstellar 
medium in supernovae. Lower-mass stars take longer 
to evolve, but they, too, create heavy elements and con-
tribute significantly to the “seeding” of interstellar space 
when they shed their envelopes as planetary nebulae. 
Roughly speaking, low-mass stars are responsible for the 
carbon, nitrogen, and oxygen that make life on Earth 
possible. High-mass stars produced the iron and silicon 
that make up Earth itself, as well as the heavier elements 
on which much of our technology is based.

3. The creation and explosive dispersal of newly formed 
elements are accompanied by further shock waves, 
whose passage through the interstellar medium simul-
taneously enriches the medium and compresses it 
into further star formation. Each generation of stars 
increases the concentration of heavy elements in 

the interstellar clouds from which the next genera-
tion forms. As a result, recently formed stars contain 
a much greater abundance of heavy elements than do 
stars that formed long ago.

In this way, although some material is used up in each 
cycle—turned into energy or locked up in low-mass stars—
the galaxy continuously recycles its matter. Each new round 
of formation creates stars with more heavy elements than 
the preceding generation had. From the old globular clus-
ters, which are observed to be deficient in heavy elements 
relative to the Sun, to the young open clusters, containing 
much larger amounts of these elements, we observe this 
enrichment process in action. Our Sun is the product of 
many such cycles. We ourselves are another. Without the 
elements synthesized in the hearts of stars, neither Earth 
nor the life it harbors would exist.

ConCept Check

4 Why is stellar evolution important to life on Earth?

Chapter Review
SummaRy

 1  A nova (p. 522) is a star that 
suddenly increases greatly in bright-
ness, then slowly fades back to its 
normal appearance over a period 
of months. It is the result of a white 
dwarf in a binary system drawing 
hydrogen-rich material from its companion. The gas spirals inward 
in an accretion disk (p. 522) and builds up on the white-dwarf’s 
surface, eventually becoming hot and dense enough for the hydro-
gen to burn explosively, temporarily causing a large increase in the 
dwarf’s luminosity.
 2  Stars more massive 
than about 8 solar masses 
form heavier and heavier 
elements in their cores, at a 
more and more rapid pace. 
As they do so, their cores 
form a layered structure 

consisting of burning shells of successively heavier elements. The 
process stops at iron, whose nuclei can neither be fused together nor 
split to produce energy. As a star’s iron core grows in mass, it even-
tually becomes unable to support itself against gravity and begins 
to collapse. At the high temperatures produced during the collapse, 
iron nuclei are broken down into protons and neutrons. The protons 
combine with electrons to form more neutrons. Eventually, when 
the core becomes so dense that the neutrons are effectively brought 
into physical contact with one another, the collapse stops and the 
core rebounds, sending a violent shock wave out through the rest of 
the star. The star explodes in a core-collapse supernova (p. 526).

 3  Astronomers classify supernovae  
(p. 526) into two broad categories: Type I  
and Type II. These classes differ by their 
light curves and their composition. Type I 
supernovae (p. 527) are hydrogen poor and 
have a light curve similar in shape to that of 
a nova. Type II supernovae (p. 527) are 

Lagrangian point

“Hot spot”

Main-sequence
companion

Roche lobe of
white dwarf

Roche lobe
of companion

Rotation
White
dwarf

Mass-transfer
stream

Accretion
disk

Hydrogen fusion
Core

Helium fusion

Carbon fusion

Oxygen fusion

Neon fusion

Silicon fusion

Iron ash

Magnesium
fusion

Nonburning hydrogen

Core

0.01 R

Star

500 R

100 light-years

The Big Question Despite widespread observations of supernovae and their scattered debris, 
researchers still don’t know exactly how these massive stars actually manage to explode. Although many 
times the mass of the Sun, these stars defy gravity by ripping themselves apart. That they blow their 
whole being to smithereens is well established, but how do they do it, reversing their catastrophic inward 
collapse to become outwardly exploding stars?
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rather than by the fusion of more massive 
nuclei. At high enough core temperatures, 
photodisintegration breaks apart some 
heavy nuclei, providing helium-4 nuclei for 
the synthesis of even more massive elements, 
up to iron. Elements beyond iron form by 
neutron capture (p. 536) in the cores 
of evolved stars. During a supernova, rapid neutron capture 
occurs, producing the heaviest nuclei of all. Comparisons 
between theoretical predictions of element production and 
observations of element abundances in stars and supernovae 
provide strong support for the theory of stellar nucleosynthesis.

 6  The processes of star formation, 
evolution, and explosion form a cycle 
that constantly enriches the interstellar 
medium with heavy elements and 
sows the seeds of new generations of 
stars. Without the elements produced 
in supernovae, life on Earth would be 
impossible.

hydrogen rich and have a characteristic plateau in the light curve a 
few months after maximum. A Type II supernova is a core-collapse 
supernova. A Type I supernova occurs when a carbon–oxygen white 
dwarf in a binary system gains mass, collapses, and explodes as its  
carbon ignites. This type of supernova is called a carbon-detonation  
supernova (p. 527).
4  Theory predicts that a super-

nova visible from Earth should 
occur within our Galaxy about once 
a century, although none has been 
observed in the last 400 years. We 
can see evidence of a past super nova 
in the form of a supernova remnant 
(p. 528)—a shell of exploded debris 
surrounding the site of the explosion and expanding into space 
at a speed of thousands of kilometers per second.
 5  All elements heavier than helium are formed by stellar 
nucleosynthesis (p. 531)—the production of new elements 
by nuclear reactions in the cores of evolved stars. Elements 
heavier than carbon tend to form by helium capture (p. 535), 

8 light-years
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 For instructor-assigned homework go to masteringastronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning Outcomes.

Review and Discussion
 1. LO1 Under what circumstances will a binary star produce 

a nova?
 2. What is an accretion disk, and how does one form?

 3. What is a light curve? How can it be used to identify a nova 
or a supernova?

 4. LO2 Why does the core of a massive star collapse?
 5. What are the observational differences between Type I and 

Type II supernovae?
 6. LO3 How do the mechanisms responsible for Type I and 

Type II supernovae explain their observed differences?

 7. Roughly how often would we expect a supernova to occur in 
our own Galaxy? How often would we expect to see a galactic 
supernova?

 8. LO4 POS What evidence is there that many supernovae 
have occurred in our Galaxy?

 9. POS How can astronomers estimate the age of an isolated star?
 10. LO5 What proof do astronomers have that heavy elements 

are formed in stars?
 11. As a star evolves, why do heavier elements tend to form by 

helium capture rather than by fusion of like nuclei?
 12. Why do the cores of massive stars evolve into iron and not 

heavier elements?
 13. How and where are nuclei heavier than iron formed?
 14. POS Why was supernova 1987A so important? Why are 

neutrino detectors important to the study of supernovae?
 15. LO6 How do supernovae help “recycle” galactic matter?

Conceptual Self-Test: Multiple Choice
 1. A white dwarf can dramatically increase in brightness only 

if (a) it has binary companion; (b) fusion restarts in its core; 
(c) it spins very rapidly; (d) it was the core of a very massive 
star.

 2. A nova differs from a supernova in that the nova (a) can 
occur only once; (b) is much more luminous; (c) involves 
only high-mass stars; (d) is much less luminous.

 3. Which of the following stars will become hot enough to 
form elements heavier than oxygen? (a) A star that is half 
the mass of the Sun. (b) A star having the same mass as the 
Sun. (c) A star that is twice as massive as the Sun. (d) A star 
that is eight times more massive than the Sun.

 4. A massive star becomes a supernova when it (a) collides with 
a stellar companion; (b) forms iron in its core; (c) suddenly 
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increases in surface temperature; (d) suddenly increases  
in mass.

 5. VIS Figure 21.8 (“Supernova Light Curves”) indicates that 
a supernova whose luminosity declines steadily in time 
is most likely associated with a star that is (a) without a 
binary companion; (b) more than eight times the mass of 
the Sun; (c) on the main sequence; (d) comparable in mass 
to the Sun.

 6. An observable supernova should occur in our Galaxy about 
once every (a) year; (b) decade; (c) century; (d) millennium.

 7. Which of the following is not evidence for supernovae in our 
Galaxy? (a) The rapid expansion and filamentary structure 

of the Crab Nebula. (b) Historical records from China and 
Europe. (c) The existence of binary stars in our Galaxy.  
(d) The existence of iron on Earth.

 8. Nuclear fusion in the Sun will (a) never create elements 
heavier than helium; (b) create elements up to and includ-
ing oxygen; (c) create all elements up to and including iron;  
(d) create some elements heavier than iron.

 9. Most of the carbon in our bodies originated in (a) the Sun;  
(b) the core of a red-giant star; (c) a supernova; (d) a nearby  
galaxy.

 10. The silver in our jewelry formed in (a) the Sun; (b) the core 
of a red-giant star; (c) a supernova; (d) a nearby galaxy.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • A certain telescope can just detect the Sun at a distance of 
10,000 pc. What is the apparent magnitude of the Sun at this 
distance? (For convenience, take the Sun’s absolute magni-
tude to be 5.) What is the maximum distance at which the 
telescope can detect a nova having a peak luminosity of 105 
solar luminosities?

 2. • Repeat the previous calculation for a supernova having a 
peak luminosity 1010 times that of the Sun. What would be 
the apparent magnitude of the explosion if it occurred at a 
distance of 10,000 Mpc? Would it be detectable by any exist-
ing telescope?

 3. •• At what distance would a supernova of absolute magni-
tude –20 look as bright as the Sun? As the Moon? Would you 
expect a supernova to occur that close to us?

 4. • Calculate the orbital speed of matter in an accretion disk 
just above the surface of a 0.6-solar-mass, 15,000-km-
diameter white dwarf.

 5. • Using the Sun’s current luminosity, estimate its total 
energy output, assuming a 1010 year main-sequence lifetime. 
How does this compare with the energy released by a typical 
supernova?

 6. •• The Hubble Space Telescope is observing a distant Type 
I supernova with peak apparent magnitude 24. Using the 
light curve in Figure 21.8, estimate how long after the peak 
brightness the supernova will become too faint to be seen.

 7. • The Crab Nebula is now about 1 pc in radius. If it 
exploded in a.d. 1054, roughly how fast is it expanding? 
(Assume a constant expansion rate. Is that a reasonable 
assumption?)

 8. •• Suppose that stars form in our Galaxy at an average rate 
of 10 per year. Suppose also that all stars greater than 8 solar 
masses explode as supernovae. Assuming that 0.36 percent 
of all stars fall into this category (Figure 17.23), estimate the 
rate of Type II supernovae in our Galaxy.

Activities
Collaborative

 1. Look up a table of isotopes in the Handbook of Chemistry 
and Physics (available in the reference section of your library) 
or its equivalent online. Pick some unstable (radioactive) 
isotopes mentioned in the text and follow their decay into a 
final stable isotope. For example, choose nickel-56, iron-59, 
cobalt-60, and nickel-63, formed by the alpha process and 
s-process. In each case, note the half-life of all decays, how 
the isotope and its descendants decay, and what particles and 
radiation are produced. Repeat this exercise for the fissionable 
nuclei uranium-235, uranium-238, and plutonium-239.

Individual
 1. In 1758, Charles Messier discovered the sky’s most legend-

ary supernova remnant, now called M1, or the Crab Nebula. 
It is located northwest of Zeta Tauri, the star that marks the 
southern tip of the horns of Taurus the Bull. Try to find it. 
An 8-inch telescope reveals the Crab’s oval shape, but it will 
appear faint. A 10-inch or larger telescope will show some of 
its famous filamentary structure.
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Left: This stunning image is actually a composite of three images taken by telescopes 

in orbit: optical light (in yellow) observed with Hubble, X-ray radiation (blue and green) 

with Chandra, and infrared radiation (red) with Spitzer. This object is known as Cassiopeia 

A, the remnant of a supernova whose radiation first reached Earth about 300 years ago. 

The debris field shown here is about 11,000 light-years away and extends across some  

10 light-years. The small turquoise dot at the center may be a neutron star created in 

the blast, the sole survivor of the explosion. (NASA)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Neutron Stars  
and Black Holes
STrAngE STATES of MATTEr

22
Our study of stellar evolution has led us to some very unusual 
and unexpected objects. Red giants, white dwarfs, and 
supernovae surely represent extreme states of matter completely 
unfamiliar to us here on Earth. Yet stellar evolution—and in 
particular, its end point, the death of a star—can have even more 
bizarre consequences. The strangest states of all result from the 
catastrophic implosion–explosion of stars much more massive 
than our Sun.

Neutron stars and black holes are among the most exotic 
objects in the universe. They are the end of the road for massive 
stars, and their bizarre properties boggle the imagination. Yet 
theory and observation seem to agree that, fantastic or not, they 
really do exist in space.

Learning Outcomes

Studying this chapter will enable you to

1  Describe the properties of neutron 
stars, and explain how these 
strange objects are formed.

2  Explain the nature and origin of 
pulsars, and account for their 
characteristic radiation.

3  List and explain some of the 
observable properties of neutron-
star binary systems.

4  outline the basic characteristics 
of gamma-ray bursts and some 
theoretical attempts to explain 
them.

5  Describe how black holes are 
formed, and discuss their effects 
on matter and radiation in their 
vicinity.

6  Present Einstein’s theories of 
relativity, and discuss how they 
relate to neutron stars and black 
holes.

7  relate the phenomena that occur 
near black holes to the warping of 
space around them.

8  Explain the difficulties in observ-
ing black holes, and describe some 
ways in which a black hole might 
be detected.

The Big Picture The almost unimaginable violence  
of supernova explosions may create objects so extreme in their 
behavior that they require us to reconsider some of our most 
cherished laws of physics. They open up a science fiction writer’s 
dream of fantastic phenomena that border on reality. They may 
even one day force scientists to construct a whole new theory of 
the universe.
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yet its mass is greater than that of the Sun. With so much 
mass squeezed into such a small volume, neutron stars are 
incredibly dense. Their average density can reach 1017 or even  
1018 kg/m3, nearly a billion times denser than a white dwarf. 
(For comparison, the density of a normal atomic nucleus is 
about 3 × 1017 kg/m3.) A single thimbleful of neutron-star 
material would weigh 100 million tons—about as much as a 
good-sized terrestrial mountain. In a sense, we can think of 
a neutron star as a single enormous nucleus, with an atomic 
mass of around 1057! At these densities, neutrons resist 
further packing in very much the same way as electrons do 
(at much lower densities) in a white dwarf—this neutron 
degeneracy pressure supports the neutron star.

Neutron stars are solid objects. Provided that a sufficiently 
cool one could be found, you might even imagine standing on 
it. However, doing so would not be easy, as a neutron star’s 
gravity is extremely powerful. A 70-kg (150-pound) human 
would weigh the Earth equivalent of about 10 trillion kg 
(10 billion tons). The severe pull of a neutron star’s gravity 
would flatten you much thinner than a piece of paper!

In addition to large mass and small size, newly formed 
neutron stars have two other very important properties. 
First, they rotate extremely rapidly, with periods measured 
in fractions of a second. This is a direct result of the law 
of conservation of angular momentum, which tells us that 
any rotating body must spin faster as it shrinks.  (More 
Precisely 6-1) Even if the core of the progenitor star were 
initially rotating quite slowly (once every couple of weeks, 
say, as is observed in many upper main-sequence stars), it 
would be spinning a few times per second by the time it had 
reached a diameter of 20 km.

22.1 Neutron Stars
In Chapter 21 we saw how some stars can explode violently 
as supernovae, scattering debris across large regions of inter-
stellar space. What remains after a supernova? Is the entire 
progenitor (parent) star blown to bits and dispersed through-
out interstellar space, or does some portion of it survive?

Stellar Remnants
For a Type I (carbon-detonation) supernova, most astrono-
mers regard it as quite unlikely that any central remnant 
is left after the explosion. The entire star is shattered by 
the blast. However, for a Type II supernova, involving the 
implosion and subsequent rebound of a massive star’s iron 
core, theoretical calculations indicate that part of the star 
may survive.  (Sec. 12.2) The explosion destroys the par-
ent star, but it may leave a tiny ultracompressed remnant at 
its center—all that remains of a star’s inner core after stel-
lar evolution has ceased. A white dwarf, the dense end point 
of the evolution of a low-mass star, is another example of a 
stellar remnant.*  (Sec. 20.3) Even by the high-density 
standards of a white dwarf, though, the matter within this 
severely compacted core is in a very strange state, unlike 
anything we are ever likely to find (or create) on Earth.

Recall from Chapter 21 that during the moment of 
implosion of a massive star—just prior to the supernova 
itself—the electrons in the core violently smash into the pro-
tons there, forming neutrons and neutrinos.  (Sec. 21.2) 
The neutrinos leave the scene at (or nearly at) the speed of 
light, accelerating the collapse of the neutron core, which 
continues to contract until its particles come into contact. At 
that point, the central portion of the core rebounds, creating 
a powerful shock wave that races outward through the star, 
expelling matter violently into space.

The key point here is that the shock wave does not start 
at the very center of the collapsing core. The innermost part 
of the core—the region that “bounces”—remains intact as the 
shock wave it causes destroys the rest of the star. After the vio-
lence of the supernova has subsided, this ball of neutrons is all 
that is left. Researchers colloquially call this core remnant a 
neutron star, although it is not a star in any true sense of the 
word because all of its nuclear reactions have ceased forever.

Neutron-Star Properties
Neutron stars are extremely small and very massive. 
Composed purely of neutrons packed together in a tight ball 
about 20 km across, a typical neutron star is not much bigger 
than a small asteroid or a terrestrial city (see Figure 22.1), 

▲ figure 22.1 Neutron Star neutron stars are not much larger 
than many of Earth’s major cities. In this fanciful comparison, a typical 
neutron star sits alongside Manhattan Island. (NASA)

*These remnants are small and compact—no larger than Earth in the case 
of a white dwarf and far smaller still for a neutron star. They should not 
be confused with supernova remnants: glowing clouds of debris scattered 
across many parsecs of interstellar space. ∞ (Sec. 21.3)
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The Lighthouse Model
When Bell made her discovery in 1967, she did not know what 
she was looking at. Indeed, no one at the time knew what a 
pulsar was. The explanation of pulsars as spinning neutron 
stars won Bell’s thesis advisor, Antony Hewish, a share of the 
1974 Nobel Prize in physics. Hewish reasoned that the only 
physical mechanism consistent with such precisely timed 
pulsations is a small rotating source of radiation. Only rota-
tion can cause the high degree of regularity of the observed 
pulses, and only a small object can account for the sharpness 
of each pulse. Radiation emitted from different regions of an 
object larger than a few tens of kilometers across would arrive 
at Earth at slightly different times, blurring the pulse profile.

Figure 22.3 outlines the important features of this pul-
sar model. Two “hot spots” on the surface of a neutron star, 
or in the magnetosphere just above the surface, continuously 
emit radiation in a narrow “searchlight” pattern. These spots 
are most likely localized regions near the neutron-star’s mag-
netic poles, where charged particles, accelerated to extremely 
high energies by the star’s rotating magnetic field, emit radia-
tion along the star’s magnetic axis. The hot spots radiate 
more or less steadily, and the resulting beams sweep through 
space like a revolving lighthouse beacon, as the neutron 
star rotates. Indeed, this pulsar model is often known as the 
lighthouse model. If the neutron star happens to be oriented 
such that the beam sweeps across Earth, we see the star as a 
pulsar. The beams are observed as a series of rapid pulses—
each time one of the beams flashes past Earth, a pulse is seen. 
The period of the pulses is the star’s rotation period.

A few pulsars are definitely associated with supernova 
remnants, although not all such remnants have a detectable 
pulsar within them. Figure 22.4(c) shows a pair of optical 
photographs of the Crab pulsar, at the center of the Crab 
supernova remnant (Figures 22.4a and b).  (Sec. 21.3) In 
the left frame, the pulsar is off; in the right frame, it is on. 
The rapid variation in the pulsar’s light, with a pulse period 
of about 33 milliseconds, is shown in Figure 22.4(d). The 
Crab also pulses in the radio and X-ray parts of the spec-
trum. By observing the speed and direction of the Crab’s 
ejected matter, astronomers have worked backward to pin-
point the location in space at which the explosion must have 

Second, newborn neutron stars have very strong mag-
netic fields. The original field of the progenitor star is ampli-
fied by the collapse of the core because the contracting 
material squeezes the magnetic field lines closer together, 
creating a magnetic field trillions of times stronger than 
Earth’s.  (More Precisely 19-1)

In time, theory indicates, our neutron star will spin 
more and more slowly as it radiates its energy into space, 
and its magnetic field will diminish. However, for a few mil-
lion years after its birth, these two properties combine to 
provide the primary means by which this strange object can 
be detected and studied.

CoNCept Check

4 Are all supernovae expected to lead to neutron stars?

22.2 Pulsars
Can we be sure that objects as strange as neutron stars really 
exist? The answer is a confident yes. The first observation of 
a neutron star occurred in 1967, when Jocelyn Bell, a gradu-
ate student at Cambridge University, made a surprising dis-
covery. She observed an astronomical object emitting radio 
radiation in the form of rapid pulses. Each pulse consisted 
of an 0.01-second burst of radiation, after which there was 
nothing. Then, 1.34 s later, another pulse would arrive. The 
interval between the pulses was astonishingly uniform—so 
accurate, in fact, that the repeated emissions could be used 
as a precise clock. Figure 22.2 is a recording of part of the 
radio radiation from the pulsating object Bell discovered.

More than 1500 of these pulsating objects are now 
known in the Milky Way Galaxy. They are called pulsars. 
Each pulsar has its own characteristic pulse period and 
duration. In some cases, the pulse periods are so stable that 
they are by far the most accurate natural clocks known in  
the universe—more accurate even than the best atomic clocks 
on Earth. In some cases, the period is predicted to change 
by only a few seconds in a million years. The best current  
model describes a pulsar as a compact, spinning neutron star 
that periodically flashes radiation toward Earth.

▲ figure 22.2 pulsar radiation This recording shows the regular change in the intensity of the radio radiation 
emitted by the first pulsar discovered, known as CP 1919. Some of the object’s pulses are marked by arrows.
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occurred and where the supernova core remnant should 
be located.  (Sec. 21.3) It corresponds to the location of 
the pulsar. This is all that remains of the once massive star 
whose supernova was observed in 1054.

As indicated in Figure 22.3, the neutron star’s strong 
magnetic field and rapid rotation channel high-energy parti-
cles from near the star’s surface into the surrounding nebula 
(compare the expanding envelope of the 1054 supernova—
Figure 22.4a). The result is an energetic pulsar wind that flows 
outward at almost the speed of light, primarily in the star’s 
equatorial plane. As it slams into the nebula, the wind heats the  
gas to very high temperatures. Figure 22.4(b) shows this pro-
cess in action in the Crab—the combined Hubble/Chandra  
image reveals rings of hot X-ray–emitting gas moving rap-
idly away from the pulsar. Also visible in the image is a jet of 
hot gas (not the beam of radiation from the pulsar) escaping 
perpendicular to the equatorial plane. Eventually, the energy 
from the pulsar wind is deposited into the Crab nebula, where 

it is radiated into space by the nebular gas, powering the spec-
tacular display we see from Earth.  (Fig. 21.10)

Most pulsars emit pulses in the form of radio radiation, 
but some (like the Crab) have been observed to pulse in the 
visible, X-ray, and gamma-ray parts of the spectrum as well. 
Figure 22.5 shows the Crab and the nearby Geminga pulsar 
in gamma rays. Geminga is unusual in that, although it pul-
sates strongly in gamma rays, it is barely detectable in vis-
ible light and not at all at radio wavelengths. Whatever types 
of radiation are produced, these electromagnetic flashes at 
different frequencies all occur at regular, repeated intervals, 
as we would expect, since they arise from the same object. 
However, pulses at different frequencies do not necessarily 
all occur at the same instant in the pulse cycle. The periods 
of most pulsars are quite short, ranging from about 0.03 s to 
0.3 s (that is, flashing between 3 and 30 times per second). 
The human eye is insensitive to such rapid flashes, making it 
impossible to observe the flickering of a pulsar by eye, even 
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Narrated figure 22.3 pulsar Model The “lighthouse model” of neutron-star emission explains many of the 
observed properties of pulsars. Charged particles, accelerated by the magnetism of the neutron star, flow along 
the magnetic field lines, producing radiation that beams outward. At greater distances from the star, the field 
lines channel these particles into a high-speed outflow in the star’s equatorial plane, forming a pulsar wind. The 

beam sweeps across the sky as the neutron star rotates. If it happens to intersect Earth, we see a pulsar—much like a 
lighthouse beacon.
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with a large telescope. Fortunately, instruments can record 
pulsations of light that the human eye cannot detect.

Most known pulsars are observed (usually by Doppler 
measurements) to have high speeds—much greater than the 
typical speeds of stars in our Galaxy. The most likely expla-
nation for these anomalously high speeds is that neutron 
stars may receive substantial “kicks” due to asymmetries in 
the supernovae in which they formed. Such asymmetries, 
which are predicted by theory, are generally not very pro-
nounced, but if the supernova’s enormous energy is chan-
neled even slightly in one direction, the newborn neutron 
star can recoil in the opposite direction with a speed of 
many tens or even hundreds of kilometers per second. Thus, 
observations of pulsar velocities give theorists additional 
insight into the detailed physics of supernovae.

Neutron Stars and Pulsars
All pulsars are neutron stars, but not all neutron stars are 
observed as pulsars, for two reasons. First, the two ingredients 
that make the neutron star pulse—rapid rotation and a strong 
magnetic field—both diminish with time, so the pulses grad-
ually weaken and become less frequent. Theory indicates that, 
within a few tens of millions of years, the beam weakens and 
the pulses all but stop. Second, even a young, bright neutron 
star is not necessarily detectable as a pulsar from our vantage 
point on Earth. The pulsar beam depicted in Figure 22.3 is 
relatively narrow—perhaps as little as a few degrees across in 
some cases. Only if the neutron star happens to be oriented 
in just the right way do we actually see pulses. When we see 
those pulses from Earth, we call the body a pulsar. Note that 

Here the pulsar is unseen c chere it’s seen (arrow).
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◀ figure 22.4 Crab pulsar In the core of the Crab nebula (a), 
the Crab pulsar (c) blinks on and off about 30 times each second. In 
this pair of optical images, the pulsing can be clearly seen. (b) This 
more recent Chandra X-ray image of the Crab, superimposed on a 
Hubble optical image, shows the central pulsar, as well as rings of hot 
X-ray–emitting gas in the equatorial plane, driven outward by the 
pulsar wind. Also visible in the image is a jet of hot gas (not the beam 
of radiation from the pulsar) escaping perpendicular to the equatorial 
plane. (d) This radio recording shows the main pulse and its precursor, 
the latter probably related to the beam directed away from Earth. 
(ESO; NASA; Lick Observatory; NRAO)
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CoNCept Check

4 Why don’t we see pulsars at the centers of all 
supernova remnants?

22.3 Neutron-Star Binaries
We noted in Chapter 17 that most stars are not single, 
but instead are members of binary systems.  (Sec. 17.7) 
Although many pulsars are known to be isolated (i.e., not 
part of any binary), at least some do have binary compan-
ions, and the same is true of neutron stars in general (even 
the ones not seen as pulsars). One important consequence 
of this pairing is that the masses of some neutron stars 
have been determined quite accurately. All the measured 
masses are fairly close to 1.4 times the mass of the Sun—the 
Chandrasekhar mass of the stellar core that collapsed to 
form the neutron-star remnant—although a neutron star 
with a mass twice that of the Sun has recently been reported.

X-Ray Sources
The late 1970s saw several important discoveries about neu-
tron stars in binary-star systems. Numerous X-ray sources 
were found near the central regions of our Galaxy and also 
near the centers of a few rich star clusters. Some of these 
sources, known as X-ray bursters, emit much of their 
energy in violent eruptions, each thousands of times more 
luminous than our Sun, but lasting only a few seconds. A 
typical burst is shown in Figure 22.6.

This X-ray emission arises on or near neutron stars 
that are members of binary systems. Matter torn from the 

we are using the term “pulsar” here to mean the pulsing object 
we observe if the beam crosses Earth. However, many astron-
omers use the word more generically to mean any young neu-
tron star producing beams of radiation as in Figure 22.3. Such 
an object will be a pulsar as seen from some directions—just 
not necessarily ours!

Given our current knowledge of star formation, stellar 
evolution, and neutron stars, our observations of pulsars are 
consistent with the ideas that (1) every high-mass star dies 
in a supernova explosion, (2) most supernovae leave a neu-
tron star behind (a few result in black holes, as discussed in a 
moment), and (3) all young neutron stars emit beams of radi-
ation, just like the pulsars we actually detect. A few pulsars 
are definitely associated with supernova remnants, clearly 
establishing those pulsars’ explosive origin. On the basis 
of estimates of the rate at which massive stars have formed 
over the lifetime of the Milky Way, astronomers reason that, 
for every pulsar we know of, there must be several hundred 
thousand more neutron stars moving unseen somewhere in 
our Galaxy. Some formed relatively recently—less than a few 
million years ago—and simply happen not to be beaming 
their energy toward Earth. However, the vast majority are 
old, their youthful pulsar phase long past.

Neutron stars (and black holes too) were predicted by 
theory long before they were actually observed, although 
their extreme properties made many scientists doubt that 
they would ever be found in nature. The fact that we now 
have strong observational evidence, not just for their exist-
ence but also for the vitally important roles they play in 
many areas of high-energy astrophysics, is yet another tes-
tament to the fundamental soundness of the theory of stel-
lar evolution.

(b) 0.24 second

(a)

Geminga pulsar

Crab pulsar

R I V U X G3 arc degrees

◀ figure 22.5 gamma-ray pulsars (a) The Crab and 
geminga pulsars lie fairly close to one another in the sky. Unlike 
the Crab, geminga is barely visible at optical wavelengths and 
undetectable in the radio region of the spectrum. (b) Sequence 
of Compton gamma-ray observatory images showing 
geminga’s 0.24-s pulse period. (NASA)
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surface of the (main-sequence or giant) companion by the 
neutron star’s strong gravitational pull accumulates on the 
neutron star’s surface. As in the case of white-dwarf accre-
tion (see Chapter 21), the material does not fall directly onto 
the surface. Instead, as illustrated in Figure 22.7(a), it forms 
an accretion disk (compare with Figure 21.2, which depicts 
the white-dwarf equivalent).  (Sec. 21.1) The gas goes into 
a tight orbit around the neutron star and then spirals slowly 
inward. The inner portions of the accretion disk become 
extremely hot, releasing a steady stream of X-rays.

As gas builds up on the neutron star’s surface, its tem-
perature rises due to the pressure of overlying material. Soon 
the temperature becomes hot enough to fuse hydrogen. 
The result is a sudden period of rapid nuclear burning that 
releases a huge amount of energy in a brief, but intense, flash 
of X-rays—an X-ray burst. After several hours of renewed 
accumulation, a fresh layer of matter produces the next 
burst. Thus, an X-ray burst is much like a nova on a white 
dwarf, but occurring on a far more violent scale because of 
the neutron star’s much stronger gravity.  (Sec. 21.1)

Not all the infalling gas makes it onto the neutron star’s 
surface, however; in at least one case—an object known as 
SS 433,* lying roughly 5000 pc from Earth—we have direct 
observational evidence that some material is instead shot com-
pletely out of the system at enormously high speeds. SS 433 

◀ Figure 22.6 X-ray Burster An X-ray burster produces a 
sudden, intense flash of X-rays, followed by a period of relative 
inactivity lasting as long as several hours. Then another burst  
occurs. (a) An optical photograph of the globular star cluster  
Terzan 2, showing a 2– dot (arrow) at the center where the X-ray 
bursts originate. (b) X-ray images taken before and during the 
outburst. The most intense X-rays correspond to the position of  
the black dot shown in (a). (SAO; NASA)

◀ Figure 22.7 X-ray emission (a) Matter flows from a normal 
star toward a compact neutron-star companion and falls toward 
the surface in an accretion disk. As the gas spirals inward under the 
neutron star’s intense gravity, it heats up, becoming so hot that  
it emits X-rays. (b) False-color radiographs of the peculiar object  
SS 433, made at monthly intervals (left to right), show its jets  
moving outward and its central source rotating under the 
gravitational influence of the companion star. (NRAO)
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*The name simply identifies the object as the 433rd entry in a particular 
catalog of stars with strong optical emission lines.
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expected to slow down in only a few million years, and after 
10 billion years its rotation should have all but ceased. Thus, 
the rapid rotation of the pulsars found in globular clusters can-
not be a relic of their birth. Instead, these objects must have 
been “spun up”—that is, had their rotation rates increased—by 
some other, much more recent, mechanism.

The most likely explanation for the high rotation rate 
of pulsars is that the neutron star has been spun up by 
drawing in matter from a companion star. As matter spi-
rals down onto the star’s surface in an accretion disk, it 
provides a “push” that makes the neutron star spin faster 
(see Figure 22.8). Theoretical calculations indicate that this 
process can spin the star up to breakup speed in about a 
hundred million years. This general picture is supported by 
the finding that, of the 150 or so millisecond pulsars seen 
in globular clusters, roughly half are known to be members 
of binary systems. The remaining solo millisecond pulsars 
were probably formed when an encounter with another star 
ejected the pulsar from the binary or when the pulsar’s own 
intense radiation destroyed its companion.

Thus, although a pulsar like the Crab is the direct 
result of a supernova, millisecond pulsars are the product 
of a two-stage process. First, the neutron star was formed 
in an ancient supernova, billions of years ago. Second, 
through a relatively recent interaction with a binary com-
panion, the neutron star then achieved the rapid spin that 
we observe today. Once again, we see how members of a 
binary system can evolve in ways quite different from the 
manner in which single stars evolve. Notice that the sce-
nario of accretion onto a neutron star from a binary com-
panion is the same scenario that we just used to explain the 
existence of X-ray bursters. In fact, the two phenomena are 
closely linked. Many X-ray bursters may be on their way to 
becoming millisecond pulsars, and many millisecond pul-
sars are X-ray sources, powered by the trickle of material 
still falling onto them from their binary companions.

expels more than one Earth mass of material every year in the 
form of two oppositely directed narrow jets moving roughly 
perpendicular to the disk. Observations of the Doppler shifts 
of optical emission lines produced within the jets themselves 
imply speeds of almost 80,000 km/s—more than 25 percent 
of the speed of light! As the jets interact with the interstellar 
medium, they emit radio radiation, as shown in Figure 22.7(b).

Jets of this sort are apparently quite common in astro-
nomical systems in which an accretion disk surrounds a 
compact object (such as a neutron star or a black hole). They 
are thought to be produced by the intense radiation and 
magnetic fields near the inner edge of the disk, although the 
details of their formation are still uncertain. Once again, 
note that these jets are not the “lighthouse” beams of radia-
tion from the neutron star itself, shown in Figure 22.3, that 
can result in a pulsar, nor are they associated with a pulsar 
wind, as in Figure 22.4(b).

Since the discovery of SS 433, roughly a dozen stellar-
mass objects with comparable properties have been dis-
covered in our Galaxy, and we will see examples of similar  
phenomena on much larger scales in later chapters. Indeed, the  
current terminology for “stellar-scale” objects like SS 433— 
microquasar—derives from their much more energetic galac-
tic counterparts (called quasars; see Sec. 24.4). SS 433 has been 
particularly important in the study of microquasars because 
we can actually observe both its disk and its jets, instead of 
simply having to assume their existence, as we do in more dis-
tant cosmic objects.

Millisecond Pulsars
In the mid-1980s an important new category of pulsars  
was found: a class of very rapidly rotating objects called 
millisecond pulsars. Some 250 are currently known in the 
Milky Way Galaxy. These objects spin hundreds of times per 
second (i.e., their pulse period is a few milliseconds). This 
speed is about as fast as a typical neutron star can spin without 
flying apart. In some cases, the star’s equator is moving at more 
than 20 percent of the speed of light, a speed that suggests a 
phenomenon bordering on the incredible: a cosmic object of 
kilometer dimensions, more massive than our Sun, spinning 
almost at breakup speed and making nearly a thousand 
complete revolutions every second! Yet the observations and 
their interpretation leave little room for doubt.

The story of these remarkable objects is further compli-
cated because most of them—about two-thirds—are found in 
globular clusters. This is odd, since globular clusters are known 
to be very old—10 billion years, at least.  (Sec. 20.5) Yet, Type 
II supernovae (the kind that create neutron stars) are associated 
with massive stars that explode within a few tens of millions of 
years after their formation, and no stars have formed in any 
globular cluster since the cluster itself came into being. Thus, 
no new neutron star has been produced in a globular cluster 
in a very long time. But the pulsar produced by a supernova is 

Neutron
star

Matter strikes the star while
moving parallel to its surface.

Gas from a companion star
spirals down while infalling.

▲ figure 22.8 Millisecond pulsar As infalling matter strikes 
the star, it moves almost parallel to the surface, so it tends to make 
the star spin faster. Eventually, this process can result in a millisecond 
pulsar—a neutron star spinning at the incredible rate of hundreds of 
revolutions per second.
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Figure 22.9 shows the globular cluster 47 Tucanae, 
together with a Chandra image of its core showing no fewer 
than 108 X-ray sources—about 10 times the number that had 
been known in the cluster prior to Chandra’s launch. Roughly 
half of these sources are millisecond pulsars; the cluster also 

contains two or three “conventional” neutron-star binaries. 
Most of the remaining sources are white-dwarf 

binaries, similar to those discussed in Chapter 21.  
 (Sec. 21.1)

The way in which a neutron star 
can become a member of a binary 
system is the subject of active research, 
because the violence of a supernova 
explosion would be expected to blow 
the binary apart in many cases. Only 
if the supernova progenitor lost a lot 
of mass before the explosion would 
the binary system be likely to survive. 
Alternatively, by interacting with 
an existing binary and displacing 
one of its components, a neutron 
star may become part of a binary 
system after it is formed, as depicted 
in Figure 22.10. Astronomers are 
eagerly searching the skies for more 
millisecond pulsars to test their ideas.

Pulsar Planets
Radio astronomers can capitalize on the precision with 
which pulsar signals repeat themselves to make extremely 
accurate measurements of pulsar motion. In January 1992, 
radio astronomers at the Arecibo Observatory found that 
the pulse period of a recently discovered millisecond pulsar 
lying some 500 pc from Earth varied in an unexpected, but 
quite regular, way. Careful analysis of the data has revealed 
that the period fluctuates on two distinct time scales—one 
of 67 days, the other of 98 days. The changes in the pulse 
period are small—less than one part in 107—but repeated 
observations have confirmed their reality.

These f luctuations are caused by the Doppler effect as 
the pulsar wobbles back and forth in space.  (Sec. 3.5) 
But what causes the wobble? The Arecibo group thinks 
that it is the result of the combined gravitational pulls of 
not one, but two, planets, each about three times the mass 
of Earth! One orbits the pulsar at a distance of 0.4 AU and 
the other at a distance of 0.5 AU. Their orbital periods are 

◀ figure 22.9 Cluster X-ray Binaries The dense core of the 
old globular cluster 47 Tucanae harbors more than 100 separate X-ray 
sources (shown in the Chandra image at bottom right). More than half 
of these are thought to be binary millisecond pulsars, still accreting 
small amounts of gas from their companions after an earlier period 
of mass transfer spun them up to millisecond speeds. (ESO; NASA)
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▲ figure 22.10 Binary exchange A neutron star can encounter 
a binary made up of two low-mass stars, ejecting one of them and 
taking its place. This mechanism provides a means of forming a binary 
system with a neutron-star component (which may later evolve into a 
millisecond pulsar) without having to explain how the binary survived 
the supernova explosion that formed the neutron star.



552 CHAPTER 22 Neutron Stars and Black Holes 

22.4 Gamma-Ray Bursts
Discovered serendipitously in the late 1960s by military sat-
ellites looking for violators of the Nuclear Test Ban Treaty 
and first made public in the 1970s, gamma-ray bursts con-
sist of bright, irregular flashes of gamma rays typically last-
ing only a few seconds (Figure 22.11a). Until the 1990s, it 
was thought that gamma-ray bursts were basically “scaled-
up” versions of X-ray bursters in which even more violent 
nuclear burning resulted in the release of the more energetic 
gamma rays. However, this is not the case.

Distances and Luminosities
Figure 22.11(b) shows an all-sky plot of the positions of 2704 
bursts detected by the Compton Gamma-Ray Observatory 
(CGRO) during its nine-year operational lifetime.  (Sec. 
5.7) On average, CGRO detected gamma-ray bursts at the 
rate of about one a day. Note that the bursts are distributed 
uniformly across the sky (their distribution is said to be iso-
tropic), rather than being confined to the relatively narrow 
band of the Milky Way (compare Figure 5.37). The bursts 
seemingly never repeat at the same location, show no obvi-
ous clustering, and appear unaligned with any known large-
scale structure, near or far. Although CGRO was unable to 
measure distances to any of the bursts it observed, the iso-
tropy of the data convinced most astronomers that the bursts 
originate far outside our own Galaxy—at so-called cosmolog-
ical distances, comparable to the scale of the universe itself.

In fact, measuring the distance to a gamma-ray burst is no 
easy task. The gamma-ray observations do not provide enough 
information to tell us how far away the burst is, so astrono-
mers must instead associate the burst with some other object 
in the sky—called the burst counterpart—whose distance can 
be measured by other means. The techniques for studying 
counterparts generally involve observations in the optical or 

67 and 98 days, respectively, matching the timing of the 
f luctuations. In April 1994, the group announced further 
observations that not only confirmed their earlier find-
ings, but also revealed the presence of a third body, with 
mass comparable to Earth’s Moon, orbiting only 0.2 AU 
from the pulsar.

These remarkable results constituted the first definite 
evidence of planet-sized bodies outside our solar system. A 
few other millisecond pulsars have since been found with 
similar behavior. However, it is unlikely that any of these 
planets formed in the same way as our own. Any planetary 
system orbiting the pulsar’s progenitor star was almost 
certainly destroyed in the supernova explosion that cre-
ated the pulsar. As a result, scientists are still unsure about 
how these planets came into being. One possibility involves 
the binary companion that provided the matter necessary 
to spin the pulsar up to millisecond speeds. Possibly, the 
pulsar’s intense radiation and strong gravity destroyed the 
companion and then spread its matter out into a disk (a lit-
tle like the solar nebula) in whose cool outer regions the 
planets might have condensed.

Astronomers have been searching for decades for 
planets orbiting main-sequence stars like our Sun, on the 
assumption that planets are a natural by-product of star 
formation.  (Sec. 6.7) As we have seen, these searches 
have now identified many extrasolar planets, although 
only a few planets comparable in mass to Earth have so 
far been detected.  (Sec. 15.5) It is ironic that the first 
Earth-sized planets to be found outside the solar system 
orbit a dead star and have little or nothing in common 
with our own world!

CoNCept Check

4 What is the connection between X-ray sources and 
millisecond pulsars?
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▲ figure 22.11 gamma-ray Bursts (a) Plots of intensity versus time (in seconds) for three gamma-ray bursts. 
note the substantial differences between them. Some bursts are irregular and spiky, whereas others are much more 
smoothly varying. (b) Positions on the sky of all the gamma-ray bursts detected by Compton observatory during its 
nearly 9-year operating lifetime. The bursts appear to be distributed uniformly across the entire sky, which is mapped 
here with the plane of the Milky Way running horizontally across the center of the plot. (NASA)
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Chapter 24, are the result of the expan-
sion of the universe, and they are clear 
proof—a “smoking gun,” if you will—
that this particular gamma-ray burst, 
and presumably all others, really 
does lie at cosmological distances. 
(This one occurred more than 2 bil-
lion parsecs from Earth.) To date, the 
distances to hundreds of gamma-ray 
bursts have been measured from their 
afterglows. All are very large, imply-
ing that the bursts must be extremely 
energetic, otherwise they wouldn’t be 
detectable by our equipment.

If we assume that the gamma rays 
are emitted equally in all directions, we 
can easily calculate the total energy of 
a burst using the inverse-square law. 

 (Sec. 17.2) Doing so, we would find 
that each burst apparently generates 
more energy—and in some cases hun-
dreds of times more energy—than a 

typical supernova explosion, all in a matter of seconds! Such 
enormous energies would defy theoretical explanation. Fortu-
nately for theorists, the above simple estimate greatly overesti-
mates the actual amount of energy produced. Very probably, 
the radiation is emitted in the form of a rather narrow jet, so 
the energy we see is representative of only a small fraction of 
the sky. 

As an analogy, consider a handheld laser pointer of the 
sort commonly used in talks and lectures. It radiates only a few 
milliwatts of power—far less than a household lightbulb—but 
it appears enormously bright if you happen to look directly 
into the beam. (Don’t do this, by the way!) Like the laser beam, 
a gamma-ray burst appears to be so bright because all of its 
energy is concentrated in almost a single direction instead of 
being radiated in all directions into space. Taking this into 
account reduces the total emission to much more understand-
able—but still “supernova-scale”—levels.

What Causes the Bursts?
Not only are gamma-ray burst sources extremely energetic, 
they are also very small. The millisecond flickering in the 
bursts implies that whatever their origin, all of their energy 
must come from a volume no larger than a few hundred kilom-
eters across. The reasoning is as follows: If the emitting region 
were, say, 300,000 km—1 light-second—across, even an instan-
taneous change in intensity at the source would be smeared 
out over a time interval of 1 s as seen from Earth, because light 
from the far side of the object would take 1 s longer to reach 
us than light from the near side. For the gamma-ray variation 
not to be blurred by the light travel time, the source cannot be 
more than 1 light-millisecond, or just 300 km, in diameter.

X-ray parts of the electromagnetic spectrum. The problem is 
that the resolution of a gamma-ray telescope is quite poor, so 
the burst positions may be uncertain by up to a degree, and 
a relatively large region of the sky must be scanned in search 
of a counterpart.  (Sec. 5.7) In addition, the “afterglow” of 
a burst at X-ray or optical wavelengths fades rapidly, severely 
limiting the time available to complete the search.

The most successful searches for burst counterparts have 
been carried out by satellites combining gamma-ray detectors 
with X-ray and/or optical telescopes. NASA’s Swift mission, 
launched in 2004 and still operational, combines a wide-angle 
gamma-ray detector (to monitor as much of the sky as pos-
sible) with two telescopes: one X-ray and one optical/ultra-
violet instrument. The gamma-ray detector system pinpoints 
the burst to an accuracy of about 4 arc minutes, and within 
seconds the onboard computer automatically repositions the 
satellite to point the X-ray and optical telescopes in that direc-
tion. At the same time, the craft relays the burst position to 
other instruments in space and on the ground. Swift detects 
burst counterparts at the rate of about one per week and has 
played a pivotal role in advancing our understanding of these 
violent phenomena. Figures 22.12(a) and (b) show Swift X-ray 
and optical images of GRB 080319B, one of the brightest 
bursts to date. Automated observations at many wavelengths 
began within seconds of Swift’s detection, making this burst 
one of the most intensively studied on record.

The first direct measurement of the distance to a gamma-
ray burst was made in 1997, when astronomers succeeded in 
obtaining a spectrum of the visible afterglow of a particularly 
energetic burst. The spectrum contained absorption lines of 
iron and magnesium, but they were redshifted by almost a 
factor of two in wavelength. Such redshifts, as we will see in 

(a) (b)
R I V U X GR I V U GX

▲ figure 22.12 gamma-ray Burst Counterparts The long-duration gamma-ray burst, 
grB 080319B, was one of the brightest yet observed. Its light that reached Earth on March 19, 
2008, was emitted 7.5 billion years ago, yet for a few seconds the flash would have been visible 
to the unaided eye—if anyone had been looking in just the right spot! only moments after the 
detonation, it was observed in X-rays (a) and in visible light (b). (NASA; ESO)
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of forming a neutron star, the core collapses to a black hole 
(see Section 22.5).  (Sec. 21.2) At the same time, the blast 
wave racing outward through the star stalls. Instead of being 
blown to pieces, the inner part of the star begins to implode, 
forming an accretion disk around the black hole and creating 
a relativistic jet. The jet punches its way out of the star, pro-
ducing a gamma-ray burst as it slams into the surrounding 
shells of gas expelled from the star during the final stages of 
its nuclear-burning lifetime.  (Discovery 20-2) At the same 
time, intense radiation from the accretion disk may restart the 
stalled supernova, blasting what remains of the star into space.

The idea of a relativistic fireball has become widely 
accepted among workers in this branch of astrophysics, and 
thanks to the “rapid response network” provided by Swift 
and other instruments, astronomers have detailed observa-
tions of many afterglows from both long and short bursts. 
Can we tell which, if either, of the two models just described 
is correct? In fact, experts in the field would say that the 
answer is probably both.

The neutron-star merger model naturally accounts for the 
short gamma-ray bursts, and the rapidly fading X-ray after-
glows from the short bursts are consistent with the detailed 
predictions of the merger scenario. Recent observations also 
reveal that a few of these bursts may involve the theoretically 
predicted, but rare, merger between a neutron star and a black 
hole, which should have its own characteristic light signature.

Theoretical models of gamma-ray bursts describe the 
burst as a relativistic fireball—an expanding region, prob-
ably a jet, of superhot gas radiating furiously in the gamma-
ray part of the spectrum. (The term “relativistic” here means 
that particles are moving at nearly the speed of light and that 
Einstein’s theory of relativity is needed to describe them—
see Section 22.6.) The complex burst structure and after-
glows are produced as the fireball expands, cools, and inter-
acts with its surroundings.

Two leading models for the energy source have emerged, 
as sketched in Figure 22.13. The first (Figure 22.13a) is the 
“true” end point of a binary-star system—the merger of the 
component stars. Suppose that both members of the binary 
evolve to become neutron stars. As the system continues to 
evolve, gravitational radiation (see Discovery 22-2) is released, 
and the two ultradense stars spiral in toward each other. Once 
they are within a few kilometers of one another, coalescence is 
inevitable. Such a merger will likely produce a violent explo-
sion comparable in energy to that generated by a supernova 
and energetic enough to explain the flashes of gamma rays we 
observe. The overall rotation of the binary system may chan-
nel the energy into a high-speed, high-temperature jet.

The second model (Figure 22.13b), sometimes called 
a hypernova, is a “failed” supernova—but what a failure! 
In this picture, a very massive star undergoes core collapse 
much as described earlier for a Type II supernova, but instead 

▲ figure 22.13 gamma-ray Burst Models Two models have been proposed to explain gamma-ray bursts.  
Part (a) depicts the merger of two neutron stars; part (b) shows the collapse of a single massive star. Both models 
predict a relativistic fireball, perhaps releasing energy in the form of jets, as illustrated at right.
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22.5 Black Holes
Table 22.1 lists the properties of some of the dense stellar 
remnants we have encountered in this text. Brown, white, 
and black dwarfs are held up by electron degeneracy—the 
resistance of tightly packed electrons to further compres-
sion.  (Secs. 20.2, 20.3) The much denser neutron stars, 
as we have just seen, are supported by a similar mechanism 
involving neutrons instead. Squeezed together, the neutrons 
in a neutron star form a hard ball of matter that not even 
gravity can compress further. Or can it? Is it possible that, 
given enough matter packed into a small enough volume, the 
collective pull of gravity can eventually crush any opposing 
pressure? Can gravity continue to compress a massive star 
into an object the size of a planet, a city, a pinhead—even 
smaller? The answer, apparently, is yes.

The Final Stage of Stellar 
Evolution
Although the precise figure is uncertain, mainly 
because the behavior of matter at very high 
densities is not well enough understood, most 
researchers concur that the mass of a neutron 
star cannot exceed about 3 solar masses. That is 
the neutron-star equivalent of the white dwarf’s 
Chandrasekhar mass limit discussed in the pre-
vious chapter.  (Sec. 21.3) Above this limit, 
not even tightly packed neutrons can withstand 
the star’s gravitational pull. In fact, we know of 
no force that can counteract gravity once neu-
tron degeneracy pressure is overwhelmed. If 
enough material is left behind after a supernova 
such that the central core exceeds the 3-solar-
mass limit, gravity wins the battle with pres-
sure once and for all, and the star’s central core 
collapses forever. Stellar evolution theory indi-
cates that this is the fate of any star whose main-
sequence mass exceeds about 25 times the mass 
of the Sun.

The limit of 3 solar masses is uncertain, in 
part because it ignores the effects of magnet-
ism and rotation, both of which are surely pre-
sent in the cores of evolved stars. Because these 
effects can compete with gravity, they influ-
ence stellar evolution.  (Sec. 19.1) In addi-
tion, we do not know precisely how the basic 
laws of physics might change in regions of very 
dense matter that is both rapidly spinning 
and strongly magnetized. Generally speaking, 
theorists expect that the neutron-star mass 
limit increases when magnetism and rota-
tion are included because even larger amounts 
of mass will then be needed for gravity to 

The hypernova model predicts bursts of relatively long 
duration and is the leading explanation of the long bursts. 
Figure 22.14(a) and (b) show the afterglow of the long-burst 
GRB 030329, as seen by the 8.2-m VLT in Chile.  (Sec. 5.2) 
Both the spectrum and the light curve were consistent with 
what astronomers expected from the supernova of a very 
massive (roughly 25-solar-mass) star.  (Sec. 21.3) Figure 
22.14(c) shows a simplified light curve of another long burst, 
illustrating how the prompt “burst” and later “hypernova” 
components can be distinguished.

CoNCept Check

4 What are gamma-ray bursts, and why have they posed 
such a challenge to current theory?

▲ figure 22.14 Hypernova? The gamma-ray burst grB 030329 may prove 
crucial to theorists’ understanding of the physical processes underlying these violent 
phenomena. first detected by the High Energy Transient Explorer 2 satellite and 
subsequently observed at radio, optical, and X-ray wavelengths, the burst counterpart 
has all the hallmarks of a high-mass supernova, lending strong support to the 
hypernova model. Here, the counterpart is shown, (a) near the moment of the burst 
and (b) fading a month later. (c) This simplified schematic shows the emitted radiation 
from another, similar, gamma-ray burst. (ESO)

The blue curve shows the detected
light; the dashed and dotted

curves outline the theoretical
model that explains it.
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630 km/s would be needed to escape from the planet’s gravi-
tational pull. Compress Earth still further, and the escape 
speed continues to rise. If our hypothetical vise were to 
squeeze Earth hard enough to crush its radius to about 
a centimeter, then the speed needed to escape the planet’s 
surface would reach 300,000 km/s. But this is no ordinary 
speed—it is the speed of light, the fastest speed allowed by 
the laws of physics as we currently know them.

Thus, if, by some fantastic means, the entire planet 
Earth could be compressed to less than the size of a grape, 
the escape speed would exceed the speed of light. However, 
because nothing can in fact exceed that speed, the compel-
ling conclusion is that nothing—absolutely nothing—could 
escape from the surface of such a compressed body.

Black Hole Properties
The origin of the term black hole now becomes clear: No 
form of radiation—radio waves, visible light, X-rays, indeed, 
photons of any wavelength—would be able to escape the 
intense gravity of our grape-sized Earth. With no photons 
leaving, our planet would be invisible and uncommuni-
cative. No signal of any sort could be sent to the universe 
beyond. For all practical purposes, such a supercompact 
Earth could be said to have disappeared from the universe! 
Only its gravitational field would remain behind, betraying 
the presence of its mass, now shrunk to a point.

The “one-way” nature of the flow of energy and matter 
into a black hole means that almost all information about 
the matter falling into it—gas, stars, spaceships, or people—
is lost. Only a few scraps survive. In fact, we now know that, 
regardless of the composition, structure, or history of the 
objects that formed the hole, only three physical properties 
can be measured from the outside: the hole’s mass, charge, 
and angular momentum. All other information is lost once 
matter enters the hole. Thus, just three numbers are required 
to completely describe a black hole’s outward appearance 
and interaction with the rest of the universe.

In this chapter, we will concentrate on black holes that 
formed from nonrotating, electrically neutral matter. Such 
objects are completely specified once their masses are known.

compress stellar cores into neutron stars or black holes, but 
the amount of the increase is not currently known.

As the stellar core shrinks, the gravitational pull in its 
vicinity eventually becomes so great that even light itself is 
unable to escape. The resultant object therefore emits no 
light, no radiation, and no information whatsoever. Astron-
omers call this bizarre end point of stellar evolution, in 
which a massive core remnant collapses in on itself and van-
ishes forever, a black hole.

Escape Speed
Newtonian mechanics—up to now our reliable and indis-
pensable tool in understanding the universe—cannot ade-
quately describe conditions in or near black holes.  (Sec. 
2.8) To comprehend these collapsed objects, we must turn 
instead to the modern theory of gravity: Einstein’s gen-
eral theory of relativity, discussed in Section 22.6. Still, we 
can usefully discuss some aspects of these strange bodies 
in more or less Newtonian terms. Let’s consider again the 
familiar Newtonian concept of escape speed—the speed 
needed for one object to escape from the gravitational pull 
of another—supplemented by two key facts from relativ-
ity: (1) Nothing can travel faster than the speed of light, and  
(2) all things, including light, are attracted by gravity.

A body’s escape speed is proportional to the square root 
of the body’s mass divided by the square root of its radius. 

 (Sec. 2.8) Earth’s radius is 6400 km, and the escape 
speed from Earth’s surface is just over 11 km/s. Now con-
sider a hypothetical experiment in which Earth is squeezed 
on all sides by a gigantic vise. As our planet shrinks under 
the pressure, its mass remains the same, but its escape speed 
increases because the planet’s radius is decreasing. For 
example, suppose Earth were compressed to one-fourth its 
present size. Then the proportionality mentioned in the first 
sentence of this paragraph predicts that our planet’s escape 
speed would double. To escape from this compressed Earth, 
an object would need a speed of at least 22 km/s.

Imagine compressing Earth some more. Squeeze it by 
an additional factor of, say, a thousand, making its radius 
hardly more than a kilometer. Now a speed of about  

remnant typical Mass typical radius typical Density Support Context (Section)
  (solar masses) (km) (kg/m3)    

brown dwarf less than 0.08 70,000 105 electron degeneracy H fusion never started (19.3)
white dwarf less than 1.4 10,000 109 electron degeneracy stellar core after fusion stops at C/O (20.3)
black dwarf less than 1.4 10,000 109 electron degeneracy “cold” white dwarf (20.3)
neutron star 1.4–3 (approx.) 10 1018 neutron degeneracy remnant of a core collapse supernova (22.1)
black hole more than 3 10 infinite at 

the center
none remnant of a core collapse supernova  

with massive progenitor (22.5)

taBLe 22.1 Properties of Stellar Remnants
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not even light can escape, these “workhorse” theories must 
give way to more refined tools. These tools are the theories of 
special and general relativity.

Special Relativity
By the latter part of the 19th century, physicists were well 
aware of the special status of the speed of light, c. It was, they 
knew, the speed at which all electromagnetic waves traveled, 
and, as best they could tell, it represented an upper limit on 
the speeds of all known particles. Scientists struggled with-
out success to construct a theory of mechanics and radiation 
in which c was a natural speed limit.

In 1887, a fundamental experiment carried out by the 
American physicists A. A. Michelson and E. W. Morley com-
pounded theorists’ problems further by demonstrating another 
important and unique aspect of light: The measured speed 
of a beam of light is independent of the motion of either the 
observer or the source (see Discovery 22-1). No matter what our 
motion may be relative to the source of the radiation, we always 
measure precisely the same value for c: 299,792.458 km/s.

A moment’s thought tells us that this is a decidedly non-
intuitive statement. For example, if we were traveling in a 
car moving at 100 km/h and we fired a bullet forward with a 
speed of 1000 km/h relative to the car, an observer standing at 
the side of the road would see the bullet pass by at 100 + 1000 
= 1100 km/h, as illustrated in Figure 22.15(a). However, the 
Michelson–Morley experiment tells us that if we were travel-
ing in a rocket ship at one-tenth the speed of light, 0.1c, and 
we shone a searchlight beam ahead of us (Figure 22.15b), an 
outside observer would measure the speed of the beam not as 
1.1c, as the example of the bullet would suggest, but as c. The 
rules that apply to particles moving at or near the speed of 
light are different from those we are used to in everyday life.

The special theory of relativity (or just special relativity) 
was proposed by Einstein in 1905 to deal with the preferred 
status of the speed of light. The theory is the mathematical 
framework that allows us to extend the familiar laws of 
physics from low speeds (i.e., speeds much less than c, which 
are often referred to as nonrelativistic) to very high (or 
relativistic) speeds, comparable to c. The essential features of 
the theory are as follows:

1. The speed of light, c, is the maximum possible speed in 
the universe, and all observers measure the same value 
for c, regardless of their motion. Einstein broadened this 
statement into the principle of relativity: The basic laws 
of physics are the same to all unaccelerated observers.

2. There is no absolute frame of reference in the universe; 
that is, there is no “preferred” observer relative to whom 
all other velocities can be measured. Put another way, 
there is no way to tell who is moving and who is not. 
Instead, only relative velocities between observers mat-
ter (hence the term “relativity”).

The Event Horizon
Astronomers have a special name for the critical radius at 
which the escape speed from an object would equal the speed 
of light and within which the object could no longer be seen. 
It is the Schwarzschild radius, after Karl Schwarzschild, 
the German scientist who first studied its properties. The 
Schwarzschild radius of any object is simply proportional 
to the object’s mass. For Earth, the Schwarzschild radius 
is 1 cm; for Jupiter, which is about 300 Earth masses, it is 
approximately 3 m; for the Sun, with a mass of 300,000 Earth 
masses, it is 3 km. For a 3-solar-mass stellar core remnant, the 
Schwarzschild radius is about 9 km. As a convenient rule of 
thumb, the Schwarzschild radius of an object is simply 3 km, 
multiplied by the object’s mass, measured in solar masses. 
Every object has a Schwarzschild radius; it is the radius 
to which the object would have to be compressed for it to 
become a black hole. Put another way, a black hole is an object 
that happens to lie within its own Schwarzschild radius.

The surface of an imaginary sphere with radius equal to 
the Schwarzschild radius and centered on a collapsing star is 
called the event horizon. It defines the region within which 
no event can ever be seen, heard, or known by anyone outside. 
Even though there is no matter of any sort associated with it, we 
can think of the event horizon as the “surface” of a black hole.

A 1.4-solar-mass neutron star has a radius of about  
10 km and a Schwarzschild radius of 4.2 km. If we were to 
keep increasing the star’s mass, the star’s Schwarzschild radius 
would grow, although its actual physical radius would not. In 
fact, the radius of a neutron star decreases slightly with increas-
ing mass. By the time the neutron star’s mass exceeded about 3 
solar masses, it would lie just within its own event horizon, and 
it would collapse of its own accord. It would not stop shrinking 
at the Schwarzschild radius: The event horizon is not a physi-
cal boundary of any kind—just a communications barrier. 
The remnant would shrink right past the Schwarzschild radius 
to ever-diminishing size on its way to being crushed to a point.

Thus, provided that at least 3 solar masses of material 
remain behind after a supernova explosion, the remnant 
core will collapse catastrophically, diving below the event 
horizon in less than a second. The core simply “winks out,” 
disappearing and becoming a small dark region from which 
nothing can escape—a literal black hole in space. Theory 
indicates that this is the likely fate of stars having more than 
about 20 to 25 times the mass of the Sun.

22.6  Einstein’s Theories  
of Relativity

The objects we have been studying in this and the last few 
chapters have taken us far beyond the scope of Newtonian 
mechanics and gravitation discussed in Chapter 2.  (Sec. 
2.8) Now, in the face of extreme states of matter, speeds com-
parable to that of light, and gravitational fields so intense that 
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gravity into special relativity took 
Einstein another decade. The result 
once again overturned scientists’ con-
ception of the universe.

In 1915, Einstein illustrated the 
connection between special relativ-
ity and gravity with the following 
famous “thought experiment.” Imag-
ine that you are enclosed in an eleva-
tor with no windows, so that you can-
not directly observe the outside world, 
and the elevator is floating in space. 

You are weightless. Now suppose that you begin to feel the floor 
press up against your feet. Weight has apparently returned. 
There are two possible explanations for this, as shown in 
Figure 22.16. A large mass could have come nearby, and you 
are feeling its downward gravitational attraction (Figure 
22.16a), or the elevator has begun to accelerate upward, and the  

3. Neither space nor time can be considered independently 
of one another. Rather, they are each components of a 
single entity: spacetime. There is no absolute, universal 
time—observers’ clocks tick at different rates, depend-
ing on the observers’ motions relative to one another.

Special relativity is equivalent to Newtonian mechan-
ics in describing objects that move much more slowly than 
the speed of light, but it differs greatly in its predictions at 
relativistic velocities. (See Discovery 22-1) Yet, despite their 
often nonintuitive nature, all of the theory’s predictions 
have been repeatedly verified to a high degree of accuracy. 
Today, special relativity lies at the heart of modern science. 
No scientist seriously doubts its validity.

General Relativity
Einstein’s special theory of relativity is cast in terms of frames 
of reference (“observers”) moving at constant speeds with 
respect to one another. In constructing his theory, Einstein 
rewrote the laws of motion expounded by Newton more than 
two centuries previously.  (Sec. 2.7) But Newton’s other 
great legacy—the theory of gravitation—does not deal with 
observers moving at constant relative velocities. Rather, grav-
ity causes observers to accelerate relative to one another, mak-
ing for a much more complex mathematical problem. Fitting 

▶ figure 22.16 einstein’s elevator Einstein reasoned that no 
experiment conducted entirely within an elevator can tell the passenger 
whether the force he feels is (a) due to the gravity of a nearby massive 
object or (b) caused by the acceleration of the elevator itself.

The bullet has a velocity
equal to that of the 
bullet plus the car.

The light beam does not have
a velocity equal to that of the
spaceship plus the beam.

(a)

(b)

◀ figure 22.15 Speed of Light  
(a) A bullet fired from a speeding car is 
measured by an outside observer to have a 
speed equal to the sum of the speeds  
of the car and of the bullet. (b) A beam  
of light shining forward from a high-speed  
spacecraft is still observed to have  
speed c, regardless of the speed of the 
spacecraft. The speed of light is thus 
independent of the speed of the source  
or of the observer.

A person inside a windowless
elevator could not distinguish
between these two cases.

(a) (b)
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Special relativity
In 1887 the Michelson–Morley experiment attempted to determine 
Earth’s motion relative to the “absolute” space through which light 
supposedly moved. As illustrated in the first figure, Michelson and 
Morley expected the measured speed of a beam of light to change as 
their equipment moved due to Earth’s rotation and orbit around the 
Sun—faster when the beam was moving opposite to Earth’s motion 
(to the left in the figure) and slower when Earth was “catching up” 
on it (to the right). In fact, they measured precisely the same speed 
of light for any orientation of their apparatus. This meant either that 
Earth was not moving through space—which con-
flicts with the fact that we see stellar parallax—
or that Newtonian thinking and human 
intuition somehow go awry when light 
is involved. Far from measuring the 
properties of absolute space, the 
Michelson–Morley experiment 
ultimately demolished the entire 
concept—and with it, the 19th-
century view of the universe.

With the special theory of 
relativity, Einstein explained the 
Michelson–Morley experiment 
and elevated the speed of light to 
the status of a constant of nature. He 
rewrote the laws of mechanics to reflect 
that new fact and thereby opened the door 
to a flood of new physics and a much deeper 
understanding of the universe. But many commonsense 
ideas had to be abandoned in the process and replaced with 
some decidedly less intuitive concepts.

Imagine that you are an observer watching a rocket ship fly 
past at relative velocity y and that the craft is close enough for 
you to make detailed observations inside its cabin. If y is much 
less than the speed of light, c, you would see nothing out of the 
ordinary—special relativity is consistent with familiar Newtonian 
mechanics at low velocities. As the ship’s velocity increases, 
however, you begin to notice that it appears to contract in the 
direction in which it is moving. A meterstick on board, identical 
at launch to the one in your laboratory, is now shorter than its 
twin. This is called Lorentz contraction (or Lorentz–Fitzgerald 
contraction). The graph shows the stick’s measured length 
aboard the moving ship: At low speeds (bottom) the meterstick 
measures 1 meter, but at high speeds (top) the stick is shortened 
considerably. A meterstick moving at 90 percent of the speed of 
light would shrink to a little less than half a meter.

At the same time, the ship’s clock, synchronized prior to 
launch with your own, now ticks more slowly. This phenomenon, 
known as time dilation, has been observed many times in labora-
tory experiments in which fast-moving radioactive particles are 
observed to decay more slowly than if they were at rest in the lab. 
Their internal clocks—their half-lives—are slowed by their rapid 
motion.  (More Precisely 7-2) Although no material particle 
can actually reach the speed of light, Einstein’s theory implies 
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that, as approaches c, the measured length of the meterstick will 
shrink to nearly zero and the clock will slow to a virtual stop.

Of course, from the point of view of an astronaut on board 
the spaceship, you are the one moving rapidly. Seen from the 
ship, you appear to be compressed in the direction of motion, 
and your clock runs slowly! How can this be? The answer is 
that, in relativity, the familiar concept of simultaneity—the idea 
that two events happen “at the same time”—is no longer well  
defined, but depends on the observer.

When measuring the length of the moving meterstick, you 
note the positions of the two ends at the same time, according to 

your clock. But those two events—the two measurements—do 
not occur at the same time as seen by the astronaut on the 

spaceship. From her viewpoint, your measurement 
of the leading end of the meterstick occurs before 

your measurement of the trailing end, result-
ing in the Lorentz contraction you observe. A 
similar argument applies to measurements of 

time, such as the period between two clock 
ticks. Time dilation occurs because the 
measurements occur at the same loca-

tion and different times in one frame, but 
at different places and times in the other.

Further experimentation would show 
that the mass of the rocket ship also rises as the 

ship accelerates, becoming nearly infinite as the 
ship’s speed approaches that of light. Finally, perhaps 

the best-known prediction of special relativity is that the 
rocket ship’s energy and mass are proportional to one another, 

connected by the famous equation E = mc2.
Einstein’s revolutionary ideas required physicists to aban-

don some long-held, cherished, and “obvious” facts about the 
universe. Perhaps not surprisingly, they encountered initial 
opposition from many of Einstein’s colleagues, but the gain in 
scientific understanding soon overcame the price in unfamiliar-
ity. Within just a few years, special relativity had become almost 
universally accepted, and Einstein was on his way to becoming 
the best-known scientist on the planet.

Opposite light beams
cc

velocity

Earth’s
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(i.e., gravity is weak), both Einstein and Newton predict the 
same orbit—the one we observe. However, as the gravitating 
mass increases, the two theories begin to diverge.

Curved Space and Black Holes
Modern notions about black holes rest squarely on the gen-
eral theory of relativity. Although white dwarfs and (to a 
lesser extent) neutron stars can be adequately described by 
the classical Newtonian theory of gravity, only the modern 
Einsteinian theory of relativity can properly account for the 
bizarre physical properties of black holes.

In Figure 22.17, we saw how the distortion of space (the 
rubber sheet in our analogy) increases as the mass of the object 
causing the distortion increases. In these terms, a black hole 

force you feel is that exerted by the elevator as it accelerates you 
at the same rate (Figure 22.16b). The crux of Einstein’s argu-
ment is this: There is no experiment that you can perform 
within the elevator (without looking outside) that will let you 
distinguish between these two possibilities.

Thus, Einstein reasoned, there is no way to tell the dif-
ference between a gravitational field and an accelerated 
frame of reference (such as the rising elevator in the thought 
experiment). This statement is known more formally as the 
equivalence principle. Using it, Einstein set about incorpo-
rating gravity into special relativity as a general acceleration 
of all particles. However, he found that another major modi-
fication to the theory of special relativity had to be made. As 
we have just seen, a central concept in relativity is the notion 
that space and time are not separate quantities, but instead 
must be treated as a single entity, spacetime. To incorporate 
the effects of gravity, the mathematics forced Einstein to the 
unavoidable conclusion that spacetime had to be curved. The 
resulting theory, the result of including gravity within the 
framework of special relativity, is called general relativity.

The central concept of general relativity is this: Matter— 
all matter—tends to “warp” or curve space in its vicinity. 
Objects such as planets and stars react to this warping by 
changing their paths. In the Newtonian view of gravity, par-
ticles move on curved trajectories because they are acted upon 
by a gravitational force.  (Sec. 2.7) In Einsteinian relativity, 
those same particles move on curved trajectories because they 
are falling freely through space, following the curvature of 
spacetime produced by some nearby massive object. The more 
the mass, the greater is the warping. Thus, in general relativity, 
there is no such thing as a “gravitational force” in the Newto-
nian sense. Objects move as they do because they follow the 
curvature of spacetime, which is determined by the amount 
of matter present. Stated more loosely, as summed up by the 
renowned physicist John Archibald Wheeler, “Spacetime tells 
matter how to move, and matter tells spacetime how to curve.”

Some props may help you visualize these ideas. Bear in 
mind, however, that these props are not real, but only tools 
to help you grasp some exceedingly strange concepts. Imag-
ine a pool table with the tabletop made of a thin rubber sheet 
rather than the usual hard felt. As Figure 22.17 suggests, 
such a rubber sheet becomes distorted when a heavy weight 
(e.g., a rock) is placed on it. The heavier the rock (Figure 
22.17a), the larger is the distortion.

Trying to play pool on this table, you would quickly find 
that balls passing near the rock were deflected by the curvature 
of the tabletop (Figure 22.17b). The pool balls are not attracted 
to the rock in any way; rather, they respond to the curvature  
of the sheet produced by the rock’s presence. In much the  
same way, anything that moves through space—matter or 
radiation—is deflected by the curvature of spacetime near 
a star. For example, Earth’s orbital path is the trajectory that 
results as our planet falls freely in the relatively gentle curva-
ture of space created by our Sun. When the curvature is small 

(b)

(a)

De�ection of
pool ball

The amount of mass determines
the amount of curvature and
hence the amount of de�ection.

interactive figure 22.17 Curved Space (a) A pool table 
made of a thin rubber sheet sags when a weight is placed on 
it. Likewise, space is bent, or warped, in the vicinity of any 
massive object. (b) A ball rolling across the table is deflected 
by the curvature of the surface, in much the same way that a 

planet’s curved orbit is determined by the curvature of spacetime 
produced by the Sun.
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proCeSS of SCieNCe Check

4 How do Newton’s and Einstein’s theories differ in their 
descriptions of gravity?

22.7  Space Travel Near Black Holes
Black holes are not cosmic vacuum cleaners. They don’t cruise 
around interstellar space, sucking up everything in sight. The 
orbit of an object near a black hole is basically the same as its 
orbit near a star of the same mass. Only if the object happens 
to pass within a few Schwarzschild radii (perhaps 50 or  
100 km for a typical 5- to 10-solar-mass black hole formed 
in a supernova) of the event horizon is there any significant 
difference between its actual orbit and the one predicted by 
Newtonian gravity and described by Kepler’s laws. Of course, 
if some matter does happen to fall into a black hole—if the 
object’s orbit happens to take it too close to the event horizon—
it will be unable to get out. Black holes are like turnstiles, 
permitting matter to flow in only one direction: inward.

Because a black hole will accrete at least a little material 
from its surroundings, its mass, and hence also the radius of 
its event horizon, tends to increase slowly over time.

Tidal Forces
Matter flowing into a black hole is subject to great tidal stress. 
An unfortunate person falling feet first into a solar-mass black 
hole would find himself stretched enormously in height and 
squeezed unmercifully laterally. He would be torn apart even 
before he reached the event horizon, for the pull of gravity 
would be much stronger at his feet (which are closer to the 
hole) than at his head. The tidal forces at work in and near a 
black hole are the same basic phenomenon that is responsible 
for ocean tides on Earth and the spectacular volcanoes on Io. 
The only difference is that the tidal forces near a black hole are 
far stronger than any other force we know in the solar system.

As illustrated (with some artistic license) in Figure 22.19, 
a similar fate awaits any kind of matter falling into a black 
hole. Whatever falls in—gas, people, space probes—is verti-
cally stretched and horizontally squeezed and accelerated to 
high speeds in the process. The net result of all this stretching 

is a region of space where the gravitational field becomes 
overwhelming and the curvature of space extreme. At the 
event horizon itself, the curvature is so great that space “folds 
over” on itself, causing objects within to become trapped  
and disappear.

Let’s consider another analogy. Imagine a large 
extended family of people living on a huge rubber sheet—
a sort of gigantic trampoline. Deciding to hold a reunion, 
they converge on a given place at a given time. As shown in  
Figure 22.18, one person remains behind, not wishing to 
attend. She keeps in touch with her relatives by means of 
“message balls” rolled out to her (and back from her) along 
the surface of the sheet. These message balls are the analog 
of radiation carrying information through space.

As the people converge, the rubber sheet sags more 
and more. Their accumulating mass creates an increas-
ing amount of space curvature. The message balls can still 
reach the lone person far away in nearly flat space, but they 
arrive less frequently as the sheet becomes more and more 
warped and stretched—as shown in Figures 22.18(b) and 
(c)—and the balls have to climb out of a deeper and deeper 
well. Finally, when enough people have arrived at the 
appointed spot, the mass becomes too great for the rubber 
to support them. As illustrated in Figure 22.18(d), the sheet 
pinches off into a “bubble,” compressing the people into 
oblivion and severing their communications with the lone 
survivor outside. This final stage represents the formation 
of an event horizon around the reunion party.

Right up to the end—the pinching off of the bubble—two-
way communication is possible. Message balls can reach the 
outside from within (but at a slower and slower rate as the rub-
ber stretches), and messages from outside can get in without 
difficulty. However, once the event horizon (the bubble) forms, 
balls from the outside can still fall in, but they can no longer be 
sent back out to the person left behind, no matter how fast they 
are rolled. They cannot make it past the “lip” of the bubble 
in Figure 22.18(d). This analogy (very) roughly depicts how a 
black hole warps space completely around on itself, isolating its 
interior from the rest of the universe. The essential ideas—the 
slowing down and eventual cessation of outward-going signals 
and the one-way nature of the event horizon once it forms—all 
have parallels in the case of stellar black holes.

This analogy again shows
how more mass c

 ccauses more curvature.

X 

(a)

X 

(b) (c) (d)

▲ figure 22.18 Space Warping Mass causes a rubber sheet (or space) to be 
curved. As people assemble at a fixed spot on the sheet (marked by an X), the curvature 
grows larger, as shown in frames (a), (b), and (c). The blue arrows represent some 
directions in which information can be sent from place to place. (d) The people are 
eventually sealed inside the bubble, forever trapped and cut off from the outside world.
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cannot withstand stress greater than about 10–20 times the 
pull of gravity on Earth’s surface. This breaking point would 
occur about 3000 km from a 10-solar-mass black hole (which, 
recall, would have a 30-km event horizon). Closer than that, 
the tidal effect of the hole would tear a human body apart.

Let’s instead send an imaginary indestructible  
astronaut—a mechanical robot, say—in a probe toward the 
center of the hole. Watching from a safe distance in our 
orbiting spacecraft, we can then examine the nature of space 
and time near the hole. Our robot will be a useful explorer 
of theoretical ideas, at least down to the event horizon. After 
that boundary is crossed, there is no way for the robot to 
return any information about its findings.

Suppose, for example, our robot has an accurate clock 
and a light source of known frequency mounted on it. 
From our safe vantage point far outside the event horizon, 
we could use telescopes to read the clock and measure the 
frequency of the light we receive. What might we discover? 
We would find that the light from the robot would become 
more and more redshifted as the robot neared the event 
horizon. Even if the robot used rocket engines to remain 
motionless, a redshift would still be detected. The red-
shift is not caused by motion of the light source, nor is it 
the result of the Doppler effect arising as the robot falls into 
the hole. Rather, it is a redshift induced by the black hole’s 
gravitational field, predicted by Einstein’s general theory of 
relativity and known as gravitational redshift.

We can explain gravitational redshift as follows: 
According to general relativity, photons are attracted by 
gravity. As a result, in order to escape from a source of grav-
ity, photons must expend some energy. They have to do work 
to get out of the gravitational field. They don’t slow down 
at all—photons always move at the speed of light—they just 
lose energy. Because a photon’s energy is proportional to 
the frequency of its radiation, light that loses energy must 
have its frequency reduced (or, equivalently, its wavelength 
lengthened). In other words, as illustrated in Figure 22.20, 
radiation coming from the vicinity of a massive object will 
be redshifted to a degree depending on the strength of the 
object’s gravitational field.

As photons traveled from the robot’s light source to 
the orbiting spacecraft, they would become gravitationally 
redshifted. From our standpoint on the orbiting spacecraft, 
a green light, say, would become yellow and then red as 
the robot astronaut neared the black hole. From the robot’s 
perspective, the light would remain green. As the robot 
got closer to the event horizon, the radiation from its light 
source would become undetectable with optical telescopes. 
The radiation reaching us in the orbiting spacecraft would 
by then be lengthened so much that infrared and then radio 
telescopes would be needed to detect it. When the robot probe 
got closer still to the event horizon, the radiation it emitted as 
visible light would be shifted to wavelengths even longer than 
conventional radio waves by the time it reached us.

and squeezing is numerous, and violent collisions among the 
torn-up debris cause a great deal of frictional heating of the 
infalling matter. Material is simultaneously torn apart and 
heated to high temperatures as it plunges into the hole.

So efficient is the heating that, before reaching the hole’s 
event horizon, matter falling into the hole emits radiation 
of its own accord. For a black hole of mass comparable to 
the Sun, the energy is expected to be emitted in the form 
of X-rays. In effect, the gravitational energy of matter out-
side the black hole is converted into heat as that matter falls 
toward the hole. Thus, contrary to what we might expect 
from an object whose defining property is that nothing 
can escape from it, the region surrounding a black hole is 
expected to be a source of energy. Of course, once the hot 
matter falls below the event horizon, its radiation is no 
longer detectable—it never leaves the hole.

Approaching the Event Horizon
One safe way to study a black hole would be to go into orbit 
around it well beyond the disruptive influence of the hole’s 
strong tidal forces. After all, Earth and the other planets of our 
solar system orbit the Sun without falling into it and without 
being torn apart. The gravity field around a black hole is basi-
cally no different; however, even from a stable circular orbit, 
a close investigation of the hole would be unsafe for humans. 
Endurance tests conducted on astronauts of the United States 
and the former Soviet Union indicate that the human body 

▲ figure 22.19 Black-Hole Heating Any matter falling into the 
clutches of a black hole will become severely distorted and heated. 
This sketch shows an imaginary planet being pulled apart by a black 
hole’s gravitational tides.
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general relativity and in fact is closely related to the gravita-
tional redshift. To see this connection, imagine that we use 
our light source as a clock, with the passage of (say) a wave 
crest constituting a “tick.” The clock thus ticks at the fre-
quency of the radiation. As the wave is redshifted, the fre-
quency drops, and fewer wave crests pass the distant observer 
each second—the clock appears to slow down. This thought 
experiment demonstrates that the redshift of the radiation 
and the slowing of the clock are one and the same.

From the point of view of the indestructible robot, 
however, relativity theory predicts no strange effects at all. 
To the infalling robot, the light source hasn’t reddened, 
and the clock keeps perfect time. In the robot’s frame of 
reference, everything is normal. Nothing prohibits it from 
coming within the Schwarzschild radius of the hole. No 
law of physics constrains an object from passing through 
an event horizon. There is no barrier at the event horizon 
and no sudden lurch as it is crossed; it is only an imagi-
nary boundary in space. Travelers passing through the 
event horizon of a sufficiently massive hole (such as might 
lurk in the heart of our own Galaxy, as we will see) might 
not even know it—at least until they tried to get out!

The gravitational fields of most astronomical objects 
are far too weak to produce any significant gravitational 
redshift, although in many cases the effect can still be 
measured. Delicate laboratory experiments on Earth 
and on satellites in near-Earth orbits have succeeded 
in detecting the tiny gravitational redshift produced 
by even our own planet’s weak gravity. Sunlight is red-
shifted by only about a thousandth of a nanometer. A few 
white-dwarf stars do show some significant gravitational 
reddening of their emitted light, however. Their radii are 
much smaller than that of our Sun, so their surface grav-
ity is very much stronger than the Sun’s. Neutron stars 
should show a substantial shift in their radiation, but it is 
difficult to disentangle the effects of gravity, magnetism, 
and environment on the signals we observe.

Deep Down Inside
No doubt you are wondering what lies within the event 
horizon of a black hole. The answer is simple: No one really 
knows. However, the question is of great interest to theorists, 
as it raises some fundamental issues that lie at the forefront 
of modern physics.

Can an entire star simply shrink to a point and vanish? 
General relativity predicts that, without some agent to com-
pete with gravity, the core remnant of a high-mass star will 
collapse all the way to a point at which both its density and 
its gravitational field become infinite. Such a point is called 
a singularity. We should not take this prediction of infinite 
density too literally, however. Singularities are not physi-
cal—rather, they always signal the breakdown of the theory 
producing them. In other words, the present laws of physics 

Light emitted from the event horizon itself would be 
gravitationally redshifted to infinitely long wavelengths. In 
other words, each photon would use all its energy trying 
to escape from the edge of the hole. What was once light 
(on the robot) would have no energy left upon its arrival at 
the safely orbiting spacecraft. Theoretically, this radiation 
would reach us—still moving at the speed of light—but with 
zero energy. Thus, the light radiation originally emitted 
would be redshifted beyond our perception.

Now, what about the robot’s clock? Assuming that we 
could read it, what time would it tell? Would there be any 
observable change in the rate at which the clock ticked as 
it moved deeper into the hole’s gravitational field? From 
the safely orbiting spacecraft, we would find that any clock 
close to the hole would appear to tick more slowly than an 
equivalent clock on board the spacecraft. The closer the 
clock came to the hole, the slower it would appear to run. 
On reaching the event horizon, the clock would seem to 
stop altogether. It would be as if the robot astronaut had 
found immortality! All action would become virtually 
frozen in time. Consequently, an external observer would 
never actually witness an infalling astronaut sink below the 
event horizon. Such a process would appear to take forever.

This apparent slowing down of the robot’s clock is 
known as time dilation. It is another clear prediction of 

Radiation shifts to longer wavelengths
while moving farther from a
black hole.

Black hole

Event
horizon

10 km

3 km
Visible

X-ray

Ultraviolet

Visible

Infrared

Radio
100 km

10,000 km

Robot probe

interactive figure 22.20 gravitational redshift Photons 
escaping from the strong gravitational field close to a black 
hole must expend energy to overcome the hole’s gravity. As a 
result, the photons change wavelength; their color changes, and 

their frequency lessens. This figure shows the effect on two beams of 
radiation, one of visible light and one of X-rays, emitted from a space 
probe as it nears the event horizon of a 1-solar-mass black hole.
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has already been found to be a good representation of real-
ity, at least for the weak gravitational fields produced by stars 
and planets (see More Precisely 22-1 and Discovery 22-2). The 
larger the concentration of mass, the greater is the spacetime 
warping and, apparently, the stranger are the observational 
consequences. These consequences are part and parcel of 
general relativity, and black holes are one of its most striking 
predictions. As long as general relativity stands as the correct 
theory of gravity in the universe, black holes are real.

CoNCept Check

4 Why would you never actually witness an infalling 
object crossing the event horizon of a black hole?

22.8  Observational Evidence  
for Black Holes

Theoretical ideas aside, is there any observational evidence 
for black holes? Can we prove that these strange invisible 
objects really do exist?

Stellar Transits?
One way in which we might think we would detect a black 
hole is if we observed it transiting (passing in front of) a star. 
Unfortunately, such an event would be extremely hard to 
see. The approximately 12,000-km-diameter planet Venus is 
barely noticeable when it transits the Sun, so a 10-km-wide 
object moving across the image of a faraway star would be 
completely invisible with either current equipment or any 
equipment available in the foreseeable future.

Actually, we are even worse off than the previous para-
graph suggests. Suppose we were close enough to the star 
to resolve the disk of the transiting black hole. Then the 
observable effect would not be a black dot superimposed 
on a bright background; instead, the background starlight 
would be deflected as it passed the black hole on its way to 
Earth, as indicated in Figure 22.21. The effect is the same as 
the bending of distant starlight around the edge of the Sun, 
a phenomenon that has been repeatedly measured during 
solar eclipses throughout the last several decades (see More 
Precisely 22-1). With a black hole, much larger deflections 
would occur. As a result, the image of a black hole in front 
of a bright companion star would show not a neat, well-
defined black dot, but rather a fuzzy image virtually impos-
sible to resolve, even from nearby.

Black Holes in Binary Systems
A much better way to find black holes is to look for their 
effects on other objects. Our Galaxy harbors many binary-
star systems in which only one object can be seen. Recall 

are simply inadequate to describe the final moments of a 
star’s collapse.

As it stands today, the theory of gravity is incomplete 
because it does not incorporate a proper (i.e., a quantum 
mechanical) description of matter on very small scales. As 
our collapsing stellar core shrinks to smaller and smaller 
radii, we eventually lose our ability even to describe, let alone 
predict, its behavior. Perhaps matter trapped in a black hole 
never actually reaches a singularity. Perhaps it just approaches 
this bizarre state in a manner that we will someday under-
stand as the subject of quantum gravity—the merger of gen-
eral relativity with quantum mechanics—develops.

Having said that, we can at least estimate how small 
the core can get before current theory fails. It turns out that 
by the time that stage is reached, the core is already much 
smaller than any elementary particle. Thus, although a com-
plete description of the end point of stellar collapse may well 
require a major overhaul of the laws of physics, for all prac-
tical purposes the prediction of collapse to a point is valid. 
Even if a new theory somehow succeeds in doing away with 
the central singularity, it is unlikely that the external appear-
ance of the hole or the existence of its event horizon will 
change. Any modifications to general relativity are expected 
to occur only on submicroscopic scales, not on the macro-
scopic (kilometer-sized) scale of the Schwarzschild radius.

Singularities are places where the rules break down, and 
some very strange things may occur near them. Many possi-
bilities have been envisaged—gateways into other universes, 
time travel, the creation of new states of matter—but none of 
them has been proved, and certainly none of them has ever 
been observed. Because these regions are places where sci-
ence fails, their presence causes serious problems for many 
of our cherished laws of physics, from causality (the idea that 
cause should precede effect, which runs into immediate and 
severe problems if time travel is possible) to energy conser-
vation (which is violated if material can hop from one uni-
verse to another through a black hole). It is currently unclear 
whether the removal of the central singularity by some future 
all-encompassing theory would necessarily also eliminate all 
of these problematic side effects.

Disturbed by the possibility of such chaos in science, 
some researchers have even proposed a “principle of cosmic 
censorship”: Nature always hides any singularity, such as 
that found at the center of a black hole, inside an event hori-
zon. In that case, even though physics fails, its breakdown 
cannot affect us outside, so we are safely insulated from any 
effects the singularity may have. What would happen if we 
one day found a so-called naked singularity somewhere—a 
singularity uncloaked by an event horizon? Would relativ-
ity theory still hold there? For now, we just don’t know.

What sense are we to make of black holes? Do black holes 
and all the strange phenomena that occur in and around them 
really exist? The basis for understanding these weird objects 
is the relativistic concept that mass warps spacetime—which 
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from our study of binary-star systems in Section 17.7 that 
we need to observe the motion of only one star to infer the 
existence of an unseen companion and measure some of its 
properties. In the majority of cases, the invisible companion 
is simply small and dim, nothing more than an M-type star 
hidden in the glare of an O- or B-type partner or perhaps 
shrouded by dust or other debris, making it invisible to even 
the best available equipment. In either case, the invisible 
object is not a black hole.

A few close binary systems, however, have peculiarities 
suggesting that one of their members may be a black hole. 
Some of the most interesting observations, made during 
the 1970s and 1980s by Earth-orbiting satellites, revealed 
binary systems in which the invisible member emits large 
amounts of X-rays. The mass of the emitting object is 
measured as several solar masses, so we know that it is not 
simply a small, dim star. Nor is it likely that visible radiation 
from the X-ray source is obscured by dusty circumstellar 
debris—in the cases of interest, intense radiation from the 

binary components would have dispersed the debris into 
interstellar space long ago.

One particular binary system drawing much attention 
lies in the constellation Cygnus. Figure 22.22(a) shows the 
area of the sky in Cygnus where astronomers have reason-
ably good evidence for a black hole. The rectangle outlines 
the celestial system of interest, some 6200 light-years from 
Earth. The black-hole candidate is an X-ray source called 
Cygnus X-1, studied in detail by the Uhuru satellite in the 
early 1970s. The main observational features of this binary 
system are as follows:

1. The visible companion of the X-ray source—a blue 
B-type supergiant with the catalog name HDE 
226868—was identified a few years after Cygnus X-1 
was discovered. Assuming that the companion lies 
on the main sequence, we know that its mass must be 
around 25 times the mass of the Sun.

2. Spectroscopic observations indicate that the binary sys-
tem has an orbital period of 5.6 days. Combining this 
information with further spectroscopic measurements 
of the visible component’s orbital speed, astronomers 
estimate the total mass of the system to be around  

Black hole

▲ figure 22.21 gravitational Light Deflection The 
gravitational bending of light around the edges of a small, massive 
black hole makes it impossible to observe the hole as a black dot 
superimposed against the bright background of its stellar companion.

B-star
HDE226868

X-ray source

R I V U X G

R I V U X G
(a)

(b)

0.1 AU

▶ figure 22.22 Cygnus X-1 (a) The brightest star in this 
photograph (marked with its catalog number) is a member of  
a binary system whose unseen companion, called Cygnus X-1, is a  
leading black hole candidate. (b) An X-ray image of the field of view  
outlined by the rectangle in part (a). Since X-rays cannot be seen 
directly, those emitted by Cygnus X-1 were captured in space 
by a detector aboard a satellite, changed into radio signals for 
transmission to the ground, and changed again into electronic  
signals that were then viewed on a video screen, from which this 
picture was taken. (Harvard-Smithsonian Center for Astrophysics)
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tests of general relativity
Special relativity is the most thoroughly tested and most accu-
rately verified theory in the history of science. General relativ-
ity, however, is on somewhat less-firm experimental ground.

The problem with verifying general relativity is that its  
effects on Earth and in the solar system—the places where we 
can most easily perform tests—are very small. Just as special 
relativity produces major departures from Newtonian mechan-
ics only when velocities approach the speed of light, general rel-
ativity predicts large departures from Newtonian gravity only 
when extremely strong gravitational fields are involved—when 
orbital speeds and escape velocities become relativistic.

We will encounter other experimental and observational 
tests of general relativity elsewhere in this chapter. (See Discovery 
22-2.) Here, we consider just two “classical” tests of the theory—
the deflection of light by the Sun and the effect of relativity on 
the orbit of Mercury. These tests are solar system observations 
that helped ensure the acceptance of Einstein’s theory. Later, 
more accurate measurements 
confirmed and strengthened the 
test results. Bear in mind, how-
ever, that there are currently no 
tests of general relativity in the 
“strong-field” regime—that part 
of the theory that predicts black 
holes, for example—so the full 
theory has never been experi-
mentally tested. Scientists hope 
that the experiments described in  
Discovery 22-2 will be able to test 
that part of the theory.

At the heart of general 
relativity is the premise that 

MorE PrECISELy 22-1
everything, including light, is affected by gravity because 
of the curvature of spacetime. Shortly after he published his 
theory in 1915, Einstein noted that light from a star should 
be deflected by a measurable amount as it passes the Sun. 
According to the theory, the closer to the Sun the light comes, 
the more it is deflected. Thus, the maximum deflection should 
occur for a ray that just grazes the solar surface. Einstein 
calculated that the deflection angle should be 1.75"—a small, 
but detectable, amount. Of course, it is normally impossible 
to see stars close to the Sun. However, during a solar eclipse, 
when the Moon blocks the Sun’s light, the observation becomes 
possible, as illustrated in the first (highly exaggerated) figure.

In 1919, a team of observers led by the British astronomer 
Sir Arthur Eddington succeeded in measuring the deflection 
of starlight during an eclipse. The results were in excellent 
agreement with the prediction of general relativity. Virtually 
overnight Einstein became world famous. His previous major 
accomplishments notwithstanding, this single prediction  
assured him a permanent position as the best-known scientist  

Earth

Sun

Apparent
position
of star

Actual
position
of star

1.75 ″

this variation not to be blurred by the travel time of 
light across the source, Cygnus X-1 cannot be more than  
1 light-millisecond, or 300 km, in diameter.

These properties suggest that the invisible X-ray-emitting 
companion could be a black hole. The X-ray-emitting region is 
likely an accretion disk formed as matter drawn from the vis-
ible star spirals down onto the unseen component. The rapid 
variability of the X-ray emission indicates that the unseen 
component must be compact—a neutron star or a black hole. 
The mass limit of the dark component argues for the latter, 
for a neutron star’s mass cannot exceed about 3 solar masses. 
Figure 22.23 is an artist’s conception of this intriguing object. 
Note that most of the gas drawn from the visible star ends 
up in a doughnut-shaped accretion disk of matter. As the gas 
flows toward the black hole, it becomes superheated and emits 

35 solar masses, implying that Cygnus X-1 has a mass 
about 10 times the mass of the Sun.  (Sec. 17.7)

3. Other detailed studies of Doppler-shifted spectral lines 
suggest that hot gas is flowing from the bright star 
toward an unseen companion.  (Sec. 4.5)

4. X-ray radiation emitted from the immediate neighbor-
hood of Cygnus X-1 implies the presence of very high 
temperature gas, perhaps as hot as several million kelvins 
(see Figure 22.22b).

5. Rapid time variations of this X-ray radiation imply that 
the size of the X-ray-emitting region of Cygnus X-1 must 
be extremely small—in fact, less than a few hundred 
kilo meters across. The reasoning is basically the same as 
in the discussion of gamma-ray bursts in Section 22.4: 
X-rays from Cygnus X-1 have been observed to vary in 
intensity on time scales as short as a millisecond. For 
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the X-rays we observe just before they are trapped 
forever below the event horizon.

A few other black hole candidates are known. 
For example, the third X-ray source discovered 
in the Large Magellanic Cloud—LMC X-3—is an 
invisible object that, like Cygnus X-1, orbits a bright 
companion star. Reasoning similar to that applied 
to Cygnus X-1 suggests that LMC X-3 has 10 times 
more mass than the Sun—too massive to be any-
thing but a black hole. Similarly, the X-ray binary 

on Earth! The high-precision Hipparcos satellite observed 
shifts in the apparent positions of many stars, even those 
whose line of sight is far from the Sun. ∞ (Sec. 17.1) The shifts 
are exactly as predicted by Einstein’s theory.

eXaMpLe According to general relativity, a beam of light pass-
ing an object of mass M at distance R is deflected through an 
angle (in radians) of 4 GM/Rc2, where G = 6.67 * 10-11 N m2/kg2 
is the gravitational constant and c = 3.00 * 108 m/s is the speed 
of light. Putting in the numbers for the Sun, we obtain M =  
1.99 * 1030 kg and R = 696,000 km, and remembering that 1 
radian = 57.35; we can calculate the deflection to be (4 * 6.67 * 
10-11 * 1.99 * 1030)/(6.96 * 108 * [3.00 * 108]2) * 57.3 (degrees 
per radian) * 3600 (arc seconds per degree) = 1.75", as previ-
ously stated.  (More Precisely 1-2) In more convenient units, 
we can write

deflection (arc seconds) = 1.75 
M (solar masses)

R (solar radii)
.

Note that the deflection is proportional to the mass M and  
inversely proportional to the distance R. Thus, Earth, with 
mass M = 3.0 * 10-6 and radius  R = 9.2 * 10-3 solar units, 
would produce a deflection of just 0.57 milli-arc second 
(thousandths of an arc second), whereas a white dwarf such as 
Sirius B, with M = 1.1 and R = 0.0073 in the same units would 
deflect the beam by 4.4 arc minutes.  (Sec. 20.3) (Neutron 
stars and black holes produce even greater effects, but the 
preceding simple formula is valid only when the deflection is 
small—less than a few degrees.)

The second prediction of general relativity testable within 
the solar system is that planetary orbits deviate slightly from the 
perfect ellipses of Kepler’s laws. Again, the effect is greatest where 

gravity is strongest—that is, closest to the Sun. Thus, the largest 
relativistic effects are found in the orbit of Mercury. Relativity 
predicts that Mercury’s orbit is not a closed ellipse. Instead, its 
orbit should rotate slowly, as shown in the second (again exag-
gerated) diagram. The amount of rotation is very small—only 43"  
per century—but Mercury’s orbit is so well charted that even this 
tiny effect is measurable.

In fact, the observed rotation rate is 540" per century, 
much greater than that predicted by relativity. However, when 
other (nonrelativistic) gravitational influences—primarily 
the perturbations due to the other planets—are taken into ac-
count, the rotation is in complete agreement with the forego-
ing prediction.

interactive figure 22.23 Stellar Black Hole  
Artist’s conception of a binary system containing  
a large, bright, visible star and an invisible,  
X-ray-emitting black hole. (Compare with figure 
21.2.) This painting is based on data obtained from 
detailed observations of Cygnus X-1. (L. Chaisson)

B-star companion
HDE226868

Black hole

Accretion disk

Mass transfer stream

43 ″/century

Sun

Mercury
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gravity Waves: a New Window  
on the universe
Electromagnetic waves are common everyday phenomena. They 
involve periodic changes in the strengths of electric and magnetic 
fields.  (Sec. 3.2) Electromagnetic waves move through space 
and transport energy. Any accelerating charged particle, such as 
an electron in a broadcasting antenna or on the surface of a star, 
generates electromagnetic waves.

The modern theory of gravity—Einstein’s theory of 
relativity—also predicts waves that move through space. A gravity 
wave is the gravitational counterpart of an electromagnetic wave. 
Gravitational radiation results from changes in the strength of a 
gravitational field. Any time an object of any mass accelerates, 
a gravity wave should be emitted at the speed of light. The wave 
should produce small distortions in the space through which  
it passes. Gravity is an exceedingly weak force compared with  
electromagnetism, so these distortions are expected to be very 
small—in fact, much smaller than the diameter of an atomic 
nucleus.  (More Precisely 16-1) Yet many researchers think that 
these tiny distortions are measurable.

The objects most likely to produce gravity waves detectable 
on Earth are close binary systems containing black holes, neutron 
stars, or white dwarfs. As these massive components orbit one an-
other, their acceleration results in rapidly changing gravitational 
fields and the emission of gravitational radiation. As energy es-
capes in the form of gravity waves, the two objects spiral toward 
one another, orbiting more rapidly and emitting even more 
gravitational radiation. As we saw in Section 22.4, neutron-star 
mergers may well also be the origin of some gamma-ray bursts, 
so gravitational radiation might provide an alternative means of 
studying these violent and mysterious phenomena.

Such a slow but steady decay in the orbit of a binary system 
has in fact been detected. In 1974, radio astronomer Joseph Taylor 
and his student Russell Hulse at the University of Massachusetts 
discovered an unusual binary system. Both components are 
neutron stars, and one is observable from Earth as a pulsar. This 
system has become known as the binary pulsar. Measurements of 
the periodic Doppler shift of the pulsar’s radiation prove that its 
orbit is shrinking at exactly the rate predicted by relativity theory 
if the energy were being carried off by gravity waves. The two 
neutron stars should merge in an energetic burst of gravitational 
radiation and gamma rays in less than 300 million years (although 
most of the radiation will be emitted during the last few seconds). 
Even though the waves themselves have not been detected, the 
binary pulsar is regarded by most astronomers as very strong 
evidence in favor of general relativity. Taylor and Hulse received 
the 1993 Nobel Prize in physics for their discovery. The first 
accompanying figure illustrates the scale of, and predicted orbital 
changes in, the binary pulsar’s orbit.

In 2004, radio astronomers announced the discovery of a 
double-pulsar binary system with an even shorter period than the 
binary pulsar, implying stronger relativistic effects and a shorter 
merger time—about 85 million years. Because both components 
are pulsars, and since the system, by pure luck, also happens to 
be seen almost exactly edge on by observers on Earth, leading to 

DISCoVEry 22-2

eclipses, this system has provided a wealth of detailed information 
on both neutron stars and gravitational physics.

The second figure shows part of an ambitious gravity-wave 
observatory called LIGO—short for Laser Interferometric Gravity-
Wave Observatory—which became operational in 2003. Twin 
detectors, one (shown here) in Hanford, Washington, the other in 
Livingston, Louisiana, use interference between two laser beams 
to measure the tiny distortions of space produced by gravitational 
radiation in the lengths of the 4-km-long arms should a gravity wave 
pass by.  (Discovery 3-1) The instrument is in theory capable 
of detecting gravity waves from many galactic and extragalactic 
sources, although, so far, no gravity waves have actually been 
detected, despite a 2007 upgrade that greatly increased the system’s 
sensitivity. Additional upgrades boosting the detector’s sensitivity 
by a further factor of 10 are planned to come on line around 2014.

If these experiments are successful, the discovery of gravity 
waves could herald a new age in astronomy, in much the same way 
that invisible electromagnetic waves, virtually unexplored a cen-
tury ago, revolutionized classical astronomy and led to the field of 
modern astrophysics.

Companion
star

250 Million
years Now

Diameter
of the Sun

4 km
Laser tube Laser tube

(NSF)
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system A0620–00 contains an invisible compact object of mass 
3.8 times that of the Sun. In total, perhaps two dozen known 
objects in or near our Galaxy may be black holes. Cygnus X-1, 
LMC X-3, and A0620–00 have the strongest claims.

Black Holes in Galaxies
Perhaps the strongest evidence for black holes comes not from 
binary systems in our own Galaxy, but from observations of 
the centers of many galaxies, including our own. Using high-
resolution observations at wavelengths ranging from radio to 
ultraviolet, astronomers have found that stars and gas near 
the centers of many galaxies are moving extremely rapidly, 
orbiting some very massive, unseen object. Masses inferred 
from Newton’s laws range from millions to billions of times 
the mass of the Sun.  (More Precisely 2-2)

The intense energy emission from the centers of these 
galaxies and the short-timescale fluctuations in that emission 
suggest the presence of massive, compact objects. In addition, 
as in the radio galaxy shown in Figure 22.24, these objects 
are also observed to have extended jets reminiscent of—but 
vastly larger than—those associated with neutron stars and 
black holes. The leading (and at present, the only) explanation 
is that these energetic objects are powered by huge central 
supermassive black holes accreting stars and gas from their 

surroundings. The radio-emitting jets are rooted in the parsec-
sized accretion disks surrounding the black holes themselves. 
We will return to the observations, and the question of how 
these black holes might have formed, in Chapters 23–24.

Thus, astronomers know of “stellar-mass” black holes, 
comparable in mass to the Sun, and supermassive black holes 
of millions or billions of solar masses. The former are the 
result of stellar evolution, as discussed in the last few chapters; 
the latter have grown in the centers of galaxies, as we will see 
in Part 4 of the text. Is there anything in between? In 2000, 
X-ray astronomers reported the first evidence for the long-
sought, but elusive, missing link between these two classes of 
black holes. Figure 22.25 shows an unusual-looking galaxy 
called M82, currently the site of an intense and widespread 
burst of star formation (see Chapter 24); the red plumes are 
winds of hot gas escaping from numerous star-forming sites 
in the otherwise quiescent part of the galaxy (shown in blue). 
The inset shows a Chandra image of the innermost few thou-
sand parsecs of M82, revealing a number of bright X-ray 
sources close to—but not at—the center of the galaxy. Their 
spectra and X-ray luminosities suggest that some may be 
accreting compact objects with masses ranging from 100 to 
almost 1000 times the mass of the Sun. If confirmed, they will 
be the first intermediate-mass black holes ever observed.

Too large to be remnants of normal stars and too small to 
warrant the “supermassive” label, these objects present a puz-
zle to astronomers. Where did they come from? One possible 
origin is suggested by follow-up infrared observations from 
the Subaru and Keck telescopes on Mauna Kea, indicating 
that some of the X-ray sources are apparently associated with 
dense, young star clusters.  (Secs. 5.2, 19.6) Theorists specu-
late that collisions between high-mass main-sequence stars in 
the congested cores of such clusters could lead to the runaway 
growth of extremely massive and highly unstable stars, which 
could then collapse to form intermediate-mass black holes. 
Figure 22.26 shows the current best candidate for a “nearby” 
star cluster harboring an intermediate-mass black hole—the 
globular cluster G1 in the Andromeda Galaxy.  (Sec. 3.1) 
The peculiar orbits of stars near the center of this cluster sug-
gest a black hole of mass 20,000 times that of the Sun, and 
observations of the cluster in both radio and X-rays are con-
sistent with theoretical expectations of the emission from such 
a massive object in the cluster’s core. However, both the theory 
and this observation remain controversial.

Do Black Holes Exist?
You may have noticed that the identification of an object as a 
black hole really proceeds by elimination. Loosely stated, the 
argument goes as follows: “Object X is compact and very mas-
sive. We don’t know of anything else that can be that small 
and that massive. Therefore, object X is a black hole.” For the 
very massive compact objects observed (or inferred to be) 
in the centers of galaxies, the absence of viable alternatives 

R I V U X G

100,000 light-years

▲ figure 22.24 active galaxy Many galaxies are thought to 
harbor massive black holes at their centers. Indeed, the best evidence 
for black holes anywhere in the universe is found in galactic nuclei. 
Shown here in false color is the galaxy 3C296. Blue color shows the 
distribution of stars in the central elliptical galaxy; red shows huge 
jets of radio emission extending 500,000 light-years across. (See also 
the opening image of Chapter 24.) (NRAO)
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have uncovered tantalizing hints of black-
hole event horizons (rather than hard 

neutron star surfaces) in several sys-
tems, but none have as yet proved 
conclusive. However, as tech-

nology continues to improve, we 
can expect many more such obser-

vations, with increasing precision, as 
astronomers test a key prediction of Ein-

stein’s theory.
So have black holes really been discov-

ered? Despite the uncertainties, the answer is 
probably yes. Skepticism is healthy in science, but 

only the most stubborn astronomers (and some do 
exist!) would take serious issue with the many lines of theo-
retical reasoning that support the case for black holes. The 
crucial role played by black holes in the theories of stellar 
evolution, gamma-ray bursts, and (as we will see in Chapters 
24 and 25) the structure and evolution of galaxies is a clear 
indication of their widespread acceptance in astronomy.

means that the black-hole 
hypothesis has become widely 
accepted among astronomers. 
However, Cygnus X-1 and the other 
suspected stellar-mass black holes in binary systems all have 
masses relatively close to the dividing line separating neutron 
stars from black holes. Given the present uncertainties in both 
observation and theory, might they conceivably be merely 
dim, dense neutron stars and not black holes at all?

Most astronomers do not think this likely but it high-
lights a problem. It is difficult to unambiguously distinguish 
a 10-solar-mass black hole from, say, a 10-solar-mass neutron 
star (if one could somehow exist). Both objects would affect 
a companion star’s orbit in the same way; both would tear 
mass from its surface, and both would form an accretion disk 
around themselves that would emit intense X-rays (although 
many researchers think that the accretion disks may differ suf-
ficiently in detail that the nature of the central object might be 
identifiable from observations).

We have stressed throughout this text that scientific theo-
ries unsupported by observational or experimental evidence 
are destined not to survive.  (Sec. 1.2) Black holes are a 
clear prediction of Einstein’s general theory of relativity, which 
is widely regarded as the correct description of gravity in the 
presence of strong fields and orbital speeds comparable to the 
speed of light. But we have also seen that general relativity has 
been tested most thoroughly in situations where gravity is 
weak and velocities are relatively low, and not at all under the 
extreme conditions expected near a black hole. So we can legit-
imately ask, “Do we have any unambiguous evidence that the 
massive, compact objects just described really are black holes?”

The short answer—at least, if measurements of mass and 
size alone are insufficient to convince you of a black hole’s real-
ity—is no. Detailed measurements of black-hole properties are 
hard to make and even harder to interpret. Black holes tend to 
live in very messy astrophysical environments. Astronomers 

◀ figure 22.25 intermediate-Mass Black Holes? X-ray 
observations (inset below) of the center of the starburst galaxy M82 
(at top, about 100,000 light-years across and 12 million light-years 
away) reveal a collection of bright sources thought to be the result of 
matter accreting onto intermediate-mass black holes. The black holes 
are probably young, have masses between 100 and 1000 times the 
mass of the Sun, and lie relatively far (about 600 light-years) from the 

center of M82. The brightest (and possibly most massive) black 
hole candidate is marked by an arrow. (Subaru; NASA)

50,000 light-years

R I V U X G

R I V U X G

Suspected
black hole

30 light-years

▲ figure 22.26 Black-Hole Host? Astronomers have found 
that stars near the center of the massive globular cluster g1 do not 
move as expected if the cluster’s mass is as smoothly distributed as 
its light. Instead, the observations suggest that an intermediate-mass 
black hole resides at the cluster’s center. (NASA)
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Until then, we will have to continue to rely on improving 
theoretical models and observational techniques to guide 
our discussions of the mysterious objects known as black 
holes.

proCeSS of SCieNCe Check

4 How do astronomers “see” black holes?

Can we guarantee that future modifications to the 
theory of compact objects will not invalidate some or all 
of our arguments? No, but similar statements could be 
made in many areas of astronomy—indeed, about any 
theory in any area of science. We conclude that, strange 
as they are, black holes have been detected, both in our 
Galaxy and beyond. Perhaps someday future generations 
of space travelers will visit Cygnus X-1 or the center of our 
Galaxy and (carefully!) test these conclusions firsthand. 

1  A core-collapse supernova may leave 
behind a remnant (p. 544)—an ultracom-
pressed ball of material called a neutron 
star (p. 544). Neutron stars are extremely 
dense and, at formation, are predicted to be 
very hot, strongly magnetized, and rapidly 
rotating. They cool down, lose much of their 
magnetism, and slow down as they age.

2  According to the lighthouse model 
(p. 545), neutron stars, because they 
are magnetized and rotating, send reg-
ular bursts of electromagnetic energy 
into space. The beams are produced by 
charged particles confined by the strong 
magnetic fields. When we can see the 
beams from Earth, we call the source a pulsar (p. 545). The 
pulse period is the rotation period of the neutron star. Because 
the pulse energy is beamed into space and because neutron stars 
slow down as they radiate energy into space, not all neutron 
stars are seen as pulsars.

3  A neutron star in a close 
binary system can draw 
matter from its companion, 
forming an accretion disk. 
The material in the disk 
heats up before it reaches the 
neutron star, making the disk a strong source of X-rays. As gas 
builds up on the star’s surface, the star eventually becomes hot 
enough to fuse hydrogen. When hydrogen burning starts, it does 
so explosively, and an X-ray burster (p. 548) results. The rapid 
rotation of the inner part of the accretion disk causes the neutron 

star to spin faster as new gas arrives on its surface. The even-
tual result is a very rapidly rotating neutron star—a millisecond  
pulsar (p. 550). Many millisecond pulsars are found in the 
hearts of old globular clusters. They cannot have formed recently, 
so they must have been spun up by interactions with other stars. 
Analysis of the radiation received shows that some pulsars are 
orbited by planet-sized objects.
4  Gamma-ray bursts (p. 552) are very 

energetic flashes of gamma rays observed about 
once per day, distributed uniformly over the 
entire sky. In some cases, their distances have 
been measured, placing them far away from 
us and implying that they are extremely lumi-
nous. The leading theoretical models for these 
explosions postulate the violent merger of neutron stars in a dis-
tant binary system or the recollapse and subsequent violent explo-
sion following a “failed” supernova in a very massive star.
5  Einstein’s special theory of relativity 

deals with the behavior of particles mov-
ing at speeds comparable to the speed of 
light. It agrees with Newton’s theory at low 
velocities, but makes many very different 
predictions for high-speed motion. All of 
its predictions have been repeatedly verified 
by experiment. The modern replacement for 
Newtonian gravity is Einstein’s general the-
ory of relativity (p. 558), which describes 
gravity in terms of the warping, or bend-
ing, of spacetime (p. 558) by the presence of mass. The more 
mass, the greater the warping. All particles—including photons—
respond to that warping by moving along curved paths.
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The Big Question Are black holes for real?  Decades ago, many astronomers regarded black 
holes as a kind of cosmic cop-out—the last resort of researchers who couldn’t decipher the bizarre 
phenomena they observed on the sky. But now, improved observations really do point toward stellar 
remnants that are indeed denser, brighter, and much more puzzling than the already peculiar neutron 
stars. Still, might there be other weird collapsed remnants—quark stars, perhaps—that stop short of 
being genuine black holes?
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clock would appear to slow down as the ship approached the 
event horizon. The observer would never see the ship reach the 
surface of the hole. Once within the event horizon, no known 
force can prevent a collapsing star from contracting all the way 
to a point-like singularity (p. 563), at which point both the 
density and the gravitational field of the star become infinite. 
This prediction of relativity theory has yet to be proved. Singu-
larities are places where the known laws of physics break down.
8  Once matter falls into a black hole, it 

can no longer communicate with the out-
side. However, on its way in, it can form 
an accretion disk and emit X-rays, just 
as in the case of a neutron star. The best 
candidates for black holes are binary sys-
tems in which one component is a compact X-ray source. Cygnus 
X-1, a well-studied X-ray source in the constellation Cygnus, is 
a long-standing black-hole candidate. Studies of orbital motions 
imply that some binaries contain compact objects too massive to 
be neutron stars, leaving black holes as the only alternative. There 
is also strong evidence for supermassive black holes (p. 569) in 
the centers of many galaxies, including our own.

6  The upper limit on the mass of a neu-
tron star is about 3 solar masses. Beyond 
that mass, the star can no longer support 
itself against its own gravity, and it collapses 
to form a black hole (p. 556), a region 
of space from which nothing can escape. 
Very massive stars, after exploding as supernovae, form black 
holes rather than neutron stars. Conditions in and near black 
holes can only be described by general relativity. The radius at 
which the escape speed from a collapsing star equals the speed 
of light is called the Schwarzschild radius (p. 557). The sur-
face of an imaginary sphere, of radius equal to the Schwarzschild 
radius, surrounding a black hole is called the event horizon  
(p. 557).
7  To a distant observer, light leaving a 

spaceship that is falling into a black hole 
would be subject to gravitational red-
shift (p. 562) as the light climbed out of 
the hole’s intense gravitational field. At 
the same time, a clock on the spaceship 
would show time dilation (p. 563)—the 

for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.

Review and Discussion

 9. LO6 According to special relativity, what is special about 
the speed of light?

 10. POS Why is it so difficult to test the predictions of general 
relativity? Describe two tests of the theory.

 11. LO7 What is an event horizon? What would happen to 
someone falling into a black hole as they approach the event 
horizon?

 12. POS What is the principle of cosmic censorship? Do you 
think it is a sound scientific principle?

 13. What makes Cygnus X-1 a good black-hole candidate?
 14. LO8 POS What evidence is there for black holes much 

more massive than the Sun?
 15. POS Do you think that planet-size objects orbiting a pulsar 

should be called planets? Why or why not?

 1. LO1 How does the way in which a neutron star forms 
determine some of its most basic properties?

 2. What would happen to a person standing on the surface of a 
neutron star?

 3. LO2 What are pulsars, and how are they related to neutron 
stars? Why aren’t all neutron stars seen as pulsars?

 4. What are X-ray bursters?
 5. LO3 What is the favored explanation for the rapid spin 

rates of millisecond pulsars?
 6. LO4 Why do astronomers think that gamma-ray bursts are 

very distant and very energetic?
 7. Describe two leading models for gamma-ray bursts.
 8. LO5 Use your knowledge of escape speed to explain why 

black holes are said to be “black.”

Conceptual Self-Test: Multiple Choice
 1. A neutron star is about the same size as (a) a school bus;  

(b) a U.S. city; (c) the Moon; (d) Earth.

 2. A neutron star’s immense gravitational attraction is due 
primarily to its small radius and (a) rapid rotation rate;  
(b) strong magnetic field; (c) large mass; (d) high temperature.

 3. The most rapidly “blinking” pulsars are those that  
(a) spin fastest; (b) are oldest; (c) are most massive;  
(d) are hottest.

 4. The X-ray emission from a neutron star in a binary system 
comes mainly from (a) the hot surface of the neutron star 

B-star companion
HDE226868

Black hole

Accretion disk

Mass transfer stream

De�ection of
pool ball
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • The angular momentum of a solid body is proportional 
to the angular velocity of the body times the square of its 
radius.  (More Precisely 6-1) Using the law of conservation 
of angular momentum, estimate how fast a collapsed stellar 
core would spin if its initial spin rate was 1 revolution per 
day and its radius decreased from 10,000 km to 10 km.

 2. • What would your mass be if you were composed entirely of 
neutron-star material of density 3 × 1017 kg/m3? (Assume that 
your average density is 1000 kg/m3.) Compare your answer 
with the mass of a typical 10-km-diameter rocky asteroid.

 3. • Calculate the surface gravitational acceleration and escape 
speed of a 1.4-solar-mass neutron star with a radius of  
10 km. What would be the escape speed from a neutron star 
of the same mass and radius 4 km?

 4. •• Use the radius–luminosity–temperature relation to 
calculate the luminosity of a 10-km-radius neutron star for 
temperatures of 105 K, 107 K, and 109 K. At what wavelengths 
does the star radiate most strongly in each case? Could the 
brightest of them be plotted on an H–R diagram?

 5. •• A gamma-ray burst 5000 Mpc away releases 1045 joules of 
energy isotropically in the form of gamma rays, each of energy 
250 keV.  (More Precisely 4-1) Some of the rays are detected 

by an instrument in Earth orbit with an effective collecting area 
of 0.75 m2. How many gamma-ray photons strike the detector?

 6. • Supermassive black holes are thought to exist in the 
centers of many galaxies. What would be the Schwarzschild 
radii of black holes of 1 million and 1 billion solar masses, 
respectively? How does the 1-million-solar-mass black hole 
compare in size with the Sun? How does the 1-billion-solar-
mass black hole compare in size with the solar system?

 7. •• Use the information presented in More Precisely 22-1 to 
estimate the deflection of a beam of light that just grazes the 
surface of (a) the Moon, (b) Jupiter, and (c) Sirius B. (d) A 
future generation of space astrometry missions may be able 
to measure angles as small as 10–6 arcsec accurately. At what 
distance from the Sun would this deflection occur?

 8. •• Calculate the tidal acceleration on a 2-m-tall human 
falling feet-first into a 1-solar-mass black hole; that is, 
compute the difference in the accelerations (forces per unit 
mass) on their head and their feet just as the feet cross the 
event horizon.  (Sec. 7.6) Repeat the calculation for a 
1-million-solar-mass black hole and for a 1-billion-solar-
mass black hole (see question 6). Compare these accelerations 
with the acceleration due to gravity on Earth (g = 9.8 m/s2).

Activities
Collaborative

 1. The text focuses on the simplest kind of black hole—the 
uncharged, nonrotating Schwarzschild black hole—but 
rotating Kerr black holes are extremely important in 
astronomy. Divide your group in two and research online the 
properties of Schwarzschild and Kerr black holes. Combine 
your research to make a joint presentation on the similarities 
and differences between the two. Focus on properties like 
the event horizon, the singularity, and the orbits of light and 
matter near the hole. How fast can a black hole rotate? Which 
kind of black hole is thought to be most common in nature?

Individual
 1. Find the ninth magnitude companion to Cygnus X-1, the sky’s 

most famous black hole candidate. Even without a telescope, 
it’s easy to locate the region of the heavens where Cygnus X-1 
resides. The constellation Cygnus contains a recognizable star 
pattern, or asterism, in the shape of a large cross. This asterism is 
called the Northern Cross. The star in the center of the crossbar 
is called Sadr. The star at the bottom of the cross is called 
Albireo. Approximately midway between Sadr and Albireo lies 
the star Eta Cygni. Cygnus X-1 is located slightly less than 0.5° 
from this star. With or without a telescope, sketch what you see.

itself; (b) heated material in an accretion disk around the 
neutron star; (c) the neutron star’s magnetic field; (d) the 
surface of the companion star.

 5. VIS According to Figure 22.11, gamma-ray bursts are 
observed to occur (a) mainly near the Sun; (b) throughout 
the Milky Way Galaxy; (c) approximately uniformly over 
the entire sky; (d) near pulsars.

 6. Black holes result from stars having initial masses (a) less 
than the mass of the Sun; (b) between 1 and 2 times the 
mass of the Sun; (c) up to 8 times the mass of the Sun;  
(d) more than 25 times the mass of the Sun.

 7. If the Sun were magically to turn into a black hole  
of the same mass, (a) Earth would start to spiral  
inward; (b) Earth’s orbit would remain unchanged;  

(c) Earth would f ly off into space; (d) Earth would be 
torn apart.

 8. VIS According to the second figure in Discovery 22-1, a 
meterstick in a spaceship traveling at half the speed of light 
would appear to have a length of (a) 1 meter; (b) 0.87 meter; 
(c) 0.50 meter; (d) 0.15 meter.

 9. The best place to search for black holes is in a region of space 
that (a) is dark and empty; (b) has recently lost some stars;  
(c) has strong X-ray emission; (d) is cooler than its surroundings.

 10. The best evidence for supermassive black holes in the 
centers of galaxies is (a) the absence of stars there; (b) rapid 
gas motion and intense energy emission; (c) gravitational 
redshift of radiation emitted from near the center;  
(d) unknown visible and X-ray spectral lines.



Part Four

Galaxies and Cosmology
It is hard to imagine, but less than 100 
years ago the Sun was considered the center of the 
universe. Earlier studies by Copernicus, Kepler, Galileo, 
and others had dethroned Earth from a central position, 
but the Sun itself, at the center of our solar system, was 
still assumed also to be the center of the Milky Way—
which a century ago was identical to the universe. Our 
true place in the cosmos, and even the existence of 
countless other galaxies comparable to our own, were 
completely unknown.

Enter the American astronomer Harlow Shapley (1885–
1972), who, by studying variable stars in globular clusters, 
was able to deduce the size and scale of the Milky Way 
Galaxy, as well as our position in it. His results, announced 
in 1918, showed not only that our extended home in 
space was immensely larger than had previously been 
realized—about 100,000 light-years across—but also that 
Earth resided in what he called the "galactic suburbs," now 
known to be about 25,000 light-years from the center of 

the Galaxy. Shapley demonstrated that our Sun is not central, unique, or special in 
any way. His work was a milestone in our understanding of our place in the universe, 
certainly one of the most important astronomical discoveries of the 20th century.

Ironically, Shapley's dramatic discovery of the increased size and scale of 
the Milky Way led him astray regarding another, even more profound, advance 
in our knowledge at that time: the realization that our Galaxy is only one of 
many galaxies in the universe. The sheer size of the Milky Way implied by his 
observations caused him to oppose the idea of a vastly larger universe—he 
found it hard to believe that there could be other, distant galaxies as huge as 
our own. Even among eminent scientists, personal biases can sometimes cloud 
scientific judgment.

The stage was set for a "Great Debate" that occurred at the National 
Academy of Sciences in Washington in 1920. At issue were the fuzzy "spiral 
nebulae" (which today we call galaxies): Were they close enough to be part of 
our own Milky Way, or were they sufficiently distant to be whole galaxies unto 
themselves? Shapley held that, given that his research had revised upward 
the size of the Milky Way, the spiral nebulae must be part of our own Galaxy. 
His opponent, Heber Curtis of California's Lick Observatory, while incorrectly 

Harlow Shapley working at his 
rotating octagonal desk (Harvard)

Andromeda Galaxy as observed in 1890 (J. Roberts)

Edwin Hubble’s discovery of  
variable stars in Andromeda  
(Carnegie Institute)
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rejecting the great size of our Galaxy, correctly argued that the spirals were 
remote aggregates of stars similar to the Milky Way. Both men presented 
other scientific arguments supporting their views (see Section 23.2), but both 
also let personal feelings affect their comprehension of our home Galaxy. 
With no objective measurements of the true distances to the nebulae, the 
debate ended in a draw.

Shapley's rival, the Caltech astronomer Edwin Hubble (1884–1953), broke 
the stalemate just a few years later by using the premier optical telescope 
of the day, the 2.5-m (100-inch) reflector atop Mt. Wilson. He first resolved 
the Andromeda Nebula into individual stars and then carefully measured its 
variable stars, thereby proving that Andromeda was a genuine galaxy millions 
of light-years distant, well outside our Milky Way. Ironically, Hubble used the 
same basic technique that Shapley and his Harvard colleagues had pioneered. 
It was yet another milestone along the road extending the Copernican 
principle: Neither Earth nor the Sun is special in any way, and even the Galaxy 
in which we live is just one of myriad galaxies in a much, much larger cosmos.

Today, astronomers have extensively mapped the distribution of variable 
stars in Andromeda. Curiously, we are still struggling to determine that 
galaxy's distance to better than 10 percent accuracy. Even in the decades-long 
lifetime of this textbook, Andromeda's quoted distance has fluctuated from 
about 2.2 to as much as 2.9 million light-years; in this edition, we have averaged 
the most recent measurements to arrive at a value of 2.5 million light-years. 
The correct value is important, for upon it rests a key rung in the so-called 
distance ladder. This cosmic yardstick is used to measure the ranges to billions 
of other, more distant galaxies and hence to gauge the vastly larger realm of 
the universe itself.

The Shapley-Curtis debate of yesteryear, together with our current struggles 
to pin down accurate distances to the truly faraway galaxies, constitute good 
case studies of how the scientific method actually works. Science is practiced 
by human beings, and scientists are no different from others who have strong 
emotions and personal values. Yet, over the course of time, and through much 
criticism and debate, scientific issues eventually gain a measure of objectivity. 
By demanding tests and proven facts, the scientific community gradually 
damps the subjectivity of individuals and arrives at a more objective view 
among a community of critical thinkers. Reasoned skepticism and repeated 
testing are hallmarks of the modern scientific method.

Hubble Ultra Deep Field (STScl)

Andromeda Galaxy as observed today (R. Gendler)
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LefT: Galaxies like this one, known as NGC 1232 and shown in true color, contain 

roughly a hundred billion stars bound together by gravity. as we now enter the realm 

of big dimensions, the graceful winding arms of this majestic spiral galaxy sweep across 

some 100,000 light-years of space; the whole object is about 60 million light-years 

distant. Its size, shape, and mass approximate those of our own Galaxy, which has never 

been photographed in its full grandeur because we live inside it. If this were our Galaxy, 

the Sun would reside in one of its spiral arms, two-thirds of the way out from the 

center. (ESO)

Visit the Masteringastronomy Study area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

23
Looking up on a dark, clear night, we are struck by two aspects 
of the night sky. The first is that the individual stars we see are 
roughly uniformly distributed in all directions. They all lie 
relatively close to us, mapping out the local Galactic neighborhood 
within a few hundred parsecs of the Sun. But this is only a local 
impression. Ours is a rather provincial view. Beyond those nearby 
stars, the second thing we notice is a fuzzy band of light—the 
Milky Way—stretching across the heavens.

The perspective we have is that of an insider’s view of the 
galaxy in which we live—the blended light of countless distant 
stars. As we consider much larger volumes of space, on scales 
far, far greater than the distances between neighboring stars, a 
new level of organization becomes apparent as the large-scale 
structure of the Milky Way Galaxy is revealed.

Learning Outcomes

Studying this chapter will enable you to

1  Describe the overall structure of 
the Milky Way Galaxy, and say how 
the various regions differ from one 
another.

2  Explain the importance of variable 
stars for measuring the size and 
shape of our Galaxy.

3  Compare and contrast the orbital 
motions of stars in different 
regions of the Galaxy.

4  Interpret the differences between 
disk and halo stars in terms of our 
current understanding of how our 
Galaxy formed.

5  Present some possible 
explanations for the spiral arms 
observed in our own and many 
other galaxies.

6  Explain what studies of Galactic 
rotation reveal about the size and 
mass of our Galaxy, and discuss the 
possible nature of dark matter.

7  Describe the evidence for a 
supermassive black hole and some 
of the other phenomena observed 
at the center of our Galaxy.

The Milky Way Galaxy
a SPIral IN SPaCE

The Big Picture Our Milky Way Galaxy is just one 
among nearly a hundred billion other galaxies in the observable 
universe—a hundred billion galaxies! For astronomers, the 
Milky Way plays much the same role for galaxies as the Sun 
does for stars. Our understanding of galaxies throughout the 
cosmos rests squarely on our knowledge of the size, scale, 
structure, and dynamics of our own grand system of many 
varied stars.



578 CHAPTER 23 The Milky Way Galaxy

23.1 Our Parent Galaxy
A galaxy is a gargantuan collection of stellar and interstellar 
matter—stars, gas, dust, neutron stars, black holes—isolated 
in space and held together by its own gravity. Astronomers 
are aware of literally billions of galaxies beyond our own. 
The particular galaxy we happen to inhabit is known as the 
Milky Way Galaxy, or just the Galaxy, with a capital G.

Our Sun lies in a part of the Galaxy known as the 
Galactic disk—an immense, circular, flattened region con-
taining most of our Galaxy’s luminous stars and interstellar 
matter (and virtually everything we have studied so far in 
this book). Figure 23.1 illustrates how, viewed from within, 
the Galactic disk appears as a band of light stretching across 
our night sky, a band known as the Milky Way. As indicated 
in the figure, if we look in a direction away from the Galac-
tic disk (red arrows), we see relatively few stars in our field 
of view. However, if our line of sight happens to lie within 
the disk (white and blue arrows), we see so many stars that 
their light merges into a continuous blur.

Paradoxically, although we can study individual stars 
and interstellar clouds that lie near the Sun in great detail, 
our location within the Galactic disk makes deciphering our  
Galaxy’s large-scale structure from Earth a very difficult 
task—a little like trying to unravel the layout of paths, bushes, 
and trees in a city park without being able to leave one par-
ticular park bench. In some directions, the interpretation 

of what we see is ambiguous and inconclusive. In others, 
foreground objects completely obscure our view of what 
lies beyond, but we cannot move around them to get a bet-
ter look. As a result, astronomers who study the Milky Way 
Galaxy are often guided in their efforts by comparisons with 
more distant, but much more easily observable, systems.

Figures 23.2 and 23.3 show three galaxies thought to 
resemble our own in overall structure. Figure 23.2 is the 
Andromeda Galaxy, the nearest major galaxy to the Milky 
Way Galaxy, lying nearly 800 kpc (roughly 2.5 million 
light-years) away. Andromeda’s apparent elongated shape 
is a consequence of the angle at which we happen to view 
it. In fact, our Galaxy, like this one, consists of a circular 
galactic disk of matter that fattens to a Galactic bulge at 
the center. The disk and bulge are embedded in a roughly 
spherical ball of faint old stars known as the Galactic 
halo. These three basic galactic regions are indicated on 
the figure. (The halo stars are so faint that they cannot be 
discerned here.) Figures 23.3(a) and (b) show views of two 
other galaxies—one seen face-on, the other edge-on—that 
illustrate these points more clearly.

ConCepT Check

4  Why do we see the Milky Way as a band of light across 
the night sky?

◀ fIgure 23.1 galactic 
plane (a) Gazing from Earth 
toward the Galactic center (white 
arrow) in this artist’s conception, 
we see myriad stars stacked up 
within the thin band of light known 
as the Milky Way. In the opposite 
direction (blue arrow), we see 
little of our Galaxy, much as when 
looking perpendicular to the disk 
(red arrows), where far fewer stars 
exist. (b) this real optical view (from 
a very dark place on Earth) of the 
sky in the direction of the white 
arrow shows the fuzzy (mostly 
white and “milky”) band or disk 
of our Milky Way Galaxy (see also 
Figure 18.1). (A. Mellinger)

This is an artist’s conception of
our Milky Way from afar c

cand this is a real image of
our Milky Way from inside it.

(a)

(b)

Galactic disk

Galactic bulge
Galactic center

Earth

R I V U GX

8 kpc
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▲ fIgure 23.2 Andromeda Structure (a) the andromeda 
Galaxy closely resembles the overall layout of our own Milky Way. 
Its disk and bulge are clearly visible in this image, but the faint halo 
stars, completely surrounding the disk and bulge, cannot easily 
be seen here. the white stars sprinkled all across this image are 
foreground stars in our own Galaxy, lying in the same region of the 
sky as andromeda, but about a thousand times closer. (b) More detail 
within the inner parts of this galaxy, including (c) its peculiar—and still 
unexplained—double core. (R. Gendler; Palomar/Caltech; NASA)

◀ fIgure 23.3 Disk galaxies (a) this galaxy, called M101 and seen 
nearly face-on, is somewhat similar in its overall structure to our  
own Milky Way and andromeda. (b) the galaxy NGC 4565 is oriented 
edge-on, allowing us to see clearly its disk and central bulge. (NASA)

(a)

(b)

Galactic bulge

Galactic disk

Galactic halo

(c)
R I V U X G

10,000 pc

5 pc

R I V U X G

(a)

(b)

23.2 Measuring the Milky Way
Before the 20th century, astronomers’ conception of the 
cosmos differed markedly from the modern view. The fact 
that we live in just one of many enormous “islands” of 
matter separated by even larger tracts of apparently empty 
space was completely unknown, and the clear distinction 
between “our Galaxy” and “the universe” did not exist. 
The twin ideas that (1) the Sun is not at the center of the 
Galaxy and (2) the Galaxy is not at the center of the uni-
verse required both time and hard observational evidence 
before they gained widespread acceptance. The growth 
in our knowledge of our Galaxy, as well as the realization 
that there are many other distant galaxies similar to our 
own, has gone hand in hand with the development of the 
cosmic distance scale.
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Star Counts
In the late 18th century, long before the distances to any stars 
were known, the English astronomer William Herschel tried 
to estimate the shape of our Galaxy simply by counting how 
many stars he could see in different directions in the sky. 
Assuming that all stars were of about equal brightness, he 
concluded that the Galaxy was a somewhat flattened, roughly 
disk-shaped collection of stars lying in the plane of the Milky 
Way, with the Sun at or near its center (Figure 23.4). Subse-
quent refinements to this approach led to much the same pic-
ture. Herschel was unable to estimate the size of the Galaxy 
by this method, but early in the 20th century, with improved 
knowledge of the properties of stars, some astronomers went 
so far as to estimate the dimensions of this “Galaxy” as about 
10 kpc in diameter by 2 kpc thick.

Today we know that the Milky Way Galaxy is several tens 
of kiloparsecs across, and the Sun lies far from the center. How 
could the older picture have been so flawed? The answer is that 
the earlier observations were made at visible wavelengths, and 
astronomers failed to take into account the (then-unknown) 
absorption of visible light by interstellar gas and dust. 
  (Sec. 18.1) Only in the 1930s did astronomers begin to real-
ize the true extent and importance of the interstellar medium.

Any objects in the Galactic disk more than a few kilopar-
secs away from us are hidden from our view (in visible light) 
by the effects of interstellar dust. The apparent falloff in the 
density of stars with distance in the plane of the Milky Way is 
thus not a real thinning of their numbers in space, but simply 
a consequence of the murky environment in the Galactic disk. 
The long “fingers” in Herschel’s map are directions in which 
the obscuration happens to be a little less severe than in others. 
However, because some obscuration occurs in all directions in 
the disk, the falloff is roughly similar no matter which way we 
look, so the Sun appears to be more or less at the center. The 
horizontal extent of Figure 23.4 corresponds approximately to 
the span of the blue and white arrows in Figure 23.1.

Radiation coming to us from above or below the plane 
of the Galaxy, where there is less gas and dust along the line 
of sight, arrives on Earth relatively unscathed. There is still 
some patchy obscuration, but the Sun happens to be located 
where the view out of the disk is largely unimpeded by 
nearby interstellar clouds.

Spiral Nebulae and Globular Clusters
We have just seen how astronomers’ attempts to probe 
the Galactic disk by optical means are frustrated by the 
effects of the interstellar medium. However, looking in 
other directions, out of the Milky Way plane, we can see 
to much greater distances. During the first quarter of the 
20th century, studies of the large-scale structure of our 
Galaxy focused on two particularly important classes of 
objects, both found mainly away from the Milky Way. 
The first is globular clusters, those tightly bound swarms 
of old, reddish stars we met in Chapter 19.  (Sec. 19.6) 
About 150 are now known in our own Galaxy. The second 
class consisted of objects that were known at the time as 
spiral nebulae. Examples are shown in Figures 23.2(a) and 
23.3(a). We know them today as spiral galaxies, compara-
ble in size to our own.

Early 20th-century astronomers had no means of 
determining the distances to any of these objects. They 
are too far away to have any observable parallax, and 
with the technology of the day, main-sequence stars (after 
the discovery of the main sequence in 1911) could not be 
clearly identified and measured. For these reasons, nei-
ther of the techniques discussed in Chapter 17—trigono- 
metric and spectroscopic parallax—was applicable.  

 (Secs. 17.1, 17.6) As a result, even the most basic prop-
erties—size, mass, and stellar and interstellar content—
of globular clusters and spiral nebulae were unknown. 
It was assumed that the globular clusters lay within our 
own Galaxy, which was thought at the time to be relatively 
small (using the size estimates just mentioned). The loca-
tions of the spiral nebulae were much less clear.

Knowing the distance to an object is vitally important 
to understanding its true nature. As an example, consider 
again the Andromeda “nebula” (Figure 23.2). In the late 19th 
century, when improved telescopes and photographic tech-
niques allowed astronomers to obtain images showing detail 
comparable to that in Figure 23.2(a), the newly released 
photographs caused great excitement among astronomers, 
who thought they were seeing the formation of a star from 
a swirling gaseous disk! Comparing Figure 23.2(a) with the 
figures in Chapter 15 (especially Figure 15.2b), we can per-
haps understand how such a mistake could be made—if we 

◀ fIgure 23.4 Herschel’s galaxy Model  
Eighteenth-century astronomer William Herschel 
constructed this “map” of the Galaxy by counting 
the numbers of stars he saw in different directions 
of the sky. our Sun (marked by the yellow dot) 
appears to lie near the center of the distribution. 
the long axis of the diagram roughly parallels 
the plane of the Galactic disk. (the scale is not 
Herschel’s, but rather is a modern estimate of what 
he had in mind.)3 kpc

Sun
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thought that we were looking at a relatively close, star-sized 
object. Far from demonstrating that Andromeda was dis-
tant and large, the new observations seemed to confirm that 
it was just a small part of our own Galaxy.

Further observations soon made it clear that Andro-
meda was not a star-forming region. Andromeda’s par-
allax is too small to measure, indicating that it must be at 
least several hundred parsecs from Earth, and, even at  
100 pc—which we now know is vastly less than Andromeda’s 
true distance—an object the size of the solar nebula would  
be impossible to resolve and simply would not look like  
Figure 23.2(a). (See Section 22.4 for another, more recent 
example of how distance measurements directly affect our 
theoretical understanding of observational data.)

During the first quarter of the 20th century, both the 
size of our Galaxy and the distances to the spiral nebulae 
were hotly debated in astronomical circles (see below, and 
also the discussion in the Part 4 Opener on p. 574). One 
school of thought maintained that the spiral nebulae were 
relatively small systems contained within our Galaxy. Other 
astronomers held that the spirals were much larger objects, 
lying far outside the Milky Way Galaxy and comparable to 
it in size. However, with no firm distance information, both 
arguments were inconclusive. Only with the discovery of a 
new distance-measurement technique—which we discuss 
next—was the issue finally settled in favor of the latter view. 
However, in the process, astronomers’ conception of our 
own Galaxy changed radically and forever.

A New Yardstick
An important by-product of the laborious effort to catalog 
stars around the turn of the 20th century was the systematic 
study of variable stars—stars whose luminosity changes 
with time, some quite erratically, others more regularly. 
Only a small fraction of stars fall into this category, but 
those that do are of great astronomical significance.

We have encountered examples of variable stars in ear-
lier chapters. In an eclipsing binary, for example, the total 
brightness varies because one star in a binary system peri-
odically blocks the light of the other.  (Sec. 17.7) Binary 
membership has much more violent consequences in novae, 
also called cataclysmic variables because of their sudden, 
large changes in brightness.  (Sec. 21.3)

In other instances, however, the variability is a basic 
trait of a star and is not dependent on its being a part of 
a binary system. We call such a star an intrinsic vari-
able. A particularly important class of intrinsic variables 
is the pulsating variable stars, which vary cyclically in  
luminosity in very characteristic ways (Figure 23.5). Two 
types of pulsating variable stars that have played central 
roles in revealing both the true extent of our Galaxy and the 
distances to our galactic neighbors are the RR Lyrae and 

Cepheid variables. Following long-standing astronomical 
practice, the names come from the first star of each class 
to be discovered—in this case, the variable star labeled RR 
in the constellation Lyra and the variable star Delta Cephei, 
the fourth brightest star in the constellation Cepheus. 

RR Lyrae and Cepheid variable stars are recognizable 
by the characteristic shapes of their light curves. RR Lyrae 
stars all pulsate similarly (Figure 23.5b), with only small 

▲ fIgure 23.5 Variable Stars (a) the Cepheid variable star WW 
Cygni is shown here (boxed) on successive nights, near its maximum 
and minimum brightness; two photos, one from each night, were 
superimposed and then slightly displaced. (b) light curve of the 
pulsating variable star rr lyrae. all rr lyrae-type variables have 
essentially similar light curves, with periods of less than a day. (c) the 
light curve of WW Cygni, with a period of about 3 days. (Harvard 
College Observatory)

0.5

0.5

1.0

A
p

p
ar

en
t 

b
rig

ht
ne

ss
(a

rb
itr

ar
y 

un
its

)

1.5
Period

1.0 2.0
Time (days)

3.0

1 3 5 7 9

0.75

1.0

A
p

p
ar

en
t 

b
rig

ht
ne

ss
(a

rb
itr

ar
y 

un
its

)

1.5
Period

Time (days)

(b)

(c)

(a)
R I V U X G

A
N

IM
A

TI
O

N
/V

ID
E

O
 C

ep
h

ei
d

 V
ar

ia
b

le
 S

ta
r 

in
 D

is
ta

n
t 

G
al

ax
y



582 CHAPTER 23 The Milky Way Galaxy

rises, the radiation becomes trapped, the internal pressure 
increases, and the star “puffs up.” If the opacity falls, radia-
tion can escape more easily, and the star shrinks. According 
to theory, under certain circumstances a star can become 
unbalanced and enter a state in which the flow of radiation 
causes the opacity first to rise—making the star expand, 
cool, and diminish in luminosity—and then to fall, leading 
to the pulsations we observe.

The conditions necessary to cause pulsations are 
not found in main-sequence stars. Rather, they occur in 
evolved post-main-sequence stars as they pass through a 
region of the H–R diagram known as the instability strip 
(Figure 23.6). When a star’s temperature and luminosity 
place it in this strip, the star becomes internally unsta-
ble. Both its temperature and its radius vary in a regular 
way, causing the pulsations we observe: For the reasons 
just described, as the star brightens, its radius shrinks and 
its surface becomes hotter; as its luminosity decreases, 
the star expands and cools. As we learned in Chapter 20, 
high-mass stars evolve across the upper part of the H–R 
diagram. When their evolutionary tracks take them into 
the instability strip, they become Cepheid variables.  

 (Sec. 20.4) RR Lyrae variables are low-mass hori-
zontal-branch stars that lie within the lower portion of 
the instability strip.  (Sec. 20.2) Thus, pulsating vari-
ables are normal stars passing through a brief—roughly  
million-year—phase of instability as a natural part of stel-
lar evolution.

The Cosmic Distance Scale
The importance of these stars to Galactic astronomy lies in 
the fact that once we recognize a star as being of the RR Lyrae 
or Cepheid type, we can infer its luminosity, and that in turn 
allows us to measure its distance. The distance calculation 
is precisely the same as that presented in Chapter 17 dur-
ing our discussion of spectroscopic parallax.  (Sec. 17.6) 
Comparing the star’s (known) luminosity with its (observed) 
apparent brightness yields an estimate of its distance by the 
inverse-square law:  (Sec. 17.2)

apparent brightness ∝
 luminosity

distance2
.

In this way, astronomers can use pulsating variables as 
a means of determining distances, both within our own  
Galaxy and far beyond.

How do we infer a variable star’s luminosity? For RR 
Lyrae stars, doing so is simple. As we saw in Chapter 20, all 
horizontal branch stars have basically the same luminosity 
(averaged over a complete pulsation cycle)—about 100 times 
that of the Sun.  (Sec. 20.2) Thus, once a variable star is 
recognized as being of the RR Lyrae type, its luminosity is 
immediately known. For Cepheids, we make use of a close 

differences in period between them. Observed periods 
range from about 0.5 to 1 day. Cepheid variables also pul-
sate in distinctive ways (the regular “sawtooth” pattern in 
Figure 23.5c), but different Cepheids can have quite differ-
ent pulsation periods, ranging from about 1 to 100 days. 
The period of any given RR Lyrae or Cepheid variable is, 
to a high degree of accuracy, the same from one cycle to 
the next. The key point is that pulsating variable stars can 
be recognized and identified just by observing the varia-
tions in the light they emit.

Note, by the way, that pulsating variable stars have 
nothing whatsoever to do with the pulsars discussed in the 
previous chapter! Pulsars are rapidly rotating neutron stars 
beaming energy into space as they spin; as we will see in a 
moment, pulsating variable stars are “normal” stars under-
going a temporary period of instability as they evolve.  

 (Sec. 22.2)
Why do Cepheids and RR Lyrae variables pulsate? 

The basic mechanism was first suggested by the British 
astrophysicist Sir Arthur Eddington in 1941. The struc-
ture of any star is determined in large part by how easily 
radiation can travel from the core to the photosphere—that 
is, by the opacity of the interior, the degree to which the 
gas hinders the passage of light through it. If the opacity 

▲ fIgure 23.6 Variable Stars on the H–r Diagram Pulsating 
variable stars are found in the instability strip of the H–r diagram. 
as a high-mass star evolves through the strip, it becomes a Cepheid 
variable. low-mass horizontal-branch stars in the instability strip are 
rr lyrae variables.
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determining distance. Note that because the period–lumi-
nosity relationship is calibrated by using nearby stars, this 
latest rung inherits any and all uncertainties and errors 
present in the lower levels. Uncertainties also arise from 
the “scatter” of data points shown in Figure 23.7. Although 
the overall connection between period and luminosity is 
unmistakable, the individual data points do not quite lie on 
a straight line; instead, a range of possible luminosities cor-
responds to any measured period.

The Size and Shape of Our Galaxy
Many RR Lyrae variables are found in globular clusters. 
Early in the 20th century, the American astronomer  
Harlow Shapley used observations of variable stars to 
make two very important discoveries about the Galactic 
globular cluster system. First, he showed that most globu-
lar clusters reside at great distances—many thousands of 
parsecs—from the Sun. Second, by measuring the direc-
tion and distance of each cluster, he was able to determine 
the three-dimensional distribution of the clusters in space 
(Figure 23.9). In this way, Shapley demonstrated that the 
globular clusters map out a truly gigantic, and roughly 
spherical, volume of space, about 30 kpc across.* However, 
the center of the distribution lies nowhere near our Sun; 
rather, it is located nearly 8 kpc away from us, in the direc-
tion of the constellation Sagittarius.

correlation between average luminosity and pulsation period, 
discovered in 1908 by Henrietta Leavitt of Harvard Univer-
sity (see Discovery 23-1) and known simply as the period–
luminosity relationship. Cepheids that vary slowly—that is, 
that have long periods—have large luminosities; conversely, 
short-period Cepheids have low luminosities.

Figure 23.7 illustrates the period–luminosity rela-
tionship for Cepheids found within a thousand parsecs 
or so of Earth. Astronomers can plot such a diagram for 
relatively nearby stars because they can measure their 
distances by using stellar or spectroscopic parallax. 
Once the distances are known, the luminosities of those 
stars can be calculated. We know of no exceptions to the 
period–luminosity relationship, and it is consistent with 
theoretical calculations of pulsations in evolved stars. 
Consequently, we assume that it holds for all Cepheids, 
near and far. Thus, a simple measurement of a Cepheid 
variable’s pulsation period immediately tells us its lumi-
nosity—we just read it off the plot in Figure 23.7. (The 
roughly constant luminosities of the RR Lyrae variables 
are also indicated in the figure.)

This distance-measurement technique works well, 
provided that the variable star can be clearly identified 
and its pulsation period measured. With Cepheids, the 
method allows astronomers to estimate distances out to 
about 25 million parsecs, enough to take us all the way 
to the nearest galaxies. The less-luminous RR Lyrae stars 
are not so easily seen as Cepheids, so their useful range is 
not as great. However, they are much more common, so, 
within their limited range, they are actually more useful 
than Cepheids.

Figure 23.8 extends our cosmic distance ladder, begun 
in Chapter 2 with radar ranging in the solar system and 
expanded in Chapter 17 to include stellar and spectroscopic 
parallax, by adding variable stars as a fourth method of 

▲ fIgure 23.7 period–Luminosity plot a plot of pulsation 
period versus average absolute brightness (that is, luminosity) for a 
group of Cepheid variable stars. the two properties are quite tightly 
correlated. the pulsation periods of some rr lyrae variables are also 
shown.
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▲ fIgure 23.8 Variable Stars on Distance Ladder application 
of the period–luminosity relationship for Cepheid variable stars allows 
estimates of distances out to about 25 Mpc with reasonable accuracy.

*The Galactic globular cluster system and the Galactic halo, of which it is a 
part, are somewhat flattened in the direction perpendicular to the disk, but 
the degree of f lattening is quite uncertain. The halo is certainly much less 
f lattened than the disk, however.
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early “Computers”
A large portion of the early research in observational astronomy fo-
cused on monitoring stellar luminosities and analyzing stellar spec-
tra. Much of this pioneering work was done using photographic 
methods. What is not so well known is that most of the labor was 
accomplished by women. Around the turn of the 20th century, a 
few dozen dedicated women—assistants at the Harvard College 
Observatory—created an enormous database by observing, sorting, 
measuring, and cataloging photographic information that helped 
form the foundation of modern astronomy. Some of them went 
far beyond their duties in the lab to make several of the basic astro-
nomical discoveries often taken for granted today.

The first photograph below taken in 1910, shows several of 
those women carefully examining star images and measuring 
variations in luminosity or wavelengths of spectral lines. In the 
cramped quarters of the Harvard Observatory, they inspected 
image after image to collect a vast body of data on millions of 
measurements of hundreds of thousands of stars. Note the plot 
of stellar luminosity changes pasted on the wall at the left. The 
pattern is so regular that it likely belongs to a Cepheid variable. 
Known as “computers” (there were no electronic devices then), 
these women were paid 25 cents an hour.

The second photograph, taken in 1913, shows a more formal 
portrait of another group of staff members, along with their direc-
tor, E.C. Pickering. Though looking rather stern here, Pickering 
was often described as a true Victorian gentleman who champi-
oned a policy, unique at the time, of admitting women to the staff. 
Also prominent here (and symmetrically positioned to Pickering’s 
left) is Annie Cannon, perhaps the most accomplished of the early 
group of women who, beginning in 1880, undertook a survey of 
the skies that lasted for more than half a century—work that net-
ted Cannon the first Oxford honorary degree awarded to a woman.

The first major result of this work was a record of the 
brightnesses and spectra of tens of thousands of stars, published 
in 1890 under the direction of Williamina Fleming (seen stand-
ing in the photograph below). On the basis of this compilation, 
several of these women made fundamental contributions to 

astronomy. In 1897 Antonia Maury (who is also pictured in the 
first photo at left rear) undertook the most detailed study of stel-
lar spectra to that time, enabling Hertzsprung and Russell inde-
pendently to develop what is now called the H–R diagram. In 
1898 Annie Cannon proposed the spectral classification system 
(described in Chapter 17) that is now the international stand-
ard for categorizing stars.  (Sec. 17.5) And in 1908 Henrietta  
Leavitt discovered the period–luminosity relationship for  
Cepheid variable stars, which later allowed Pickering’s succes-
sor as director, Harlow Shapley (see the introductory essay for 
Part 4), to recognize our Sun’s true position in the universe.

All was not work, however, and socializing was common 
among this generation of astronomers. The third photograph 
(below) shows a 1920s scene from a humorous play portraying 
life at the Observatory, starring (at center) the then youngest  
of the “lady computers,” Cecilia Payne, who would go on to  
become one of the foremost astronomers of the 20th century 
(see the introductory essay for Part 3).

(Harvard College Observatory)

DISCoVEry 23-1



SECtIoN 23.2 Measuring the Milky Way 585

In a brilliant intellectual leap, Shapley realized that the 
distribution of globular clusters maps out the true extent of 
stars in the Milky Way Galaxy—the region that we now call 
the Galactic halo. The hub of this vast collection of matter,  
8 kpc from the Sun, is the Galactic center. Figure 23.9 shows 

the distribution, based on modern data, of the 138 globular 
clusters lying within 20 kpc of the center. As illustrated in 
Figure 23.10, we live in the “suburbs” of this huge ensem-
ble—in the Galactic disk, the thin sheet of young stars, gas, 
and dust that cuts through the center of the halo. Since 
Shapley’s time, astronomers have identified many individual 
stars—that is, stars not belonging to any globular cluster—
within the Galactic halo.

Shapley’s bold interpretation of the globular clusters as 
defining the overall distribution of stars in our Galaxy was 
an enormous step forward in human understanding of our 
place in the universe. Five hundred years ago, Earth was 
considered the center of all things. Copernicus argued  
otherwise, demoting our planet to an undistinguished loca-
tion removed from the center of the solar system. In Shapley’s 
time, as we have just seen, the prevailing view was that our 
Sun was the center not only of the Galaxy, but also of the 
universe. Shapley showed otherwise. With his observations 
of globular clusters, he simultaneously increased the size of 
our Galaxy by almost a factor of 10 over earlier estimates and 
banished our parent Sun to its periphery, virtually overnight!

The Shapley–Curtis Debate
Curiously, Shapley’s dramatic revision of the size of the 
Milky Way Galaxy and our place in it only strengthened 
his erroneous opinion that the spiral nebulae were part of 
our Galaxy and that our Galaxy was essentially the entire 
universe. He regarded as beyond belief the idea that there 
could be other structures as large as our Galaxy. The sci-
entific issues involved in understanding the nature of the 
spiral nebulae were clearly drawn in a famous 1920 debate 

Galactic
center

Globular
clusters

8 kpc

30 kpc

Galactic
plane

Sun

narrated fIgure 23.9 globular Cluster Distribution  
our Sun does not coincide with the center of the very large 
collection of globular clusters (indicated by the pink dots). 
Instead, more globular clusters are found in one direction than 

in any other. the Sun resides closer to the edge of the collection, which 
measures roughly 30 kpc across. the globular clusters outline the true 
distribution of stars in the Galactic halo.
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Interactive fIgure 23.10 
Stellar populations in our 
galaxy Based on observations 
of young stars and gas in the disk, 
and the old stars and globular 

clusters in the halo, astronomers have 
constructed a comprehensive picture of 
the structure of our Galaxy. this artist’s 
conception of a (nearly) edge-on view of 
the Milky Way Galaxy shows schematically 
the distributions of young blue stars, 
open clusters, old red stars, and globular 
clusters. (the brightness and size of our 
Sun are greatly exaggerated for clarity.)
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not be resolved, and the debate was inconclusive. But tech-
nology marches on, and just a few years later, in 1925, Ameri-
can astronomer Edwin Hubble reported that he had observed 
Cepheids in the Andromeda Galaxy and finally succeeded in 
measuring its distance. His work firmly established Andro-
meda as a separate galaxy lying far beyond our own, finally 
extending the Copernican principle to the Galaxy itself.

ConCepT Check

4 Can variable stars be used to map out the structure of 
the Galactic disk?

23.3 Galactic Structure
Based on optical, infrared, and radio observations of stars, 
gas, and dust, Figure 23.10 illustrates the different spatial 
distributions of the disk, bulge, and halo of the Milky Way 
Galaxy. The extent of the halo is based largely on optical 
observations of globular clusters and other halo stars. How-
ever, as we have seen, optical techniques can cover only a 
small portion of the dusty Galactic disk. Much of our knowl-
edge of the structure of the disk on larger scales is based on 
radio observations, particularly of the 21-cm radio emission 
line produced by atomic hydrogen.  (Sec. 18.4)

The center of the gas distribution coincides roughly 
with the center of the globular cluster system, lying about  
8 kpc from the Sun. In fact, the location of the Galactic 
center is determined most accurately from radio observa-
tions of Galactic gas. The densities of both stars and gas in 
the disk decline quite rapidly beyond about 15 kpc from the 
Galactic center (although some radio-emitting gas has been 
observed out to at least 50 kpc).

The Spatial Distribution of Stars
Perpendicular to the Galactic plane, the disk in the vicinity 
of the Sun is relatively thin—”only” 300 pc thick, or about 
one hundredth of the 30-kpc Galactic diameter. Don’t be 
fooled, though: Even if you could travel at the speed of light, 
it would take you a thousand years to traverse the thickness 
of the Galactic disk. The disk may be thin compared with 
the Galactic diameter, but it is huge by human standards.

Actually, the thickness of the Galactic disk depends on 
the kinds of objects measured. Young stars and interstellar 
gas are more tightly confined to the plane than are stars like 
the Sun, and solar-type stars in turn are more tightly con-
fined than are older K- and M-type dwarfs. The reason for 
these differences is that stars form in interstellar clouds close 
to the plane of the disk, but then tend to drift out of the disk 
over time, mainly due to their interactions with other stars 
and molecular clouds. Thus, as stars age, their abundance 
above and below the plane of the disk slowly increases. Note 
that these considerations do not apply to the Galactic halo, 

between Shapley and Lick Observatory astronomer Heber 
Curtis. (See also p. 574.) We list here some key elements of 
the debate, illustrating the sometimes erratic process by 
which scientific knowledge grows:  (Sec. 1.2)

1. Size of the Milky Way. Shapley correctly asserted that the 
diameter of the Milky Way Galaxy was much larger than 
the “conventional” scale based on star counts, but then 
incorrectly concluded that similar-sized galaxies beyond 
our own could not exist. Curtis incorrectly accepted the 
smaller size for our Galaxy, but correctly argued that 
similar galaxies might exist beyond our own.

2. Distribution of the nebulae on the sky. Curtis noted that 
the observed spiral nebulae were found away from the 
plane of the Galaxy, and he suggested that our Galaxy 
had a “ring” of occulting material in its plane, like those 
observed in many edge-on spirals, preventing us from 
seeing the nebulae in the plane. Shapley simply had to 
assume that spiral nebulae were, for some unknown 
reason, not found in the Galactic plane. Curtis was 
almost correct in this point. Note, however, that the 
effects of absorption by interstellar dust were unknown 
at the time.  (Sec. 18.1)

3. Observations of novae. Shapley argued (correctly) that 
the observed apparent brightnesses of some “novae” 
seen in spiral nebulae implied enormous luminosities 
if the nebulae lay at large distances.  (Secs. 17.2, 21.1)  
Curtis suggested (also correctly) that these anomalous 
events might be members of a second, much brighter, class 
of nova—today we call them supernovae.  (Sec. 21.3)

4. Brightness and spectra of the nebulae. Shapley pointed 
out that the measured brightnesses and colors of spiral 
nebulae differed from what he would have expected to 
see if our Galaxy were observed from afar, suggesting 
that the nebulae were somehow fundamentally different 
from the Milky Way. Curtis had no answer. We know 
today that these differences exist because of interstellar 
absorption and reddening, which prevent astronomers 
from getting a comparable view of our own Galaxy.  

 (Sec. 18.1) Curtis did correctly note that spectral 
lines seen in spiral nebulae were generally consistent 
with the nebulae’s being assemblages of large numbers 
of stars, supporting his argument that they were stellar 
systems comparable to our own Galaxy.  (Sec. 4.2)

5. Rotation of the nebulae. Shapley cited published measure-
ments of the angular rotation speeds of some spiral neb-
ulae, which implied that the nebulae would have to be 
spinning faster than the speed of light if they were very 
distant and hence very large.  (More Precisely 1-2)  
Curtis simply responded that the observations were in 
error. Curtis was right, but he couldn’t prove it at the time.

We see that both men made some correct and some incor-
rect statements (or conclusions) about the problem. However, 
with the observations of the day, their disagreements could 
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R I V U X G

Interactive fIgure 23.11 Infrared View of the Milky 
Way a wide-angle infrared image of the disk and bulge of the 
Milky Way Galaxy, as observed by the two Micron all Sky Survey. 
Compare Figure 23.3(b). (UMass/Caltech)

than G-, K-, and M-type dwarfs, even though the dwarfs 
are present in far greater numbers.

The explanation for the marked difference in stellar con-
tent between disk and halo is this: Whereas the gas-rich Galac-
tic disk is the site of ongoing star formation and so contains 
stars of all ages, all the stars in the Galactic halo are old. The 
absence of dust and gas in the halo means that no new stars 
are forming there, and star formation apparently ceased long 
ago—at least 10 billion years in the past, judging from the 
types of halo stars we now observe. (Recall from Chapter 20 
that most globular clusters are thought to be between 10 and 
12 billion years old.)  (Sec. 20.5) The gas density is very high 
in the inner part of the Galactic bulge, making that region 
the site of vigorous ongoing star formation, and both very old 
and very young stars mingle there. The bulge’s gas-poor outer 
regions have properties more similar to those of the halo.

Support for this picture comes from studies of the spectra 
of halo stars, which indicate that these stars are far less abun-
dant in heavy elements (i.e., elements heavier than helium) 
than are nearby stars in the disk. In Chapter 21, we saw how 
each successive cycle of star formation and evolution enriches 
the interstellar medium with the products of stellar nucleo-
synthesis, leading to a steady increase in heavy elements with 
time.  (Sec. 21.5) Thus, the scarcity of these elements in halo 
stars is consistent with the view that the halo formed long ago.

Astronomers often refer to young disk stars as Popula-
tion I stars and to old halo stars as Population II stars. The 
idea of two stellar “populations” dates from the 1940s, when 
the differences between disk and halo stars first became 
clear. The names are something of an oversimplification, 
as there is actually a continuous variation in stellar ages 
throughout the Milky Way Galaxy, not a simple division of 
stars into two distinct “young” and “old” categories. Never-
theless, the terminology is widely used.

whose ancient stars and globular clusters extend far above 
and below the Galactic plane. As we will see in a moment, 
the halo is a remnant of an early stage of our Galaxy’s evolu-
tion and predates the formation of the disk.

Recently, improved observational techniques have 
revealed an intermediate category of Galactic stars, midway 
between the old halo and the younger disk, both in age and 
in spatial distribution. Consisting of stars with estimated 
ages in the range of 7–10 billion years, this thick-disk com-
ponent of the Milky Way Galaxy measures some 2–3 kpc 
from top to bottom. Its thickness is too great to be explained 
by the slow drift just described. Like the halo, it appears to 
be a vestige of our Galaxy’s distant past.

Also shown in Figure 23.10 is our Galaxy’s central bulge, 
measuring roughly 6 kpc across in the plane of the Galactic 
disk by 4 kpc perpendicular to the plane. Obscuration by 
interstellar dust makes it difficult to study the detailed struc-
ture of the Galactic bulge in optical images of the Milky Way. 
(See, for example, Figure 18.4, which would clearly show a 
large portion of the bulge were it not for interstellar absorp-
tion.) However, at longer wavelengths, which are less affected 
by interstellar matter, a much clearer picture emerges (Figure 
23.11; see also Figure 23.3b). Detailed measurements of the 
motion of gas and stars in and near the bulge imply that it is 
actually football shaped, about half as wide as it is long, with 
the long axis of the “football” lying in the Galactic plane. On 
the basis of these observations, astronomers speculate that the 
central part of our Galaxy may have a distinctly elongated, or 
barlike, appearance and that we may live in a galaxy of the 
“barred-spiral” type, as discussed further in Chapter 24.

Stellar Populations
Aside from their distributions in space, the three  
components of the Galaxy—disk, bulge, and halo—have sev-
eral other properties that distinguish them from one 
another. First, the halo contains almost no gas or 
dust—just the opposite of the disk and bulge, in 
which interstellar matter is common. Second, 
there are clear differences in both appearance 
and composition among disk, bulge, and 
halo stars: Stars in the Galactic bulge and 
halo are found to be distinctly redder than 
stars found in the disk. Observations of other 
spiral galaxies also show this trend—the blue-
white tint of the disk and the yellowish coloration 
of the bulge are evident in Figures 23.2(a) and 23.3(a).

All the bright, blue stars visible in our sky are part 
of the Galactic disk, as are the young, open star clusters and 
star-forming regions. In contrast, the cooler, redder stars—
including those found in the old globular clusters—are 
more uniformly distributed throughout the disk, bulge, and 
halo. Galactic disks appear bluish because main-sequence 
O- and B-type blue supergiants are very much brighter 
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Orbital Motion
Now let’s turn our attention to the dynamics of the Milky 
Way Galaxy—that is, to the motion of the stars, dust, and 
gas it contains. Are the internal motions of our Galaxy’s 
members disordered and random, or are they part of some 
gigantic “traffic pattern”? The answer depends on our per-
spective. The motion of stars and clouds we see on small 
scales (within a few tens of parsecs from the Sun) seems 
random, but on larger scales (hundreds or thousands of par-
secs) the motion is much more orderly.

As we look around the Galactic disk in different direc-
tions, a clear pattern of motion emerges (Figure 23.12). 
Radiation received from stars and interstellar gas clouds 
in the upper-right and lower-left quadrants of the figure  
is generally blueshifted. At the same time, radiation from 
stars and gas sampled in the upper-left and lower-right 
quadrants tends to be redshifted. In other words, some 
regions of the Galaxy (those in the blueshifted directions) 
are approaching the Sun, whereas others (the redshifted 
ones) are receding from us.  (Sec. 3.5)

Careful study of the positions and velocities of stars 
and gas clouds near the Sun leads us to two important 

conclusions about the motion of the Galactic disk. First, 
the entire disk is rotating—stars, gas, and dust all move in 
roughly circular paths around the Galactic center, their 
orbits governed by the Galaxy’s gravitational pull. The 
orbital speed in the vicinity of the Sun is about 220 km/s. 
Thus, at the Sun’s distance of 8 kpc from the Galactic 
center, material takes about 225 million years (an interval 
of time sometimes called 1 Galactic year) to complete one 
circuit.

Second, the Galactic rotation period depends on dis-
tance from the Galactic center, being shorter closer to the 
center and longer at greater distances. In other words, the 
Galactic disk rotates not as a solid object, but differentially. 

 (Secs. 11.1, 16.1) Accurate measurements, made by the 
Hipparcos satellite, of stars within a few hundred parsecs 
of the Sun have proved particularly valuable in measuring 
these important Galactic properties.  (Sec. 17.1) Similar 
differential rotation is observed in Andromeda and many 
other spiral galaxies.

This picture of orderly circular motion about the 
Galactic center applies only to the disk: Stars in the Galac-
tic halo and bulge are not so well behaved. The old glob-
ular clusters in the halo and the faint, reddish individual 
stars in both the halo and the bulge do not share the disk’s 
well-defined rotation. Instead, their orbital orientations are 
largely random.* Although these objects do orbit the Galac-
tic center, they move in all directions, their paths filling an 
entire three-dimensional volume rather than a nearly two-
dimensional disk.

Figure 23.13 contrasts the motion of bulge and halo 
stars with the much more regular orbits of stars in the 
Galactic disk. At any given distance from the Galactic 
center, bulge, or halo, stars move at speeds comparable to 
the disk’s rotation speed at that radius, but in all direc-
tions, not just one. Their orbits carry these stars repeatedly 
through the plane of the disk and out the other side. (They 
don’t collide with stars in the disk because interstellar dis-
tances are huge compared with the diameters of individual 
stars—a star or even an entire star cluster passes through 
the disk almost as though it weren’t there—see Section 
25.2.) Some well-known stars in the vicinity of the Sun—
the bright giant Arcturus, for example—are actually halo 
stars that are “just passing through” the disk on orbits that 
take them far above and below the Galactic plane.

Recently, astronomers have detected numerous tidal 
streams in the Galactic halo—groups of stars thought to be 
the remnants of globular clusters and even small satellite 
galaxies (see Sec. 24.1) torn apart by our Galaxy’s tidal field. 
Just as micrometeoroid swarms in our solar system follow 

The curved arrows denote the speed of the disk
material, which is greater closer to the center.

Blueshift Redshift

Sun

Redshift

To Galactic center

Blueshift

▲ fIgure 23.12 orbital Motion in the galactic Disk Stars and 
interstellar clouds in the neighborhood of the Sun show systematic 
Doppler motions, implying that the disk of the Galaxy spins in a  
well-ordered way. these four Galactic quadrants are drawn to 
intersect not at the Galactic center, but at the Sun, the location 
from which observations are made. Because the Sun orbits faster 
than stars and gas at larger radii, it moves away from material at top 
left and gains on that at top right, resulting in the Doppler shifts 
indicated. likewise, stars and gas in the bottom left quadrant are 
gaining on us, while material at bottom right is pulling away.

* Halo stars do, in fact, have some net rotation about the Galactic center, 
but the rotational component of their motion is overwhelmed by the larger 
random component. The motion of bulge stars also has a rotational com-
ponent, larger than that of the halo, but still smaller than the random com-
ponent of stellar motion in the bulge.
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the orbit of their disrupted parent comet long after the 
comet itself is gone, stars in a tidal stream are now spread 
out around the entire original orbit of their parent clus-
ter or galaxy.  (Sec. 14.4) We will discuss the processes 
responsible for them in more detail in Chapter 25.

Table 23.1 compares some key properties of the three 
basic components of the Galaxy.

galactic Disk galactic Halo galactic Bulge

highly flattened roughly spherical—mildly  
flattened

somewhat flattened and elongated in the plane of the 
disk (“football shaped”)

contains both young and  
old stars

contains old stars only contains young and old stars; more old stars at greater 
distances from the center

contains gas and dust contains no gas and dust contains gas and dust, especially in the inner regions
site of ongoing star formation no star formation during the last 

10 billion years
ongoing star formation in the inner regions

gas and stars move in circular 
orbits in the Galactic plane

stars have random orbits in three 
dimensions

stars have random orbits but some net rotation about 
the Galactic center

spiral arms no obvious substructure central regions probably elongated into a bar; ring of 
gas and dust near center

overall white coloration, with 
blue spiral arms

reddish in color yellow-white

TABLe 23.1 Overall Properties of the Galactic Disk, Halo, and Bulge

Halo

DiskBulge

▲ fIgure 23.13 Stellar orbits in our galaxy Stars in the 
Galactic disk (blue curves) move in orderly, circular orbits about the 
Galactic center. In contrast, halo stars (orange curves) move randomly 
around the center. the orbit of a typical halo star takes it high above 
the Galactic disk, then down through the disk plane, and then out 
the other side and far below the disk. the orbital properties of bulge 
stars are intermediate between those of disk and halo stars.

ConCepT Check

4 Why do astronomers regard the disk and the halo as 
different components of our Galaxy?

23.4 Formation of the Milky Way
Is there some evolutionary scenario that can naturally 
account for the Galactic structure we see today? The answer 
is that there is, and it takes us all the way back to the birth 
of our Galaxy, more than 10 billion years ago.  (Sec. 20.5) 
Not all the details are agreed upon by all astronomers, but 
the overall picture is now fairly widely accepted. For simplic-
ity, we confine our discussion here to the Galactic disk and 
halo; in many ways, the bulge is intermediate in its proper-
ties between these two extremes. Figure 23.14 illustrates the 
current view of our Galaxy’s evolution, starting (not unlike 
the star-formation scenario outlined in Chapter 19) from a 
contracting cloud of pregalactic gas.  (Sec. 19.1)

When the first Galactic stars and globular clusters 
formed, the gas in our Galaxy had not yet accumulated into 
a disk. Instead, it was spread out over an irregular and quite 
extended region of space, spanning many tens of kilopar-
secs in all directions (Figure 23.14b). When the first stars 
formed, they were distributed throughout that volume. 
Their distribution today (the Galactic halo) reflects that 
fact—it is an imprint of their birth. Many astronomers 
think that the very first stars formed even earlier, in smaller 
systems that later merged to create our Galaxy (Figure 
23.14a). Probably, many more stars were born during the 
mergers themselves, as interstellar gas clouds collided and 
began to collapse.  (Sec. 19.5) Whatever the details, the 
present-day halo would look much the same in either case.

Since those early times, rotation has flattened the gas 
in our Galaxy into a relatively thin disk (Figure 23.14c). 
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Physically, the process is similar to the flattening of the 
solar nebula during the formation of the solar system, as 
described in Chapters 6 and 15, except on a vastly larger 
scale.  (Secs. 6.7, 15.2) Star formation in the halo ceased 
billions of years ago when the raw materials—the gas and 
dust—cooled and fell toward the Galactic plane. Ongoing 
star formation in the disk gives it its bluish tint, but the 
halo’s short-lived bright blue stars have long since burned 
out, leaving only the long-lived red stars that give the halo 
its characteristic pinkish glow. The Galactic halo is ancient, 
whereas the disk is full of youthful activity. The thick disk, 
with its intermediate-age stars, may represent an interme-
diate stage of star formation that occurred while the gas 
was still flattening into the plane.

Recent studies of the composition of stars in the Galac-
tic disk suggest that the infall of halo gas is still going on 
today. The best available models of star formation and stellar 
nucleosynthesis predict that the fraction of heavy elements 
in disk stars should be significantly greater than is actually 
observed, unless the gas in the disk is steadily being “diluted” 
by relatively unevolved gas arriving from the halo at a rate of 
perhaps 5–10 solar masses per year.  (Sec. 21.5) This may 
not sound like much mass, but accumulated over billions of 
years it actually amounts to a significant fraction of the total 
mass of the disk (see Section 23.6).

This theory also explains the randomly oriented orbits 
of the halo stars and the more ordered motion of the disk 
(Figure 23.14d). When the halo developed, the irregularly 
shaped Galaxy was rotating only very slowly, so there was 
no strongly preferred direction in which matter tended to 
move. As a result, halo stars were free to travel along nearly 
any path once they formed (or when their parent systems 
merged), leading to the random halo orbits we observe today. 
After the Galactic disk formed, however, stars that formed 
from its gas and dust inherited its rotational motion and so 
move on well-defined, circular orbits. Again, the thick disk’s 
orbital properties are consistent with the idea that it formed 
while gas was still sinking to the Galaxy’s midplane.

In principle, the structure of our Galaxy bears witness 
to the conditions that created it. In practice, however, the 
interpretation of the observations is made difficult by the 
sheer complexity of the system we inhabit and by the many 
competing physical processes that have modified its appear-
ance since it formed. As a result, the early stages of the Milky 
Way are still quite poorly understood. We will return to the 
subject of galaxy formation in Chapters 24 and 25.

ConCepT Check

4 Why are there no young halo stars?

(a)

Halo–disordered
motion

Rotation

(b)

Gas and
dust

(c)

(d)

Young
stars

Disk–ordered
rotation

As the merged mass spun up, 
gas and dust fell to the plane.

Several dwarf galaxies merged
to form the Milky Way.

The result, highly simpli�ed
here, was our Galaxy.

◀ fIgure 23.14 Milky Way 
formation (a) the Milky Way Galaxy 
likely formed by a merger of several 
smaller systems. (b) Early on, our 
Galaxy was irregularly shaped, with gas 
distributed throughout its volume. 
When stars formed during this stage, 
their orbits carried them throughout 
an extended three-dimensional volume 
surrounding the newborn Galaxy. (c) In 
time, the gas and dust fell to the Galactic 
plane and formed a spinning disk. the 
stars that had already formed were left 
behind in the halo. (d) New stars forming 
in the disk inherit its overall rotation and 
so orbit the Galactic center on ordered, 
circular orbits.
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23.5 Galactic Spiral Arms
If we want to look beyond our immediate neighborhood and 
study the full extent of the Galactic disk, we cannot rely on 
optical observations, as interstellar absorption severely lim-
its our vision. In the 1950s, astronomers developed a very 
important tool for exploring the distribution of gas in our 
Galaxy: spectroscopic radio astronomy.

Radio Maps of the Milky Way
The keys to observing Galactic interstellar gas are the 
21-cm radio emission line produced by atomic hydrogen 
and the many radio molecular lines formed in molecular 
cloud complexes.  (Sec. 18.4) Long-wavelength radio 
waves are largely unaffected by interstellar dust, so they 
travel more or less unimpeded through the Galactic disk, 
allowing us to “see” to great distances. Because hydrogen is 
by far the most abundant element in interstellar space, the 
21-cm signals are strong enough that a large portion of the 
disk can be observed in this way. As noted in Chapter 18, 
observations of spectral lines from “tracer” molecules, such 
as carbon monoxide, allow us to study the distribution of 
the densest interstellar clouds.  (Sec. 18.5)

Earlier, we noted that observations of stars within sev-
eral hundred parsecs of the Sun have allowed astronomers 
to measure the rotation rate of the Galaxy in the solar 
neighborhood. As indicated in Figure 23.15, in order to 
probe to greater distances, astronomers often turn to radio 

observations (illustrated here with 21-cm radiation), because  
long-wavelength radio waves are largely unaffected by inter-
stellar dust, allowing astronomers to study virtually the 
entire Galactic disk.  (Sec. 18.4)

However, the distances to the clouds emitting the radio 
radiation are often poorly known. To determine a cloud’s 
location in the disk, astronomers use all available data, 
coupled with knowledge of Newtonian mechanics, to con-
struct a mathematical model of the rotation of stars and gas 
throughout the Galactic disk.  (Sec. 2.8) Assuming cir-
cular orbits, the model allows us to turn a measured radial 
velocity into a distance along the line of sight. As in so many 
areas of astronomy, theory and observations complement 
one another: The data refine the theoretical model, and the 
model in turn provides the framework needed to interpret 
further observations.  (Sec. 1.2)

Radio astronomers couple their observations with this 
Galactic model to turn their measurements into detailed 
information about the distribution of gas along the line of 
sight. Because of the differential rotation described in Sec-
tion. 23.3, the measured velocity of a cloud depends on its 
distance from the Sun (Figure 23.15), and the Galactic model 
provides the connection between the two. Furthermore, the 
strength of the signal is a measure of the density of gas in the 
cloud—denser clouds contain more gas and emit more radia-
tion. Thus, knowing direction, distance, and density, astron-
omers can use observations along different lines of sight to 
map out the radio-emitting gas in our Galaxy.

Spiral Structure
Interstellar gas in the Galactic disk exhibits an organized 
pattern on a grand scale. Near the center, the gas in the disk 
fattens markedly in the Galactic bulge. Radio-emitting gas 

Typical radio spectrum showing how cloud 2 is
blueshifted more than cloud 1.
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▲ fIgure 23.15 gas in the galactic Disk Because the disk of our Galaxy is rotating differentially (inside faster 
than the outside), 21-cm radio signals from different clumps of hydrogen matter along any line of sight are Doppler 
shifted by different amounts. repeated observations in many different directions allow astronomers to map out the 
distribution of gas in our Galaxy.
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has been observed out to at least 50 kpc from the Galactic 
center. Over much of the inner 20 kpc or so of the disk, the 
gas is confined within about 100 pc of the Galactic plane. 
Beyond that distance, the gas distribution spreads out 
somewhat, to a thickness of several kiloparsecs, and shows 
definite signs of being “warped,” possibly because of the 
gravitational influence of a pair of nearby galaxies (to be 
discussed in Chapter 24; see also Figure 23.16).

Radio studies provide perhaps the best direct evidence that 
we live in a spiral galaxy. Figure 23.16 is an artist’s conception 
(based on observational data) of the appearance of our Gal-
axy as seen from far above the disk. The figure clearly shows 
our Galaxy’s spiral arms, pinwheel-like structures originating 
close to the Galactic bulge and extending outward throughout 
much of the Galactic disk. Our Sun lies near the edge of one 
of these arms, which wraps around a large part of the disk. 
Notice, incidentally, the scale markers on Figures 23.9, 23.10, 
and 23.16: The Galactic globular-cluster distribution (Fig-
ure 23.9), the luminous stellar component of the disk (Figure 
23.10), and the known spiral structure (Figure 23.16) all have 
roughly the same diameter—about 30 kpc. This scale is fairly 
typical of spiral galaxies observed elsewhere in the universe.

Survival of the Spiral Arms
The spiral arms in our Galaxy are made up of much more 
than just interstellar gas and dust. Studies of the Galactic disk 
within a kiloparsec or so of the Sun indicate that young stel-
lar and prestellar objects—emission nebulae, O- and B-type 
stars, and recently formed open clusters—are also distrib-
uted in a spiral pattern that closely follows the distribution of 

interstellar clouds. The obvious conclusion is that 
the spiral arms are the part of the Galactic disk 
where star formation takes place. The brightness 
of the young stellar objects just listed is the main 
reason that the spiral arms of other galaxies are 
easily seen from afar (e.g., Figure 23.3a).

A central problem in understanding spiral 
structure is explaining how that structure persists 
over long periods of time. The basic issue is simple: 

Differential rotation makes it impossible for any large-scale 
structure “tied” to the disk material to survive. Figure 23.17  
shows how a spiral pattern consisting always of the same 
group of stars and gas clouds would necessarily disappear 
within a few hundred million years. How, then, do the  
Galaxy’s spiral arms retain their structure over long periods 
in spite of differential rotation?

A leading explanation for the existence of spiral arms 
is that they are spiral density waves—coiled waves of gas 
compression that move through the Galactic disk, squeez-
ing clouds of interstellar gas and triggering the process of 
star formation as they go.  (Sec. 19.5) The spiral arms 
we observe are defined by the denser-than-normal clouds 
of gas the density waves create and by the new stars formed 
as a result of the spiral waves’ passage.

This explanation of spiral structure avoids the problem 
of differential rotation, because the wave pattern is not tied 
to any particular piece of the Galactic disk. The spirals we 
see are merely patterns moving through the disk, not great 
masses of matter being transported from place to place. The 
density wave moves through the collection of stars and gas 
making up the disk just as a sound wave moves through air 
or an ocean wave passes through water, compressing dif-
ferent parts of the disk at different times. Even though the 
rotation rate of the disk material varies with distance from 
the Galactic center, the wave itself remains intact, defining 
the Galaxy’s spiral arms.

In fact, over much of the visible portion of the Galactic 
disk (within about 15 kpc of the center), the spiral wave pattern 
is predicted to rotate more slowly than the stars and gas. Thus, 

Interactive fIgure 23.16 Milky Way Spiral 
Structure this face-on artist’s conception of our 
Milky Way Galaxy illustrates the spiral structure of  
the Galactic disk. It is based on data collected by 
many teams of astronomers during the past few  

decades, including radio and infrared maps of stars, gas, 
and dust. Painted from the perspective of an observer  
100 kpc above the Galactic plane, the spiral arms are at  
their best-determined positions, apparently emanating 
from a bar whose length is twice its width. Everything 
is drawn to scale (except for the oversized yellow dot 
near the top, which represents our Sun). the two 
small blotches to the left are dwarf galaxies, called the 
Magellanic Clouds, which are studied in Chapter 24. 
(Adapted from JPL)

30 kpc

Sun



SECtIoN 23.5 Galactic Spiral arms 593

as shown in Figure 23.18, Galactic material catches up with the 
wave, is temporarily slowed down and compressed as it passes 
through, and then continues on its way. (For a more down-to-
earth example of an analogous process, see Discovery 23-2.)

As material enters the 
density wave from behind, 
the gas is compressed and 
forms stars. Dust lanes mark 
the regions of highest-density 
gas. The most prominent 
stars—the bright O- and 
B-type blue giants—live for 
only a short time, so young 
stellar associations, emission 
nebulae, and open clusters 
with long main sequences are 
found only within the arms, 
near their birth sites, just 
ahead of the dust lanes. The 
brightness of these young 
systems emphasizes the spi-

ral structure. Further downstream, ahead of the spiral arms, 
we see mostly older stars and star clusters. These objects 
have had enough time since their formation to outdistance 
the wave and pull away from it. Over millions of years, their 
random individual motions, superimposed on their overall 
rotation around the Galactic center, distort and eventually 
destroy their original spiral configuration, and they become 
part of the general disk population.

Note, incidentally, that although the spirals shown in 
Figure 23.18 have two arms each, astronomers are not cer-
tain how many arms make up the spiral structure in our 

The red arrows
portray time’s 
passage from
left to right .

This idea of
how spiral
arms change
is probably
wrong.

This idea of spiral arm construction is probably
correct  cbut no one knows for sure.

In this painting, red arrows indicate gas motion
and white arrows the spiral
arm motion.

Dust lane
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Interactive fIgure 23.18 Spiral Density Waves  
Density-wave theory holds that the spiral arms seen in our own 
and many other galaxies are waves of gas compression and star 
formation moving through the material of the galactic disk. Gas 

enters an arm from behind, is compressed, and forms stars. the spiral 
pattern is delineated by dust lanes, regions of high gas density, and newly 
formed o- and B-type stars. the inset at right shows the spiral galaxy  
NGC 1566, which displays many of the features just described. (AURA)

Interactive fIgure 23.17 Differential galactic rotation the disk of our Galaxy rotates differentially, 
as depicted by the small white arrows that represent the angular speed of the disk. If spiral arms were somehow 
tied to the material of the Galactic disk, such an uneven rotation would cause the spiral pattern to wind up and 
disappear in a few hundred million years. Spiral arms would be too short-lived to be consistent with the numbers 
of spiral galaxies observed today.
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Density Waves
In the late 1960s, American astrophysicists C. C. Lin and Frank 
Shu proposed a way in which spiral arms in the Galaxy could 
persist for many Galactic rotations. They argued that the arms 
themselves contain no “permanent” matter. They should thus 
not be viewed as assemblages of stars, gas, and dust moving in-
tact through the disk—those would quickly be destroyed by dif-
ferential rotation. Instead, a spiral arm should be envisaged as a 
density wave—a wave of compression and expansion sweeping 
through the Galaxy.

A wave in water builds up material temporarily in some 
places (crests) and lets it down in others (troughs). The wave 
pattern moves across the water, even though the water com-
prising the peaks and troughs does not.  (Sec. 3.1) Similarly, 
as the spiral density wave encounters galactic matter, the gas 
is compressed to form a region of slightly higher than normal 
density. Galactic material enters the wave, is temporarily slowed 
down and compressed as it passes through, and then contin-
ues on its way. The compression triggers the formation of new 
stars and nebulae. In this way, the spiral arms are formed and 
re-formed repeatedly, without disappearing completely. Lin and 
Shu showed that the process can in fact maintain a spiral pat-
tern for very long periods.

The accompanying figure 
illustrates the formation of a 
density wave in a much more 
familiar context: a traffic jam on 
a highway, triggered by the pres-
ence of a repair crew moving 
slowly down the road. As cars 
approach the crew, they slow 
down temporarily. Then they 
speed up again as they pass the 
work site and continue on their 
way. The result, as might be re-
ported by a high-flying traffic 
helicopter, is a region of high 
traffic density, concentrated 
around the location of the work 
crew and moving with it. An 

observer on the side of the road, however, sees that the jam never 
contains the same cars for very long. Cars constantly catch up to 
the bottleneck, move slowly through it, and then speed up again, 
only to be replaced by more cars arriving from behind.

The traffic jam is analogous to the region of high stellar 
density in a Galactic spiral arm. Just as the traffic density wave 
is not tied to any particular group of cars, the spiral arms are 
not attached to any particular piece of disk material. Stars and 
gas enter a spiral arm, slow down for a while, then continue on 
their orbits around the Galactic center. The result is a moving 
region of high stellar and gas density, involving different parts 
of the disk at different times. Notice also that, just as in our  
Galaxy, the wave moves more slowly than, and independently 
of, the overall traffic flow.

We can extend our traffic analogy a little further. Most driv-
ers are well aware that the effects of such a tie-up can persist long 
after the road crew responsible for it has stopped work and gone 
home for the night. Similarly, spiral density waves can continue 
to move through the disk even after the disturbance that origi-
nally produced them has long since subsided. According to spi-
ral density wave theory, that is precisely what has happened in 
the Milky Way. Some disturbance in the past produced the wave, 
which has been moving through the Galactic disk ever since.

DISCoVEry 23-2
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own Galaxy (see Figure 23.16). The theory makes no strong 
predictions on this point.

An alternative possibility is that the formation of stars 
drives the waves, instead of the other way around. Imagine 
a row of newly formed massive stars somewhere in the disk. 
The emission nebula created when these stars form, and the 
supernovae when they die, send shock waves through the 
surrounding gas, triggering new star formation.  (Secs. 
19.5, 21.5) Thus, as illustrated in Figure 23.19(a), the for-
mation of one group of stars provides the mechanism for 

the creation of others. Computer simulations suggest that 
it is possible for the “wave” of star formation created in 
this manner to take on the form of a partial spiral and for 
the pattern to persist for some time. However, the process, 
sometimes known as self-propagating star formation, can 
produce only pieces of spirals, as are seen in some galaxies 
(Figure 23.19b). It apparently cannot produce the galaxy-
wide spiral arms seen in other galaxies and present in our 
own. It may well be that there is more than one process at 
work in the spectacular spirals we see.
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▲ fIgure 23.19 Self-propagating Star formation (a) In this theory of the formation of spiral arms, the 
shock waves produced by the formation and later evolution of a group of stars provide the trigger for new rounds 
of star formation. Supernova explosions are used to illustrate the point here, but the formation of emission 
nebulae and planetary nebulae is also important. (b) this process may well be responsible for the partial spiral arms 
seen in some galaxies, such as NGC 4314, shown here in true color. (R. Gendler)

Again, time unfolds left to right, creating new stars over and over  c
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Origin of Spiral Structure
An important question (but one that unfortunately is not 
answered by either of the two theories just described) is 
Where do these spirals come from? What was responsible for 
generating the density wave in the first place or for creating 
the line of newborn stars whose evolution drives the advanc-
ing spiral arm? Scientists speculate that (1) the gravitational 
effects of our satellite galaxies (the Magellanic Clouds, to be 
discussed in Chapter 24), (2) instabilities in the gas near the 
Galactic bulge, or (3) the possible barlike asymmetry within 
the bulge itself may have had a big enough influence on the 
disk to get the process going.

The first possibility is supported by growing evidence 
that many other spiral galaxies seem to have been affected 
by gravitational interactions with neighboring systems in 
the relatively recent past (see Chapter 24). However, many 
astronomers still regard the other two possibilities as 
equally likely. For example, they point to isolated spirals, 
whose structure clearly cannot be the result of an exter-
nal interaction. The fact is that we still don’t know for sure 
how galaxies—including our own—acquire such beautiful 
spiral arms.

ConCepT Check

4 Why can’t spiral arms simply be clouds of gas and 
young stars orbiting the Galactic center?

23.6  The Mass of the Milky  
Way Galaxy

We can measure our Galaxy’s mass by studying the motions 
of gas clouds and stars in the Galactic disk. Recall from 
Chapter 2 that Newton’s law of gravity (in the form of the 
modified version of Kepler’s third law) connects the period, 
orbital size, and masses of any two objects in orbit around 
each other:  (Sec. 2.8)

total mass (solar masses) =
orbital size (AU) 3

orbital period (years)2
.

As we saw earlier, the distance from the Sun to the Galac-
tic center is about 8 kpc, and the Sun’s orbital period is 225 
million years. Substituting these numbers into the pre-
ceding equation, we obtain a mass of (8000 × 206,000)3/
(225,000,000)2, or almost 9 × 1010 solar masses—90 billion 
times the mass of our Sun!

But what mass have we just measured? When we per-
formed the analogous calculation in the case of a planet 
orbiting the Sun, there was no ambiguity: The result of our 
calculation was the mass of the Sun.  (More Precisely 2-2)  
However, the Galaxy’s matter is not concentrated at the Galac-
tic center (as the Sun’s mass is concentrated at the center of 
the solar system); instead, Galactic matter is distributed over a 
large volume of space. Some of it lies inside the Sun’s orbit (i.e., 
within 8 kpc of the Galactic center), and some lies outside, at 
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large distances from both the Sun and the center of the Galaxy. 
What portion of the Galaxy’s mass controls the Sun’s orbit? 
Isaac Newton answered this question three centuries ago: The 
Sun’s orbital period is determined by the portion of the Galaxy 
that lies within the orbit of the Sun (Figure 23.20). This is the 
mass computed in the foregoing equation.

Galactic Rotation
The Sun’s motion around the Galactic center tells us that 
the total Galactic mass within the Sun’s orbit is about 90 
billion solar masses, but it says nothing about the mass 
lying outside that orbit—that is, more than 8 kpc from 
the center. To determine the mass of the Galaxy on larger 
scales, we must measure the orbital motion of stars and gas 
at greater distances from the Galactic center. Astronomers 
have found that the most effective way to do this is to make 
radio observations of gas in the Galactic disk, because radio 
waves are relatively unaffected by interstellar absorption 
and allow us to probe to great distances, 
far beyond the Sun’s orbit. On the basis 
of these studies, radio astronomers have 
determined our Galaxy’s rotation rate at 
various distances from the Galactic center. 
The resultant plot of rotation speed versus 
distance from the center (Figure 23.21) is 
called the Galactic rotation curve.

Knowing the Galactic rotation curve, 
we can now repeat our earlier calculation 
to compute the total mass that lies within 
any given distance from the Galactic center. 
We find, for example, that the mass within 
about 15 kpc from the center—the volume 
defined by the globular clusters and the 
known spiral structure—is roughly 2 × 1011 
solar masses, about twice the mass con-
tained within the Sun’s orbit. Does the dis-
tribution of matter in the Galaxy “cut off” 
beyond 15 kpc, where the luminosity drops 
off sharply? Surprisingly, it does not.

Newton’s laws of motion predict that if all of 
the mass of the Galaxy were contained within 
the edge of the visible structure, then the orbital 
speed of stars and gas beyond 15 kpc would 

decrease with increasing distance from the Galactic  
center, just as the orbital speeds of the planets dimin-

ish as we move outward from the Sun. The dashed line in  
Figure 23.21 indicates what the rotation curve would look like 
in that case. However, the true rotation curve is quite differ-
ent: Far from falling off at larger distances, it rises slightly, out 
to the limits of our measurement capabilities. This slight rise 
implies that the amount of mass contained within succes-
sively larger radii continues to grow beyond the orbit of the 
Sun, apparently out to a distance of at least 40 or 50 kpc.

According to the equation presented at the beginning of 
this section, the amount of mass within 40 kpc is approxi-
mately 6 × 1011 solar masses. Since 2 × 1011 solar masses lie 
within 15 kpc of the Galactic center, we have to conclude 
that at least twice as much mass lies outside the luminous 
part of our Galaxy—the part made up of stars, star clusters, 
and spiral arms—as lies inside!

Dark Matter
On the basis of these observations of the Galactic rotation 
curve, astronomers now regard the luminous portion of the 
Milky Way Galaxy—the region outlined by the globular clus-
ters and by the spiral arms—as merely the “tip of the Galactic 
iceberg.” Our Galaxy is in reality very much larger. The lumi-
nous region is surrounded by an extensive, invisible dark halo, 
which dwarfs the inner halo of stars and globular clusters and 
extends well beyond the 15-kpc radius once thought to repre-
sent the limit of our Galaxy. But what is the composition of 

▲ fIgure 23.21 galaxy rotation Curve the rotation curve for the Milky Way 
Galaxy plots rotation speed against distance from the Galactic center. the dashed curve is 
the rotation curve expected if the Galaxy “ended” abruptly at a radius of 15 kpc, the limit 
of most of the known spiral structure. the fact that the red curve does not follow this 
dashed line, but instead stays well above it, indicates that additional unseen matter must 
be beyond that radius.

Far from the Galaxy’s center, the data (red)
do not agree with theory (dashed).
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▲ fIgure 23.20 Weighing the galaxy the orbital speed of a 
star or gas cloud moving around the Galactic center is determined only 
by the mass of the Galaxy lying inside the orbit (within the gray-shaded 
sphere). thus, to measure the Galaxy’s total mass, we must observe 
objects orbiting at large distances from the center.
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this dark halo? We do not detect enough stars or interstellar 
matter to account for the mass that our computations tell us 
must be there. We are inescapably drawn to the conclusion 
that most of the mass in our Galaxy exists in the form of invis-
ible dark matter, which we presently do not understand.

Note, incidentally, that even the “visible” portion of our 
Galaxy contains substantial amounts of dark matter. The total 
mass of stars and gas within 15 kpc of the center is estimated, 
from direct measurements of the luminosities of stars and 
radio emission from the interstellar medium, to be around  
6 × 1010 solar masses. Most of this mass lies in the disk. Com-
paring this mass with that inferred from the Galactic rotation 
curve, we see that, even inside this luminous region, dark mat-
ter accounts for roughly two-thirds of the Galaxy’s total mass.

The term dark here does not refer just to matter that 
is undetectable in visible light: The material has (so far) 
escaped detection at all wavelengths, from radio to gamma 
rays. Only by its gravitational pull do we know of its exist-
ence. Dark matter is not hydrogen gas (atomic or molecu-
lar), nor is it made up of ordinary stars. Given the amount 
of matter that must be accounted for, we would have been 
able to detect it with present-day instruments if it were in 
either of those forms. Its nature and its consequences for the 
evolution of galaxies and the universe are among the most 
important questions in astronomy today.

Many candidates have been suggested for this dark  
matter, although none is proven. Stellar-mass black holes 
may supply some of the unseen mass, but given that they are 
the evolutionary products of (relatively rare) massive stars, it 
is unlikely that there could be enough of them to hide large 
amounts of Galactic matter.  (Sec. 22.8) 
Currently among the strongest “stel-
lar” contenders are brown dwarfs—
low-mass prestellar objects that never 
reached the point of core nuclear burn-
ing—white dwarfs, and faint, low-mass 
red dwarfs.  (Secs. 19.3, 20.3) In the 
jargon of the field, these objects are col-
lectively known as MAssive Compact 
Halo Objects, or MACHOs for short. In  
principle, they could exist in great num-
bers throughout the Galaxy, yet would 
be exceedingly hard to see because they 
are so faint.

Hubble Space Telescope obser-
vations of globular clusters seem to 
argue against at least the last of the 
three possibilities listed for MACHOs.  
Figure 23.22 shows a Hubble image 
of a relatively nearby globular clus-
ter—one close enough that very faint 
red dwarfs could have been detected if 
any existed. The Hubble data suggest 
that there is a cutoff at about 0.2 solar 

mass, below which stars form much less frequently than had 
previously been supposed. As a result, stars with very low 
mass may be unexpectedly rare, at least in the Galactic halo.

A radically different alternative is that the dark matter 
is made up of exotic subatomic particles that pervade the 
entire universe. To account for the properties of dark mat-
ter, these particles must have mass (to produce the observed 
gravitational effects), but also must interact hardly at all 
with “normal” matter (because otherwise we would be able 
to see them). One class of candidate particles satisfying these 
requirements has been dubbed Weakly Interacting Massive 
Particles, or WIMPs. Many astrophysicists think that such 
“dark-matter particles” could have been produced in abun-
dance during the very earliest moments of our universe. If 
they survived to the present day, there might be enough of 
them to account for all the dark matter apparently out there. 
We will discuss this possibility and its far-reaching implica-
tions in more detail in Chapter 27. These ideas are hard to 
test, however, because these particles would necessarily be 
very difficult to detect. Several detection experiments on 
Earth have been attempted, so far without success.

A few astronomers have proposed a very different expla-
nation for the “dark matter problem,” suggesting that its res-
olution may lie not in the nature of dark matter, but rather 
in a modification to Newton’s law of gravity that increases 
the gravitational force on very large (galactic) scales, doing 
away with the need for dark matter in the first place. We 
emphasize that the vast majority of scientists do not accept 

0.5 light-yearR I V U X G

▲ fIgure 23.22 Missing red Dwarfs Sensitive visible-light observations with the Hubble 
Space telescope have apparently ruled out faint red-dwarf stars as candidates for dark matter. 
the object shown here, the globular cluster 47 tucanae, is one of many regions searched in the 
Milky Way. the inset is a high-resolution Hubble image of part of the cluster. the red dwarfs that 
would be expected if they existed in sufficient numbers to account for the dark matter in the 
Galaxy are not found. (the red stars that are seen are giants.) (AAT; NASA)
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this view in any way. However, the very fact that such an 
unorthodox solution has even been proposed is a testament 
to our current level of uncertainty. Dark matter is one of the 
great unsolved mysteries in astronomy today.

The Search for Stellar Dark Matter
Recently, researchers have obtained insight into the dis-
tribution of stellar dark matter by using a key element of 
Albert Einstein’s theory of general relativity: the prediction 
that a beam of light can be deflected by a gravitational field, 
which has already been verified in the case of starlight that 
passes close to the Sun.  (Sec. 22.6, More Precisely 22-1) 
The effect is small in the case of light grazing the Sun, but it 
has the potential for making distant and otherwise invisible 
stellar objects observable from Earth. Here’s how.

Imagine looking at a distant star as a faint foreground 
object (a MACHO, such as a brown or white dwarf) happens 
to cross your line of sight. As illustrated in Figure 23.23, the 

intervening object deflects a little more starlight than usual 
toward you, resulting in a temporary, but quite substantial, 
brightening of the distant star. In some ways, the effect is like 
the focusing of light by a lens, so the process is known as 
gravitational lensing. The foreground object is referred to 
as a gravitational lens. The amount of brightening and the 
duration of the effect depend on the mass, distance, and 
speed of the lensing object. Typically, the apparent bright-
ness of the background star increases by a factor of two to 
five for a period of several weeks. Thus, even though the 
foreground object cannot be seen directly, its effect on the 
light of the background star makes it detectable. (In Chapter 
25, we will encounter other instances of gravitational lens-
ing in the universe, but on very much larger scales.)

Of course, stars are very small compared with the dis-
tance scale of the Galaxy, and the probability that one star 
will pass almost directly in front of another, as seen from 
Earth, is extremely low. But by observing millions of stars 
every few days over a period of years (using automated 

Faint
foreground

object

Observer sees

Star

Light  
from star

Star

Star

Star

Gravitational
lensing

Lensed
star

More light
reaches eye

(a)

(b)
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In this 
diagram, 
the lensing 
object passes 
in front of our 
�eld of view, 
from top to 
bottom.

▲ fIgure 23.23 gravitational Lensing (a) Gravitational lensing by a faint foreground object (such as a brown 
dwarf) can temporarily cause a background star to brighten significantly, providing a means of detecting otherwise 
invisible stellar dark matter. (b) these two images show the brightening of a star during a lensing event, this one 
implying that a massive, but unseen, object passed in front of the unnamed star at the center of the two boxes imaged 
6 months apart. (AURA)
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telescopes and high-speed computers to reduce the bur-
den of coping with so much data), astronomers have been 
able to see enough of these events to estimate the amount 
of stellar dark matter in the Galactic halo. The technique 
represents an exciting new means of probing the structure 
of our Galaxy. The observations are consistent with lensing 
by low-mass white dwarfs and suggest that such stars could 
account for a significant fraction—perhaps as much as 20 
percent—but apparently not all, of the dark matter inferred 
from dynamical studies.

Bear in mind, though, that the identity of the dark mat-
ter is not necessarily an all-or-nothing proposition. It is per-
fectly conceivable—and, in fact, most astronomers think it 
likely—that more than one type of dark matter exists. For 
example, it is quite possible that most of the dark matter in 
the inner (visible) parts of galaxies is in the form of brown 
dwarfs and very low mass stars, whereas the dark matter far-
ther out may be primarily in the form of exotic particles. We 
will return to this perplexing problem in later chapters, when 
we discuss some theories of how galaxies form and evolve, 
and how matter in the universe may have come into being.

proCeSS of SCIenCe Check

4 The nature of dark matter particles is unknown, yet 
most scientists regard these particles as the best  
solution to the dark matter problem. How do you 
think these statements square with the experimental 
scientific method presented in Section 1.2?

23.7  The Galactic Center
Theory predicts that the Galactic bulge should be densely 
populated with billions of stars, with the highest densities 
found closest to the Galactic center. However, we are unable 
to see this central region of our Galaxy—the interstellar 
medium in the Galactic disk shrouds what otherwise would 
be a stunning view. Figure 23.24 shows the optical view we do 
have of the part of the Milky Way toward the Galactic center, 
in the general direction of the constellation Sagittarius. Here, 
the Galactic plane is nearly vertical.

Observations at other wavelengths allow us to peer more 
deeply into the congested central regions of our Galaxy. The 
inset to Figure 23.24 is an adaptive-optics infrared image of 
the innermost parsec.  (Sec. 5.4) It shows a dense central 
cluster containing roughly 1 million stars. That’s a stellar den-
sity some 10 million times greater than in our solar neighbor-
hood, high enough that stars must experience frequent close 
encounters and even collisions with one another.

Over the past two decades, combined radio, infrared, 
and X-ray observations have allowed astronomers to paint 
a detailed—and intriguing—picture of the Galactic center. 
They reveal complex structure on many scales, and violent 
activity in our Galaxy’s core.

Galactic Activity
Figure 23.25(a) is an infrared view of part of Figure 23.24, with 
the Galactic plane now horizontal. On this scale, infrared radi-
ation has been detected from what appear to be huge clouds 

R I V U X G R I V U X G

0.3 pc

M8

Interactive fIgure 23.24 galactic Center Photograph of stellar and interstellar matter in the direction  
of the Galactic center. Because of heavy obscuration, even the largest optical telescopes can see no farther  
than one-tenth the distance to the center. to connect with previous figures, the M8 nebula can be seen at 
extreme top center.  (Sec. 18.2) the field is roughly 10° vertically across and is a continuation of the bottom 

part of Figure 18.5. the overlaid box outlines the location of the center of our Galaxy. the inset at right shows an 
adaptive-optics infrared view of the dense stellar cluster surrounding the Galactic center, whose very core is indicated 
by the twin arrows. (AURA; ESO)
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rich in dust. Radio observations indicate a ring of molecular 
gas nearly 400 pc across, containing hundreds of thousands 
of solar masses of material and rotating around the Galactic 
center at about 100 km/s. The origin of this ring is unclear, 
although researchers think that the gravity of the Galaxy’s 
central rotating bar may deflect gas from farther out into the 
dense central regions.

Higher-resolution radio observations reveal further 
structure on smaller scales. Figure 23.25(b) shows a region 
called Sagittarius A. (The name simply means that it is the 

R I V U X G

R I V U X G

R I V U X G
(a)

(b)

(c)

(d)

1 pc

25 pc

R I V U X G

Sgr A*

5 pc

100 pc

▲ fIgure 23.25 galactic Center Close-up (a) an infrared image around the center of our Galaxy (within the white 
box) shows many bright stars packed into a relatively small volume. the average density of matter in this boxed region is 
estimated to be about a million times that in the solar neighborhood. (b) the central portion of our Galaxy, as observed 
in the radio part of the spectrum, shows a region about 100 pc across surrounding the Galactic center (which lies within 
the orange-yellow blob at bottom right). the long-wavelength radio emission cuts through the Galaxy’s dust, providing 
a view of matter in the immediate vicinity of the Galaxy’s center. (c) this Chandra image shows the relation of a hot 
supernova remnant (red) and Sgr a*, the suspected black hole at the very center of our Galaxy. (d) the spiral pattern of 
radio emission arising from Sagittarius a itself suggests a rotating ring of matter only a few parsecs across. all images are 
false-color, since they lie outside the visible spectrum. (SST; NRAO; NASA)

brightest radio source in the constellation Sagittarius.) It 
lies at the center of the boxed region in Figure 23.24 and 
Figure 23.25(a)—and, we think, at the center of our Galaxy. 
On a scale of about 25 pc, extended filaments can be seen. 
Their presence suggests to many astronomers that strong 
magnetic fields operate in the vicinity of the center, creating 
structures similar in appearance to (but much larger than) 
those observed on the active Sun.  (Sec. 16.5)

On even smaller scales (Figure 23.25c), Chandra obser-
vations indicate an extended region of hot X-ray-emitting gas, 
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◀ fIgure 23.26 orbits near the galactic Center this extremely close-up map 
of the Galactic center (left) was obtained by infrared adaptive optics, resulting in an 
ultra-high-resolution image of the innermost 0.1 pc of the Milky Way. the inset shows 
the orbit of the innermost star in the frame, labeled S2, between 1992 and 2003. the 
solid line shows the best-fitting orbit for S2 around a black hole of 4 million solar masses, 
located at Sgr a* (marked with a cross). (ESO)

apparently associated with a supernova remnant, in addition 
to many other individual bright X-ray sources. And within 
that lies a rotating ring or disk of molecular gas only a few par 
secs across, with streams of matter spiraling inward toward 
the center (shown, again in the radio, in Figure 23.25d). Note 
that the scale of this disk is comparable to that of the dense 
central cluster shown in the inset to Figure 23.24.

What could cause all this activity? An important clue 
comes from the Doppler broadening of infrared spectral 
lines emitted from the central swirling whirlpool of gas. 

 (Sec. 4.5) The extent of the broadening indicates that 
the gas is moving very rapidly. In order to keep this gas in 
orbit, whatever is at the center must be extremely massive—
more than a million solar masses. Given the twin require-
ments of large mass and small size, a leading contender is a 
supermassive black hole.  (Sec. 22.8)

The hole itself is not the source of the energy, of course. 
Instead, the vast accretion disk of matter drawn toward the 
hole by the enormous gravity emits the energy as it falls in, 
just as we saw (on a much smaller scale) in Chapter 22 when 
we discussed X-ray emission from neutron stars and stellar-
mass black holes.  (Secs. 22.3, 22.8) The strong magnetic 
fields, thought to be generated within the accretion disk as  
matter spirals inward, may act as “particle accelerators,” cre-
ating extremely high-energy particles detected on Earth as  
cosmic rays. In the late 1990s, the Compton Gamma Ray Obser-
vatory found indirect evidence for a fountain of high-energy 
particles, possibly produced by violent processes close to the 
event horizon, gushing outward from the hole into the halo 
more than a thousand parsecs beyond the Galactic center. 

 (Sec. 5.7) Astronomers have reason to suspect that similar 
events are occurring at the centers of many other galaxies.

The Central Black Hole
Astronomers have identified a candidate for the supermassive 
black hole at the Galactic center. At the very heart of Sagittarius 
A, is a remarkable object with the odd-sounding name Sgr A* 
(pronounced “saj ay star”). By the standards of the active galax-
ies to be studied in Chapter 24, this compact Galactic nucleus 
is not particularly energetic. Still, radio observations made 
during the past two decades, along with more recent X- and 
gamma-ray observations, suggest that it is nevertheless a pretty 
violent place. Its total energy output (at all wavelengths) is esti-
mated to be 1033 W, more than a million times that of the Sun.

VLBI observations using radio telescopes arrayed from 
Hawaii to Massachusetts imply that Sgr A* cannot be much 
larger than 10 AU, and it is probably a good deal smaller 
than that.  (Sec. 5.6) This size is consistent with the view 
that the energy source is a massive black hole. Figure 23.26 is 
perhaps the strongest evidence to date supporting the black-
hole picture. It shows a high-resolution infrared image of 
the innermost 0.04 pc (or 8000 AU across) near the Galactic 
center, centered on Sgr A*. Using advanced adaptive-optics 
techniques on the Keck telescopes and the VLT, U.S. and 
European researchers have created the first-ever diffraction-
limited (0.05” resolution) images of the region.  (Sec. 5.4)

Remarkably, the image quality is good enough that the 
proper motions of several of the stars—their orbits around the 
Galactic center—can clearly be seen. The inset shows a series 
of observations of one of the brightest stars—called S2—over a 
10-year period. The motion is consistent with an orbit around 
a massive object at the location of Sgr A*, in accordance with 
Newton’s laws of motion.  (Sec. 2.7). The solid curve on the 
figure shows the elliptical orbit that best fits the observations: 
a 15-year orbit with a semimajor axis of 950 AU, correspond-

ing (from Kepler’s third law, as 
modified by Newton) to a cen-
tral mass of approximately 4 
million solar masses. The small 
size of the central object is very 
clearly demonstrated by the 
motion of another star in the 
group (S16), whose extremely 
eccentric orbit brings it within 
just 45 AU of the center.

Other observations, using 
adaptive-optics infrared-
imaging techniques, have 
revealed a bright source very 
close to Sgr A* that seems to 
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▲ fIgure 23.27 galactic Center Zoom this series of artist’s conceptions of the Galactic center depicts each 
frame increasing in resolution by a factor of 10. Frame (a) is the same scene as Figure 23.16. Frame (f) is a rendition of 
a vast whirlpool within the innermost 0.5 parsec of our Galaxy. the data imaged in Figure 23.25 do not closely match 
these artistic renderings because the Figure 23.25 view is parallel to the Galactic disk—along the line of sight from 
the Sun to the Galactic center—whereas these six paintings portray a simplified view perpendicular to the disk, while 
progressively zooming down onto that disk. (Adapted from L. Chaisson)

(a) (b) (c)50 kpc 5 kpc 500 pc

vary with a 10-minute period.  (Sec. 5.4) The source could 
be a hot spot on the accretion disk that circles the purported 
hole. Note that, even with the large mass just mentioned, if Sgr 
A* is a genuine black hole, the size of its event horizon is still 
only 0.02 AU.  (Sec. 22.5) Such a small region, 8 kpc away, is 
currently unresolvable, although radio astronomers are hope-
ful that improving VLBI techniques will allow them to “see” 
the event horizon and study the surrounding accretion disk 
within the next decade.

Figure 23.27 places these findings into a simplified per-
spective. Each frame is centered on the Galaxy’s core, increas-
ing in resolution by a factor of 10 from one to the next. Frame (a) 
renders the Galaxy’s overall shape, as painted in Figure 23.16.  
This frame measures about 50 kpc across. Frame (b) spans a 
distance of 5 kpc from side to side and is nearly filled by the 
Galactic bar and the great sweep of the innermost spiral arm. 
Moving in to a 500-pc span, frame (c) depicts part of the 400-
pc ring of gas mentioned earlier. The dark blobs represent 
giant molecular clouds and the pink patches emission nebulae 
associated with star formation within those clouds. In parts 
(b) and (c), the artist has peeled away the bright bulge, ena-
bling us to “see” better into the central regions.

In frame (d), at 50 pc, a pinkish (thin, warm) region of 
ionized gas surrounds the reddish (denser, warmer) heart 
of the Galaxy, corresponding approximately to the images 
shown in Figure 23.25(b) and (c). The energy responsible for 
this vast ionized region comes from frequent supernovae and 
other violent phenomena in the Galactic center. Recent multi-
wavelength observations reveal that this intense activity has 

blasted huge (10 kpc long) magnetized jets of high-energy 
particles out of the Galactic center, roughly perpendicular to 
the disk. The total energy in the jets exceeds that of a typical 
supernova by about a factor of a million. Also shown in frame 
(d) are numerous young dense star clusters, further evidence 
of recent bursts of star formation near the Galactic center.

Frame (e), spanning 5 pc, depicts the central star clus-
ter (diluted in the painting for clarity)and the surround-
ing star-forming ring, along with the tilted, spinning 
whirlpool of hot (104 K) gas surrounding the center of our 
Galaxy. The innermost part of this gigantic whirlpool is 
shown in frame (f), in which a swiftly spinning, white-hot 
disk of gas with temperatures in the millions of kelvins 
nearly engulfs the central black hole (marked by as the 
black dot). Two rings of stars, possibly the remains of dis-
rupted star clusters, can also be seen. The black hole itself, 
and the stellar orbits shown in Figure 23.26, are far too 
small to be pictured on this scale.

The last decade has seen an explosion in our knowledge 
of the innermost few parsecs of our Galaxy, and astronomers 
are working hard to decipher the clues hidden within its 
invisible radiation. Still, we are only now beginning to appre-
ciate the full complexity of this strange new realm deep in 
the heart of the Milky Way.

ConCepT Check

4 What is the most likely explanation for the energetic 
events observed at the Galactic center?
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(d) (e) (f)50 pc 5 pc 0.5 pc

1  A galaxy (p. 578) is a huge col-
lection of stellar and interstellar matter 
isolated in space and bound together by 
its own gravity. Because we live within 
it, the Galactic disk (p. 578) of our 
own Milky Way Galaxy appears as 
a broad band of light across the sky, a 
band called the Milky Way. Near the center, the disk thickens into 
the Galactic bulge (p. 578). The disk is surrounded by a roughly 
spherical Galactic halo (p. 578) of old stars and star clusters. 
Like many others visible in the sky, our Galaxy is a spiral galaxy 
(p. 580). Disk and halo stars differ in their spatial distributions, 
ages, colors, and orbital motion. The luminous portion of our 
Galaxy has a diameter of about 30 kpc. In the vicinity of the Sun, 
the Galactic disk is about 300 pc thick.
2  The halo can be studied using variable stars (p. 581), 

whose luminosity changes with time. Pulsating variable stars 
(p. 581) vary in brightness in a repetitive and predictable way. 
Of particular importance to astronomers are RR Lyrae variables 
(p. 581) and Cepheid variables (p. 581). All RR Lyrae stars 

have roughly the same luminosity. For 
Cepheids, the luminosity can be deter-
mined using the period–luminosity 
relationship (p. 583). Knowing the 
luminosity, astronomers can apply 
the inverse-square law to determine  
the distance. The brightest Cepheids 
can be seen at distances of millions of parsecs, extending the 
cosmic distance ladder well beyond our own Galaxy. In the early 
20th century, Harlow Shapley used RR Lyrae stars to determine 
the distances to many of the Galaxy’s globular clusters and found 
that they have a roughly spherical distribution in space, but the 
center of the sphere lies far from the Sun. 
The center of their distribution is close 
to the Galactic center (p. 585), about  
8 kpc away.
3  Stars and gas within the Galactic 

disk move on roughly circular orbits 
around the Galactic center. Stars in the 
halo and bulge move on largely random 

The Big Question How big is the Milky Way? How well do we know the size, shape, and mass 
of our colossal home in the cosmos? In recent years, astronomers have upsized our system of stars, gas, 
and dark matter. Its total mass has been upgraded by nearly a factor of ten, its extended halo might reach 
halfway to the nearest galaxy, and its dark matter outweighs its normal matter by at least a factor of five. 
Even so, we may yet have seriously underestimated the scale of this grand system.

Chapter Review
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three-dimensional orbits that pass repeatedly through the disk 
plane but have no preferred orientation.
4  The Galactic halo lacks gas and dust, so no 

new stars are forming there. All halo stars are old. 
The gas-rich disk is the site of current star forma-
tion and contains many young stars. Halo stars 
appeared early on, before the Galactic disk took 
shape, when there was no preferred orientation 
for their orbits. After the disk formed, stars born there inherited its 
overall spin and so move on circular orbits in the Galactic plane.
5  Radio observations clearly reveal the extent of our Galaxy’s  

spiral arms (p. 592), regions of the densest interstellar gas where 
star formation is taking place. The spirals cannot be “tied” to the 
disk material, as the disk’s differential rota-
tion would have wound them up long ago. 
Instead, they may be spiral density waves  
(p. 592) that move through the disk, trigger-
ing star formation as they pass by. Alternatively, 
the spirals may arise from self-propagating 
star formation (p. 594), when shock waves  
produced by the formation and evolution of 
one generation of stars trigger the formation 
of the next.
6  The Galactic rotation curve (p. 596) plots the orbital speed 

of matter in the disk against distance from the Galactic center. By 
applying Newton’s laws of motion, astronomers can determine 

the mass of the Galaxy. They find 
that the Galactic mass continues to 
increase beyond the radius defined 
by the globular clusters and the  
spiral structure we observe. Our 
Galaxy, like many others, has an 
invisible dark halo (p. 596) containing far more mass than can 
be accounted for in the form of luminous matter. The dark matter 
(p. 597) making up these dark halos is of unknown composition. 
Leading candidates include low-mass stars and exotic subatomic 
particles. Recent attempts to detect stellar dark matter have used 
the fact that a faint foreground object can occasionally pass in 
front of a more distant star, deflecting the star’s light and causing 
its apparent brightness to increase temporarily. This deflection is 
called gravitational lensing (p. 598).

7  Astronomers working at infrared and 
radio wavelengths have uncovered evidence 
for energetic activity within a few parsecs of 
the Galactic center. The leading explanation 
is that a black hole roughly 4 million times 
more massive than the Sun resides there. The 
hole lies at the center of a dense star cluster 
containing millions of stars, which is in turn 
surrounded by a star-forming disk of molecular gas. The observed 
activity is thought to be powered by accretion onto the black hole, as 
well as by supernova explosions in the cluster surrounding it.
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For instructor-assigned homework go to Masteringastronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning outcomes.

Review and Discussion

 9. LO5 POS Explain why galactic spiral arms are thought to 
be regions of recent and ongoing star formation.

 10. What is self-propagating star formation?
 11. LO6 What does the rotation curve of our Galaxy tell us 

about the Galaxy’s total mass?
 12. POS What is the evidence for dark matter in the Galaxy? 

Describe some candidates for Galactic dark matter.
 13. What is gravitational lensing, and can astronomers use it to 

search for dark matter?
 14. Why can’t optical astronomers easily study the center of our 

Galaxy?
 15. LO7 POS Why do astronomers think that a supermassive 

black hole lies at the center of the Milky Way Galaxy?

 1. POS What evidence do we have that we live in a disk galaxy?
 2. Why is it difficult to map out our Galaxy from our vantage 

point on Earth?
 3. LO1 POS What do globular clusters tell us about our Gal-

axy and our place within it?
 4. How are Cepheid variables used in determining distances? 

How far away can they be used?
 5. LO2 What important discoveries were made early in the 

20th century by using RR Lyrae variables?
 6. Of what use is radio astronomy in the study of Galactic  

structure?
 7. LO3 Contrast the motions of disk and halo stars.
 8. LO4 What do the red stars in the Galactic halo tell us about 

the history of the Milky Way?

Conceptual Self-Test: Multiple Choice
 1. Most of the bright stars in our Galaxy are located in the  

Galactic (a) center; (b) bulge; (c) halo; (d) disk.
 2. VIS According to Figure 23.7 (“Period–Luminosity Plot”), 

a Cepheid variable star with luminosity 1000 times that of 

(a)

Halo–disordered
motion

Rotation

(b)

Gas and
dust

(c)

(d)

Young
stars

Disk–ordered
rotation

As the merged mass spun up, 
gas and dust fell to the plane.

Several dwarf galaxies merged
to form the Milky Way.

The result, highly simpli�ed
here, was our Galaxy.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • Calculate the angular diameter of a prestellar nebula of ra-
dius 100 AU lying 100 pc from Earth. Compare this with the 
roughly 6° diameter of the Andromeda Galaxy (Figure 23.2a).

 2. •• How close would the nebula in the previous question 
have to be in order to have the same angular diameter as 
Andromeda? Calculate the apparent magnitude of the cen-
tral star if it had a luminosity 10 times that of the Sun.

 3. • What is the greatest distance at which an RR Lyrae star of 
absolute magnitude 0 could be seen by a telescope capable of 
detecting objects as faint as 20th magnitude?

 4. • A typical Cepheid variable is 100 times brighter than a 
typical RR Lyrae star. How much farther away than RR Lyrae 
stars can Cepheids be used as distance-measuring tools?

 5. •• Calculate the proper motion (in arc seconds per year) of 
a globular cluster with a transverse velocity (relative to the 

Sun) of 200 km/s and a distance of 3 kpc. Do you think that 
this motion is measurable?

 6. •• Calculate the total mass of the Galaxy lying within  
20 kpc of the Galactic center if the rotation speed at that  
radius is 240 km/s.

 7. •• Using the data presented in Figure 23.21, estimate  
the distance from the Galactic center at which matter takes 
(a) 100 million years and (b) 500 million years to complete 
one orbit.

 8. •• Material at an angular distance of 0.2” from the Galactic 
center is observed to have an orbital speed of 1200 km/s. If 
the Sun’s distance to the Galactic center is 8 kpc, and the 
material’s orbit is circular and is seen edge-on, calculate the 
radius of the orbit and the mass of the object around which 
the material is orbiting.

Activities
Collaborative

 1. Construct your own version of the Messier Catalog, listing 
the names, types, and coordinates of each of the 110 Messier 
objects. Plot the celestial coordinates—right ascension and 
declination, akin to latitude and longitude on Earth—of all 
objects. Color-code them to distinguish among emission 
nebulae, open star clusters, globular clusters, and galaxies. 
What do you notice about the distributions of these objects 
on the sky? It may help to sketch the location of the Milky 
Way (more research!) on your plot. Why do you think the 
galaxies seem to avoid the Galactic plane?

Individual
 1. Observe the Andromeda Galaxy, M31. It’s the most distant 

object visible to the naked eye, but don’t expect to see anything 
like Figure 23.2(a)! To locate M31, find Polaris, the pole star, and 
the constellations Cassiopeia and Andromeda. Follow a line 
from Polaris through the second “V” in the “W” of Cassiopeia 
and continue south. That line will pass through M31 before 
you reach the northern arc of stars in Andromeda. To the 
unaided eye, from all but the darkest sites, only its nucleus will 
be visible, looking like a slightly fuzzy star. Use binoculars or a 
wide-angle eyepiece to view the galaxy and its disk. Switch to 
higher magnification to view the nucleus and the small satellite 
galaxies M32, just to its south, and M110, to the northwest.

the Sun has a pulsation period of roughly (a) 1 day; (b) 3 
days; (c) 10 days; (d) 50 days.

 3. Globular clusters are found mainly in (a) the Galactic center; 
(b) the Galactic disk; (c) spiral arms; (d) the Galactic halo.

 4. Shapley measured the distances to globular clusters by using 
(a) trigonometric parallax; (b) a comparison of the absolute 
and apparent magnitudes of variable stars; (c) spectroscopic 
parallax; (d) radar ranging.

 5. In the Milky Way Galaxy, our Sun is located (a) near the 
Galactic center; (b) about halfway out from the center; (c) at 
the outer edge; (d) in the halo.

 6. A telescope searching for newly formed stars would  
make the most discoveries if it were pointed (a) directly 
away from the Galactic center; (b) perpendicular to  
the Galactic disk; (c) within a spiral arm; (d) between 
spiral arms.

 7. The first stars that formed in the Milky Way now (a) have 
random orbits in the halo; (b) orbit in the Galactic plane; 
(c) orbit closest to the Galactic center; (d) orbit in the same 
direction as the Milky Way spins.

 8. VIS Figure 23.21 (“Galaxy Rotation Curve”) says (a) the 
Galaxy rotates like a solid body; (b) far from the center, the 
Galaxy rotates more slowly than expected based on the light 
we see; (c) far from the center, the Galaxy rotates more rap-
idly than expected based on the light we see; (d) there is no 
matter beyond 15 kpc from the Galactic center.

 9. Most of the mass of the Milky Way exists in the form of  
(a) stars; (b) gas; (c) dust; (d) dark matter.

 10. The main evidence for a black hole at the Galactic center is 
that (a) stars near the center are disappearing; (b) no stars 
can be seen in the vicinity of the center; (c) stars near the 
center are orbiting some unseen object; (d) the Galaxy 
rotates faster than astronomers expect.
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Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Galaxies
Building BlockS of The uniVerSe

24
As our field of view expands to truly cosmic scales, the focus of 
our studies shifts dramatically. Planets become inconsequential, 
stars themselves mere points of hydrogen consumption. Now 
entire galaxies become the “atoms” from which the universe is 
built—distant realms completely unknown to scientists just a 
century ago.

We know of literally millions of galaxies beyond our own. All 
are vast, gravitationally bound assemblages of stars, gas, dust, dark 
matter, and radiation separated from us by almost incomprehensibly 
large distances. Most galaxies are smaller than the Milky Way, 
some comparable in size, a few much larger. Many seem “normal,” 
like our own Galaxy—the collective output of billions of stars. But 
some are sites of explosive events far more energetic than anything 
ever witnessed in our Galaxy. Such “active” galaxies are probably 
powered by supermasssive black holes.

Learning Outcomes

Studying this chapter will enable you to

1  list the basic properties of normal 
galaxies.

 2  outline the distance-measurement 
techniques that enable astrono-
mers to map the universe beyond 
the Milky Way.

3  describe how galaxies clump into 
groups and clusters.

4  State hubble’s law and explain how 
it is used to derive distances to  
the most remote objects in the 
observable universe.

5  Specify the basic differences 
between active and normal galaxies.

6  describe some important features 
of active galaxies.

7  explain what drives the central 
engine thought to power all active 
galaxies.

The Big Picture Light collected tonight from the most 
distant galaxies was emitted by those objects long before Earth 
even formed. Racing for billions of years across the darkened 
realms of the cosmos, a minute fraction of their radiation is now 
intercepted by our telescopes and spacecraft. Captured in the 
many images of this book, that radiation tells us about not only 
the properties of faraway galaxies but also a few things about 
the history of our Galaxy and the universe in which we live.

Left: Active galaxies, such as this one cataloged as ngc 1316, are much more energetic  

than normal galaxies like our Milky Way. This is a double image, mixing optical light 

(acquired by the hubble Space Telescope in earth orbit) with radio emission (captured 

by the Very large Array in new Mexico). At center (in white) is a giant, visible elliptical 

galaxy that extends about 100,000 light-years across and is probably devouring its small 

northern neighbor. The result is the complex radio emission (in orange), called fornax A, 

spanning more than a million light-years end to end. (NRAO/STScI)
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ellipticals, and irregulars—solely on the basis of their visual 
appearance. Many modifications and refinements have been 
incorporated over the years, but the basic Hubble classifica-
tion scheme is still widely used today.

Spirals
We saw several examples of spiral galaxies in Chapter 23—
for example, our own Milky Way Galaxy and our neighbor 
Andromeda.  (Sec. 23.1) All galaxies of this type contain 
a flattened galactic disk in which spiral arms are found, a 
central galactic bulge with a dense nucleus, and an extended 
halo of faint, old stars.  (Sec. 23.3) The stellar density (i.e., 
the number of stars per unit volume) is greatest in the galac-
tic nucleus, at the center of the bulge. However, within this 
general description, spiral galaxies exhibit a wide variety of 
shapes, as illustrated in Figure 24.2.

In Hubble’s scheme, a spiral galaxy is denoted by the 
letter S and classified as type a, b, or c according to the 
size of its central bulge. Type Sa galaxies have the largest 
bulges, Type Sc the smallest. The tightness of the spiral 
pattern is quite well correlated with the size of the bulge 
(although the correspondence is not perfect). Type Sa spi-
ral galaxies tend to have tightly wrapped, almost circular, 

24.1  Hubble’s Galaxy Classification
Figure 24.1 shows a vast expanse of space lying about  
100 million pc from Earth. Almost every patch or point of 
light in this figure is a separate galaxy—hundreds can be seen 
in just this one photograph. Over the years, astronomers have 
accumulated similar images of many millions of galaxies. We 
begin our study of these enormous accumulations of matter 
simply by considering their appearance on the sky.

Seen through even a small telescope, images of galax-
ies look distinctly nonstellar. They have fuzzy edges, and 
many are quite elongated—not at all like the sharp, point-
like images normally associated with stars. Although it is 
difficult to tell from the photograph, some of the blobs of 
light in Figure 24.1 are spiral galaxies like the Milky Way 
Galaxy and Andromeda. Others, however, are definitely not 
spirals—no disks or spiral arms can be seen. Even when we 
take into account their different orientations in space, galax-
ies do not all look the same.

The American astronomer Edwin Hubble was the first 
to categorize galaxies in a comprehensive way. Working 
with the then recently completed 2.5-m optical telescope on 
Mount Wilson in California in 1924, he classified the gal-
axies he saw into four basic types—spirals, barred spirals, 

▲ figure 24.1 Coma Cluster (a) A collection 
of many galaxies, each consisting of hundreds of 
billions of stars. called the coma cluster, this group 
of galaxies lies about 100 million pc from earth. 
(The blue spiked object at top right is a nearby star; 
virtually every other object in this image is a galaxy.) 
(b) A recent hubble Space Telescope image of part 
of the cluster. (AURA; NASA)

R I V U X G
(a)

(b)
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gas, dust, and young blue stars tracing the spiral pattern 
particularly clearly. Spirals are not necessarily young gal-
axies, however: Like our own Galaxy, they are simply rich 
enough in interstellar gas to provide for continued stellar 
birth.

Most spirals are not seen face-on, as they are shown 
in Figure 24.2. Many are tilted with respect to our line 
of sight, making their spiral structure hard to discern. 
However, we do not need to see spiral arms to classify 
a galaxy as a spiral. The presence of the disk, with its 
gas, dust, and newborn stars, is sufficient. For example, 
the galaxy shown in Figure 24.3 is classified as a spiral 
because of the clear line of obscuring dust seen along its 
midplane. (Incidentally, this relatively nearby galaxy was 
another of the “nebulae” figuring in the Shapley–Curtis 
debate discussed in Chapter 23.  (Sec. 23.2) The visible 
dust lane was interpreted by Curtis as an obscuring “ring” 
of material, leading him to suggest that our Galactic plane 
might contain a similar feature.)

Barred Spirals
A variation of the spiral category in Hubble’s classification 
scheme is the barred-spiral galaxy. Barred spirals differ 
from ordinary spirals mainly by the presence of an elongated 
“bar” of stellar and interstellar matter passing through the 

spiral arms, Type Sa galaxies typically have more open 
spiral arms, and Type Sc spirals often have a loose, poorly 
defined spiral structure. The arms also tend to become 
more “knotty,” or clumped, in appearance as the spiral 
pattern becomes more open.

The bulges and halos of spiral galaxies contain large 
numbers of reddish old stars and globular clusters, similar 
to those observed in our own Galaxy and in Andromeda. 
Most of the light from spirals, however, comes from A- 
through G-type stars in the galactic disk, giving these gal-
axies an overall whitish glow. We assume that thick disks 
exist, too, but their faintness makes this assumption hard to 
confirm—the thick disk in the Milky Way contributes only 
a percent or so of our Galaxy’s total light.  (Sec. 23.3)

Like the disk of the Milky Way, the f lat disks of typi-
cal spiral galaxies are rich in gas and dust. Type Sc galaxies 
contain the most interstellar matter, Sa galaxies the least. 
The 21-cm radio radiation emitted by spirals betrays the 
presence of the gas, and obscuring dust lanes are clearly 
visible in many systems (see Figures 24.2b and c).  (Sec. 
18.4) Stars are forming within the spiral arms, which con-
tain numerous emission nebulae and newly formed O- and 
B-type stars.  (Secs. 18.2, 23.5) The arms appear blu-
ish because of the presence of bright blue O- and B-type 
stars there. The photo of the Sc galaxy NGC 2997 shown 
in Figure 24.2(c) reveals the preponderance of interstellar 

▲ figure 24.2 Spiral galaxy Shapes Variation in shape among spiral galaxies. As we progress from type Sa to Sb 
to Sc, the bulges become smaller and the spiral arms tend to become less tightly wound. (NASA; D. Malin/AAT)

(a) M81 Type Sa (b) (c)M51 Type Sb NGC 2997 Type Sc

R I V U X G

40,000 light-years
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bulge. Figure 24.4 shows the variation among barred-spiral 
galaxies. In the case of the SBc category, it is often hard to tell 
where the bar ends and the spiral arms begin.

Frequently, astronomers cannot distinguish between 
spirals and barred spirals, especially when a galaxy hap-
pens to be oriented with its galactic plane nearly edge-on 
toward Earth, as in Figure 24.3. Because of the physical 

center and extending beyond the bulge, into the disk. The 
spiral arms project from near the ends of the bar rather than 
from the bulge (their origin in normal spirals). Barred spirals 
are designated by the letters SB and are subdivided, like the 
ordinary spirals, into categories SBa, SBb, and SBc, depending 
on the size of the bulge. Again, like ordinary spirals, the 
tightness of the spiral pattern is correlated with the size of the 

30,000 light-years
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◀ figure 24.3 Sombrero galaxy The Sombrero 
galaxy (M104), a spiral system seen edge-on, has a dark 
band composed of interstellar gas and dust. The large 
size of this galaxy’s central bulge marks it as type Sa, 
even though its spiral arms cannot be seen from our 
perspective. The inset shows this galaxy in the infrared 
part of the spectrum, highlighting its dust content in 
false-colored pink. (NASA)

(a) NGC 1300 Type SBa (b) NGC 1365 Type SBb

Bar

(c) NGC 6872 Type SBc

R I V U X G

30,000 light-years

▲ figure 24.4 Barred-Spiral galaxy Shapes Variation in shape among barred-spiral galaxies from SBa to SBc 
is similar to that for the spirals in figure 24.2, except that here the spiral arms begin at either end of a bar through the 
galactic center. in frame (c), the bright star is a foreground object in our own galaxy; the object at top center is another 
galaxy that is probably interacting with ngc 6872. (NASA; D. Malin/AAT; ESO)
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ellipticals may be as small as 1 kpc in diameter and contain 
fewer than a million stars. Their many differences suggest 
to astronomers that giant and dwarf ellipticals represent dis-
tinct galaxy classes, with quite dissimilar formation histories 
and stellar content. The dwarfs are by far the most common 
type of ellipticals, outnumbering their brighter counterparts 
by about 10 to 1. However, most of the mass that exists in the 
form of elliptical galaxies is contained in the larger systems.

The absence of spiral arms is not the only difference 
between spirals and ellipticals: Most ellipticals also contain 
little or no cool gas and dust. The 21-cm radio emission from 
neutral hydrogen gas is, with few exceptions, completely 
absent, and no obscuring dust lanes are seen. In most cases, 
there is no evidence of young stars or ongoing star forma-
tion. Like the halo of our own Galaxy, ellipticals are made 
up mostly of old, reddish, low-mass stars. Also, as in the halo 
of our Galaxy, the orbits of stars in ellipticals are disordered, 
exhibiting little or no overall rotation; objects move in all 
directions, not in regular, circular paths as in our Galaxy’s 
disk. Ellipticals differ from our Galaxy’s halo in at least one 
important respect, however: X-ray observations reveal large 
amounts of very hot (several million kelvins) interstellar gas 
distributed throughout their interiors, often extending well 
beyond the visible portions of the galaxies (Figure 24.5a,b).

Some giant ellipticals are exceptions to many of these 
general statements, as they have been found to contain 
disks of gas and dust in which stars are forming. Astrono-
mers think that these systems may be the results of collisions 
among gas-rich galaxies (see Section 25.2). Indeed, galactic 
collisions may have played an important role in determining 
the appearance of many of the systems we observe today.

Intermediate between the E7 ellipticals and the Sa 
spirals in the Hubble classification is a class of galaxies 

and chemical similarities of spiral and barred-spiral gal-
axies, some researchers do not even bother to distinguish 
between them. Others, however, regard the differences in 
their structures as very important, arguing that these dif-
ferences suggest basic dissimilarities in the ways the two 
types of galaxies formed and evolved.

Based on all available evidence, the Milky Way seems 
to be a barred spiral galaxy, most likely of type SBb.  

 (Sec. 23.3)

Ellipticals
Unlike the spirals, elliptical galaxies have no spiral arms 
and, in most cases, no obvious galactic disk—in fact, other 
than possessing a dense central nucleus, they often exhibit 
little internal structure of any kind. As with spirals, the stellar 
density increases sharply in the nucleus. Denoted by the letter 
E, these systems are subdivided according to how elliptical 
they appear on the sky. The most circular are designated E0, 
slightly flattened systems are labeled E1, and so on, all the way 
to the most elongated ellipticals, of type E7 (Figure 24.5).

Note that an elliptical galaxy’s Hubble type depends 
both on its intrinsic three-dimensional shape and on its ori-
entation relative to the line of sight. A spherical galaxy, a 
cigar-shaped galaxy seen end-on, and a disk-shaped galaxy 
seen face-on, would all appear to be circular on the sky and 
be classified as E0. It can be difficult to decipher a galaxy’s 
true shape solely from its visual appearance.

There is a large range in both the size and the number of 
stars contained in elliptical galaxies. The largest elliptical gal-
axies are much larger than our own Milky Way Galaxy. These 
giant ellipticals can range up to hundreds of kiloparsecs across 
and contain trillions of stars. At the other extreme, dwarf 

▲ figure 24.5 elliptical galaxy Shapes (a) The e2 elliptical galaxy M49 is nearly circular in appearance. (b) M84 
is slightly more elongated and classified as e3. Both galaxies lack spiral structure, and neither shows evidence of cool 
interstellar dust or gas, although each has an extensive X-ray halo of hot gas that extends far beyond the visible portion 
of the galaxy. (c) M110 is a dwarf elliptical companion to the much larger Andromeda galaxy. (AURA; SAO; R. Gendler)

50,000 light-years

M49 Type E2 Type E3 Type E5(b) M84(a) M110(c)

R I V U X G
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Irregulars
The final class of galaxies identified by Hubble 
is a catch-all category—irregular galaxies—so 
named because their visual appearance excludes 
them from the other categories just discussed. 
Irregulars tend to be rich in interstellar matter 
and young, blue stars, but they lack any regular 

structure, such as well-defined spiral arms or central bulges. 
They are divided into two subclasses: Irr I galaxies and Irr II 
galaxies. The Irr I galaxies often look like misshapen spirals.

Irregular galaxies tend to be smaller than spirals, but 
somewhat larger than dwarf ellipticals. They typically con-
tain between 108 and 1010 stars. The smallest such galaxies are 
called dwarf irregulars. As with elliptical galaxies, the dwarf 
type is the most common. Dwarf ellipticals and dwarf irregu-
lars occur in approximately equal numbers and together make 
up the vast majority of galaxies in the universe. They are often 
found close to a larger “parent” galaxy.

Figure 24.7 shows the Magellanic Clouds, a famous 
pair of Irr I galaxies that orbit the Milky Way Galaxy. They 

that show evidence of a thin disk and a flattened bulge, but 
that contain no gas and no spiral arms. Two such objects 
are shown in Figure 24.6. These galaxies are known as S0 
galaxies if no bar is evident and SB0 galaxies if a bar is 
present. They are also known as lenticular galaxies, because 
of their lens-shaped appearance. They look a little like 
spirals whose dust and gas have been stripped away, leaving 
behind just a stellar disk. Observations in recent years have 
shown that many normal elliptical galaxies have faint disks 
within them, like the S0 galaxies. As with the S0s, the origin 
of these disks is uncertain, but some researchers suspect 
that S0s and ellipticals may be closely related.

(a) (b)

R I V U X G

NGC 2859 Type SB0Type S0NGC 1201

50,000 light-years

◀ Figure 24.6 S0 galaxies (a) S0 (or lenticular) 
galaxies contain a disk and a bulge, but no interstellar 
gas and no spiral arms. Their properties are intermediate 
between E7 ellipticals and Sa spirals. (b) SB0 galaxies are 
similar to S0 galaxies, except for a bar of stellar material 
extending beyond the central bulge. (Palomar/Caltech)

5000 light-years

(a)

(b) (c)

Small Magellanic Cloud

Large Magellanic Cloud

R I V U X G

◀ Figure 24.7 Magellanic Clouds The 
Magellanic Clouds are prominent features 

of the night sky in the Southern Hemisphere. 
Named for the 16th-century Portuguese explorer 

Ferdinand Magellan, whose around-the-world 
expedition first brought word of these fuzzy patches of 

light to Europe, these dwarf irregular galaxies orbit our Galaxy 
and accompany it on its trek through the cosmos. (a) The Clouds’ 

relationship to one another in the southern sky reveals both the Small 
(b) and the Large (c) Magellanic Cloud to have distorted, irregular 
shapes. (Mount Stromlo & Sidings Spring Observatory; Harvard 
College Observatory; Royal Observatory, Edinburgh)
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are shown to proper scale in Figure 23.16. Studies of Cepheid 
variables within the Clouds show them to be approximately 
50 kpc from the center of our Galaxy.  (Sec. 23.2) The 
Large Cloud contains about 6 billion solar masses of mate-
rial and is a few kiloparsecs across. Both Clouds contain lots 
of gas, dust, and blue stars (and the recent, well-documented 
supernova discussed in Discovery 21-1), indicating ongoing 
star formation. Both also contain many old stars and several 
old globular clusters, so we know that star formation has been 
going on in them for a very long time.

Radio studies hint at a possible bridge of hydrogen 
gas connecting the Milky Way to the Magellanic Clouds, 
although more observational data are still needed to establish 
this link beyond doubt. It is possible that the tidal force of the 
Milky Way tore a stream of gas from the Clouds the last time 
their orbits brought them close to our Galaxy. Of course, 
gravity works both ways, and many researchers reason that 
the forces exerted by the Clouds may in turn be responsible 
for distorting our Galaxy, warping and thickening the outer 
parts of the Galactic disk.  (Sec. 23.5)

The much rarer Irr II galaxies (Figure 24.8), in addi-
tion to their irregular shape, have other peculiarities, often 
exhibiting a distinctly explosive or filamentary appearance. 
Their appearance once led astronomers to suspect that 
violent events had occurred within them. However, it now 
seems more likely that, in some (but probably not all) cases, 
we are seeing the result of a close encounter or collision 
between two previously “normal” systems.

The Hubble Sequence
Table 24.1 summarizes the basic characteristics of the 
various types of galaxies. When he first developed his 
classification scheme, Hubble arranged the galaxies into 
the “tuning fork” diagram shown in Figure 24.9. The 
variation in types across the diagram, from ellipticals 
to spirals to irregulars, is often referred to as the Hubble 
sequence.

Hubble’s primary aim in creating this diagram 
was to indicate similarities in appearance among 
galaxies. However, he also regarded the tuning fork as 
an evolutionary sequence from left to right, with E0 
ellipticals evolving into f latter ellipticals and S0 systems 
and ultimately forming disks and spiral arms. Indeed, 
Hubble’s terminology referring to ellipticals as “early-
type” and spirals as “late-type” galaxies is still widely 
used today. However, as far as modern astronomers can 
tell, there is no direct evolutionary connection of this 
sort along the Hubble sequence. Isolated normal galaxies 
do not evolve from one type to another. Spirals are not 
ellipticals that have grown arms, nor are ellipticals spirals 
that have somehow expelled their star-forming disks. 
Some astronomers do suspect that bars may be transient 
features and that barred-spiral galaxies may therefore 
evolve into ordinary spirals, but, in general, astronomers 
know of no simple parent–child relationship among 
Hubble types.

▲ figure 24.8 irregular galaxy Shapes (a) The strangely shaped galaxy ngc 4449 resides within a group of 
galaxies nearly 4 million parsecs away; it’s likely that its peculiar shape results from interactions with its companions 
that have caused huge rearrangements of its stars, gas, and dust. (b) The galaxy ngc 1569 seems to show an explosive 
appearance, probably the result of a recent galaxywide burst of star formation. (NASA)

25,000 light-years20,000 light-years

(a) NGC 4449 (b) NGC 1569
R I V U X G
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ConCept Check

4 In what ways are large spirals like the Milky Way and 
Andromeda not representative of galaxies as a whole?

However, the key word in the previous paragraph 
is isolated. As described in Section 25.2, there is now 
strong observational evidence that collisions and tidal 
interactions between galaxies are commonplace and that 
these encounters are the main physical processes driving 
the evolution of galaxies. We will return to this impor-
tant subject in Chapter 25.

taBLe 24.1 Galaxy Properties by Type

  Spiral/Barred Spiral (S/SB) elliptical*(e) irregular (irr)

Shape and 
structural 
properties

Highly flattened disk of stars and gas, 
containing spiral arms and thickening 
central bulge. Sa and SBa galaxies have 
the largest bulges, the least obvious 
spiral structure, and roughly spherical 
stellar halos. SB galaxies have an 
elongated central “bar” of stars and gas.

No disk.
Stars smoothly distributed 
through an ellipsoidal volume 
ranging from nearly spherical 
(E0) to very flattened (E7) in 
shape. No obvious substructure 
other than a dense central 
nucleus.

No obvious 
structure. Irr II 
galaxies often 
have “explosive” 
appearances.

Stellar  
content

Disks contain both young and old stars; 
halos consist of old stars only.

Contain old stars only. Contain both young 
and old stars.

Gas and dust Disks contain substantial amounts of gas 
and dust; halos contain little of either.

Contain hot X-ray–emitting gas, 
little or no cool gas and dust.

Very abundant in 
gas and dust.

Star  
formation

Ongoing star formation in spiral arms. No significant star formation 
during the last 10 billion years.

Vigorous ongoing 
star formation.

Stellar  
motion

Gas and stars in disk move in circular 
orbits around the galactic center; halo 
stars have random orbits in three di-
mensions.

Stars have random orbits in three  
dimensions

Stars and gas have 
highly irregular 
orbits.

* As noted in the text, some giant ellipticals appear to be the result of collisions between gas-rich galaxies and are exceptions to many of the statements listed here.

Hubble’s tuning-fork diagram is still used today and helps
clarify our discussion of “normal” galaxies in the universe.

Sa Sb Sc

SBa SBb

Irr

S0E7E4E0

SBc

▲ figure 24.9 galactic “tuning fork” The placement of the four basic types of galaxies—ellipticals, spirals, 
barred spirals, and irregulars—in hubble’s “tuning-fork” diagram is suggestive of evolution, but this galaxy classification 
scheme has no known physical meaning. As we will see in chapter 25, galaxies do evolve, but not (in either direction) 
along the “hubble sequence” defined by this figure.
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▲ figure 24.10 Cepheid in Virgo This sequence of six snapshots chronicles the periodic changes in a cepheid 
variable star in the spiral galaxy M100, a member of the Virgo cluster of galaxies. The cepheid appears at the center 
of each inset, taken at the different times indicated during 1994. The star looks like a square because of the high 
magnification of the digital ccd camera—we are seeing individual pixels of the image. The 24th-magnitude star varies 
by about a factor of two in brightness every 7 weeks. (NASA)

24.2  The Distribution of Galaxies 
in Space

Now that we have seen some of their basic properties, let 
us ask how galaxies are spread through the expanse of the 
universe beyond the Milky Way. Galaxies are not distrib-
uted uniformly in space. Rather, they tend to clump into still 
larger agglomerations of matter. As we will see, this uneven 
distribution is crucial in determining both their appearance 
and their evolution. As always in astronomy, our under-
standing hinges on our ability to tell how far away an object 
lies. We therefore begin by looking more closely at the means 
used by astronomers to measure distances to galaxies.

Extending the Distance Scale
Astronomers estimate that some 40 billion galaxies as 
bright as (or brighter than) our own exist in the observable 
universe. Some reside close enough for the Cepheid vari-
able technique to work—astronomers have detected and 
measured the periods of Cepheids in galaxies as far away 
as 25 Mpc (see Figure 24.10).  (Sec. 23.2) However, some 
galaxies contain no Cepheid stars (can you think of some 
reasons that this might be?), and, in any case, most known 
galaxies lie much farther away than 25 Mpc. Cepheid varia-
bles in very distant galaxies simply cannot be observed well 
enough, even through the world’s most sensitive telescopes, 

to allow us to measure their apparent brightnesses and peri-
ods. To extend our distance-measurement ladder, we must 
find some new class of object to study.

One way in which researchers have tackled this problem 
is through observations of standard candles—intrinsically 
bright, easily recognizable astronomical objects whose 
luminosities are confidently known. The basic idea is very 
simple. Once an object is identified as a standard candle—
by its appearance or by the shape of its light curve, say—its 
luminosity can be estimated. Comparison of the luminosity 
with the apparent brightness then gives the object’s distance 
and, hence, the distance to the galaxy in which it resides. 

 (Sec. 17.2) Note that, apart from the way in which the 
luminosity is determined, the Cepheid variable technique 
relies on identical reasoning.

To be most useful, a standard candle must (1) have a well-
defined luminosity, so that the uncertainty in estimating its 
brightness is small, and (2) be bright enough to be seen at large 
distances. Over the years, astronomers have explored the use 
of many types of objects as standard candles—novae, emission 
nebulae, planetary nebulae, globular clusters, Type I (carbon-
detonation) supernovae, and even entire galaxies have been 
employed. Not all have been equally useful, however: Some 
have larger intrinsic spreads in their luminosities than others, 
making them less reliable for measuring distances.

In recent years, planetary nebulae and Type I superno-
vae have proved particularly reliable as standard candles. 

 (Secs. 20.3, 21.3) The latter have remarkably consistent 
peak luminosities and are very bright, allowing them to 
be identified and measured out to distances of many hun-
dreds of megaparsecs. The small luminosity spread of Type 
I supernovae is a direct consequence of the circumstances 

in which these violent events occur. As discussed in 
Chapter 21, an accreting white dwarf explodes when 
it reaches the well-defined critical mass at which car-
bon fusion begins.  (Sec. 21.3) The magnitude of 
the explosion is relatively insensitive to the details of 
how the white dwarf formed or how it subsequently 
reached critical mass, with the result that all such 

supernovae have quite similar 
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properties.* Thus, when a Type I supernova is observed in 
a distant galaxy (we assume that it occurs in the galaxy, 
not in the foreground), astronomers can quickly obtain an 
accurate estimate of the galaxy’s distance.

An important alternative to standard candles was 
discovered in the 1970s, when astronomers found a close  
correlation between the rotational speeds and the luminosi-
ties of spiral galaxies within a few tens of megaparsecs of the 
Milky Way Galaxy. Rotation speed is a measure of a spiral gal-
axy’s total mass, so it is perhaps not surprising that this prop-
erty should be related to luminosity.  (Sec. 23.5) What is 
surprising, though, is how tight the correlation is. The Tully-
Fisher relation, as it is now known (after its discoverers), 
allows us to obtain a remarkably accurate estimate of a spiral 
galaxy’s luminosity simply by observing how fast the galaxy 
rotates. As usual, comparing the galaxy’s (true) luminosity 
with its (observed) apparent brightness yields its distance.

To see how the method is used, imagine that we are 
looking edge-on at a distant spiral galaxy and observing one 
particular emission line, as illustrated in Figure 24.11. Radia-
tion from the side of the galaxy where matter is generally 
approaching us is blueshifted by the Doppler effect. Radiation 
from the other side, which is receding from us, is redshifted 
by a similar amount. The overall effect is that line radiation 
from the galaxy is “smeared out,” or broadened, by the gal-
axy’s rotation. The faster the rotation, the greater the amount 
of broadening (see Figure 4.18 for the stellar equivalent). By 

*Recall from Chapter 21 that a Type II supernova also occurs when a grow-
ing stellar core—this time at the center of a massive star—reaches a critical 
mass.  (Sec. 21.2) However, the outward appearance of the explosion 
can be significantly modified by the amount of stellar material through 
which the blast wave must travel before it reaches the star’s surface, result-
ing in a greater spread in observed luminosities.  (Discovery 21-1)

Frequency

FrequencyFrequency

Frequency

Blueshifted

Approaching

Receding

Unshifted

Redshifted

The observer actually 
sees a combination 
of all wavelengths 
emitted by the galaxy.

narrated figure 24.11 galaxy rotation A galaxy’s rotation causes some of the radiation it emits to be 
blueshifted and some to be redshifted. from a distance, when all the radiation from the galaxy is combined into a 
single beam and analyzed spectroscopically, the redshifted and blueshifted components produce a broadening of 
the galaxy’s spectral lines. The amount of broadening is a direct measure of the rotation speed of the galaxy, such as 
ngc 4603 shown here. (NASA)

measuring the amount of broadening, we can therefore deter-
mine the galaxy’s rotation speed. Once we know that, the 
Tully-Fisher relation tells us the galaxy’s luminosity.

The particular line normally used in these studies actually 
lies in the radio part of the spectrum. It is the 21-cm line of cold, 
neutral hydrogen in the galactic disk.  (Sec. 18.4) This line is 
used in preference to optical lines because (1) optical radiation 
is strongly absorbed by dust in the disk under study and (2) the 
21-cm line is normally very narrow, making the broadening 
easier to observe. In addition, astronomers often use infrared, 
rather than optical, luminosities, to avoid absorption problems 
caused by dust, both in our own Galaxy and in others.

The Tully-Fisher relation can be used to measure distances 
to spiral galaxies out to about 200 Mpc, beyond which the line 
broadening becomes increasingly difficult to measure accu-
rately. A somewhat similar connection, relating line broadening 
to a galaxy’s diameter, exists for elliptical galaxies. Once the gal-
axy’s diameter and angular size are known, its distance can be 
computed from elementary geometry.  (More Precisely 1-2)  
These methods bypass many of the standard candles often 
used by astronomers and so provide independent means of 
determining distances to faraway objects.

As indicated in Figure 24.12, standard candles and the 
Tully-Fisher relation form the fifth and sixth rungs of our cos-
mic distance ladder, introduced in Chapter 1 and expanded 
in Chapters 17 and 23.  (Secs. 1.6, 17.1, 17.6, 23.2) In fact, 
they stand for perhaps a dozen or so related, but separate, tech-
niques that astronomers have employed in their quest to map 
out the universe on large scales. Just as with the lower rungs, 
we calibrate the properties of these new techniques by using 
distances measured by more local means. In this way, the dis-
tance-measurement process “bootstraps” itself to greater and 
greater distances. However, at the same time, the errors and 
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▶ figure 24.12 extragalactic Distance Ladder An inverted pyramid 
summarizes the distance techniques used to study different realms of the 
universe. The techniques shown in the bottom four rungs of the ladder—
radar ranging, stellar parallax, spectroscopic parallax, and variable stars—
take us as far as the nearest galaxies. To go farther, we must use other 
techniques—for example, the Tully-fisher relation and the use of standard 
candles—based on distances determined by the four lowest techniques.
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▲ figure 24.13 Local group The local group is made up of more than 50 galaxies within approximately 1 Mpc of 
our Milky Way galaxy. only a few are spirals; most are dwarf elliptical or irregular galaxies, only some of which are shown 
here. Spirals are colored blue, ellipticals pink, and irregulars white—all of them depicted roughly to scale. The inset map 
(top right) shows the Milky Way in relation to some of its satellite galaxies. The photographic insets (top left) show two 
well-known neighbors of the Andromeda galaxy (M31): the spiral galaxy M33 and the dwarf elliptical galaxy M32 (also visible 
in figure 23.2a, a larger-scale view of the Andromeda system). (M. BenDaniel; NASA)

uncertainties in each step accumulate, so the distances to the 
farthest objects are the least well known.

Clusters of Galaxies
Figure 24.13 sketches the locations of all the known major astro-
nomical objects within about 1 Mpc of the Milky Way. Our Gal-
axy appears with its dozen or so satellite galaxies—including the 
two Magellanic Clouds discussed earlier and a small companion 
(labeled “Sagittarius dwarf” in the figure) lying almost within 
our own Galactic plane. The Andromeda Galaxy, lying 800 kpc 
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Moving beyond the Local 
Group, the next large concen-
tration of galaxies we come to 

is the Virgo Cluster (Figure 24.14), 
named after the constellation in which it is found. 

Lying some 17 Mpc from the Milky Way, the Virgo Clus-
ter does not contain a mere 50 galaxies, however. Rather, it 
houses more than 2500 galaxies, bound by gravity into a 
tightly knit group about 3 Mpc across.

Wherever we look in the universe we find galax-
ies, and most galaxies are members of groups or clus-
ters of galaxies. In practice, the distinction between 
a “group” and “cluster” is mainly a matter of conven-
tion. Groups generally contain only a few bright galax-
ies (such as the Milky Way and Andromeda) and are 
quite irregular in shape, whereas large, “rich” clusters 
like Virgo may contain thousands of individual galaxies 
distributed fairly smoothly in space. The Coma cluster, 
shown in Figure 24.1 and lying approximately 100 Mpc 
away, is another example of a rich cluster. Figure 24.15  

from us, is also shown, surrounded by satellites of its own. Two 
of Andromeda’s galactic neighbors are shown in insets. M33 is a 
spiral, and M32 is a dwarf elliptical, easily seen in Figure 23.2(a) 
below and to the right of Andromeda’s central bulge.

All told, nearly 55 galaxies are known to populate our 
Galaxy’s neighborhood. Three of them (the Milky Way, 
Andromeda, and M33) are spirals; the remainder are dwarf 
irregulars and dwarf ellipticals. Together, these galaxies form 
the Local Group—a new level of structure in the universe 
above the scale of our Galaxy. As indicated in Figure 24.13, 
the Local Group’s diameter is a little over 1 Mpc. The Milky 
Way Galaxy and Andromeda are by far its largest members, 
and most of the smaller galaxies are gravitationally bound to 
one or the other of them. The combined gravity of the galax-
ies in the Local Group binds them together, like stars in a star 
cluster, but on a millionfold larger scale. More generally, a col-
lection of galaxies held together by their mutual gravitational 
attraction is called a galaxy cluster.

◀ figure 24.14 Virgo Cluster  
in the central region of the Virgo 
cluster of galaxies, about 17 Mpc 
from earth, many large spiral and 
elliptical galaxies can be seen. 
The inset shows several galaxies 
surrounding the giant elliptical 
M86. An even bigger elliptical 
galaxy, M87, noted at the bottom, 
will be discussed later in the 
chapter. (M. BenDaniel; AURA)

M87

M86
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▶ figure 24.15 Distant galaxy Cluster The galaxy cluster Abell 
1689 contains huge numbers of galaxies and resides nearly a billion 
parsecs from earth. Virtually every patch of light in this photograph 
is a separate galaxy. With the most powerful telescopes, astronomers 
can now discern, even at this great distance, spiral structure in some of 
the galaxies. We also see many galaxies colliding—some tearing matter 
from one another, others merging into single systems. (NASA)
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24.3 Hubble’s Law
Now that we have seen some basic properties of galaxies 
throughout the universe, let’s turn our attention to the large-
scale motions of galaxies and galaxy clusters. Within a gal-
axy cluster, individual galaxies move more or less randomly. 
You might expect that, on even larger scales, the clusters 
themselves would also have random, disordered motion—
some clusters moving this way, some that. In fact, that is not 
the case: On the largest scales, galaxies and galaxy clusters 
alike move in a very ordered way.

Universal Recession
In 1917, the American astronomer Vesto M. Slipher, 
working under the direction of Percival Lowell, reported 
that virtually every spiral galaxy he observed had a red-
shifted spectrum—it was receding from our Galaxy.  

(Sec. 3.5) It is now known that, except for 
a few nearby systems, every galaxy takes 
part in a general motion away from us in 
all directions. Individual galaxies that 
are not part of galaxy clusters are stead-
ily receding. Galaxy clusters, too, have an 
overall recessional motion, although their 
individual member galaxies move ran-
domly with respect to one another. (Con-
sider a jar full of firef lies that has been 
thrown into the air. The firef lies within 
the jar, like the galaxies within the cluster, 
have random motions due to their individ-
ual whims, but the jar as a whole, like the 
galaxy cluster, has some directed motion 
as well.)

Figure 24.16 shows the optical spec-
tra of several galaxies, arranged in order 
of increasing distance from the Milky Way 
Galaxy. The spectra are redshifted, indicat-
ing that the associated galaxies are receding, 
and the extent of the redshift increases from 
top to bottom in the figure. There is a con-
nection between Doppler shift and distance: 

is a long-exposure photograph of a much more distant 
rich cluster, lying about 700 Mpc from Earth. A sizeable 
minority of galaxies (possibly as many as 40 percent) are 
not members of any group or cluster, but are apparently 
isolated systems, moving alone through intercluster space. 
(For simplicity, we will use the term “cluster” below to 
refer to any gravitationally bound collection of galaxies, 
large or small.)

We will return to the large-scale distribution of matter 
in the universe in Chapters 25 and 26.

proCeSS of SCienCe Check

4 What are some of the problems astronomers 
encounter in measuring the distances to faraway 
galaxies?

◀ figure 24.16 galaxy Spectra optical spectra, 
tallied at left, of several galaxies shown at right. 
Both the extent of the redshift (denoted by the 
horizontal red arrows) and the distance from the 
Milky Way galaxy to each galaxy (numbers in center 
column) increase from top to bottom. The vertical 
yellow arrows denote a pair of dark absorption lines 
in the observed spectra. The many vertical white 
lines at the top and bottom of each spectrum are 
laboratory references. (Adapted from Palomar/
Caltech)
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away that they exhibit a large cosmological redshift are 
said to be at cosmological distances—distances comparable 
to the scale of the universe itself.

Hubble’s law has some dramatic implications. If 
nearly all galaxies show recessional velocity accord-
ing to Hubble’s law, then doesn’t that mean that they all 
started their journey from a single point? If we could run 
time backward, wouldn’t all the galaxies f ly back to this 
one point, perhaps the site of some violent event in the 
remote past? The answer is yes—but not in the way you 
might expect! In Chapters 26 and 27, we will explore the 
ramifications of the Hubble f low for the past and future 
evolution of our universe. For now, however, we set aside 
its cosmic implications and use Hubble’s law simply as a 
convenient distance-measuring tool.

Hubble’s Constant
The constant of proportionality between recessional velocity 
and distance in Hubble’s law is known as Hubble’s constant, 
denoted by the symbol H0. The data shown in Figure 24.17 
then obey the equation

recessional velocity = H0 * distance .

The value of Hubble’s constant is the slope of the 
straight line—recessional velocity divided by distance— 
in Figure 24.17(b). Reading the numbers off the graph, 
we get roughly 70,000 km/s divided by 1000 Mpc, or 
70 km/s/Mpc (kilometers per second per megaparsec, 
the most commonly used unit for H0). Astronomers 
continually strive to refine the accuracy of the Hubble 
diagram and the resulting estimate of H0 because 
Hubble’s constant is one of the most fundamental 
quantities of nature; it specifies the rate of expansion of 
the entire cosmos.
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◀ figure 24.17 Hubble’s Law  
Plots of recessional velocity 
against distance (a) for the 
galaxies shown in figure 24.16 and  
(b) for numerous other galaxies 
within about 1 billion pc of earth.

The greater the distance, the greater the redshift. This 
trend holds for nearly all galaxies in the universe. (Two 
galaxies within our Local Group, including Andromeda, 
and a few galaxies in the Virgo Cluster display blueshifts 
and so are moving toward us, but this results from their 
local motions within their parent clusters—recall the fire-
flies in the jar.)

Figure 24.17(a) shows recessional velocity plotted 
against distance for the galaxies of Figure 24.16. Figure 
24.17(b) is a similar plot for some more galaxies within 
about 1 billion parsecs of Earth. Plots like these were 
first made by Edwin Hubble in the 1920s and now bear 
his name: Hubble diagrams. The data points generally fall 
close to a straight line, indicating that the rate at which a 
galaxy recedes is directly proportional to its distance from 
us. This rule is called Hubble’s law. We can construct 
such a diagram for any collection of galaxies, provided 
that we can determine their distances and velocities. The 
universal recession described by the Hubble diagram is 
sometimes called the Hubble f low.

The recessional motions of the galaxies prove that 
the cosmos is neither steady nor unchanging on the larg-
est scales. The universe (actually, space itself—see Sec-
tion 26.2) is expanding! But let’s be clear on just what is 
expanding and what is not. Hubble’s law does not mean 
that humans, Earth, the solar system, or even individual 
galaxies and galaxy clusters are physically increasing in 
size. These groups of atoms, rocks, planets, stars, and gal-
axies are held together by their own internal forces and 
are not themselves getting bigger. Only the largest frame-
work of the universe—the vast distances separating the 
galaxy clusters—is expanding.

To distinguish recessional redshift from redshifts 
caused by motion within an object—for example, galactic 
orbits within a cluster or explosive events in a galactic 
nucleus—the redshift resulting from the Hubble f low is 
called the cosmological redshift. Objects that lie so far 
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Hubble’s original value for H0 was about 500 km/s/Mpc,  
far higher than the currently accepted value. This over-
estimate was due almost entirely to errors in the cosmic  
distance scale at the time, particularly the calibrations of 
Cepheid variables and standard candles. The measured 
value dropped rapidly as various observational errors 
were recognized and resolved and distance measurements 
became more reliable. Published estimates of H0 entered 
the “modern” range (within, say, 20 percent of the current 
value) in roughly the mid-1960s.

As measurement techniques have continued to 
improve, the uncertainty in the Hubble constant has 
steadily decreased to the point that now, early in the 21st 
century, all leading measurements of H0, by a variety of 
different techniques—Tully-Fisher measurements, stud-
ies of Cepheid variables in the Virgo Cluster, and obser-
vations of standard candles, such as Type I supernovae—
are remarkably consistent with one another. We will 
adopt a rounded-off value of H0 = 70 km/s/Mpc (a choice 
roughly in the middle of all recent results, and also in 
line with some precise cosmological measurements to be 
discussed in more detail in Chapter 27) as the best cur-
rent estimate of Hubble’s constant for the remainder of 
the text.

Top of the Distance Ladder
Using Hubble’s law, we can derive the 
distance to a remote object simply by 
measuring the object’s recessional veloc-
ity and dividing by Hubble’s constant. 
Hubble’s law thus tops our inverted pyra-
mid of distance-measurement techniques 
(Figure 24.18). This seventh method sim-
ply assumes that Hubble’s law holds. If 
that assumption is correct, then Hubble’s 
law enables us to measure great distances 
in the universe—so long as we can obtain 
an object’s spectrum, we can determine 
how far away it is.

Many redshifted objects have reces-
sional motions that are a substantial frac-
tion of the speed of light. The most distant 
objects thus far observed in the universe—
some young galaxies and quasars (Section 
24.4)—have redshifts (fractional increases 
in wavelength) of around 8, meaning 
that their radiation has been stretched 
in wavelength not by just a few percent, 
as with most of the objects we have dis-
cussed, but ninefold. Their ultraviolet 
spectral lines are shifted all the way into 

the infrared part of the spectrum! More Precisely 24-1  
discusses in more detail the meaning and interpretation 
of such large redshifts, apparently implying recessional 
velocities comparable to the speed of light. According to 
Hubble’s law, the objects that exhibit these redshifts lie 
more than 9000 Mpc away from us, as close to the limits 
of the observable universe as astronomers have yet been 
able to probe.

The speed of light is finite. It takes time for light—or, 
for that matter, any kind of radiation—to travel from one 
point in space to another. The radiation that we now see 
from these most distant objects originated long ago. Incred-
ibly, that radiation was emitted roughly 13 billion years ago 
(see Table 24.2), well before our planet, our Sun, and per-
haps even our Galaxy came into being!

ConCept Check

4 How does the use of Hubble’s law differ from the 
other extragalactic distance-measurement techniques 
we have seen in this text?
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law

~1 AU

~10,000 pc

~25 Mpc

~200 Mpc

~1 Gpc

~200 pc

Radar ranging
useful within
1 light-hour

Spectroscopic
parallax useful

within 10,000 pc

Variable stars
useful within
25 million pc

Tully-Fisher
useful within

200 million pc

Supernovae
useful within
1 billion pc

Useful
beyond

100 million pc

Stellar parallax
useful within

200 pc

▲ figure 24.18 Cosmic Distance Ladder hubble’s law tops the hierarchy of 
distance-measurement techniques. it is used to find the distances of astronomical 
objects all the way out to the limits of the observable universe.
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relativistic redshifts and  
Look-Back time
In discussing very distant objects, astronomers usually talk 
about their redshifts rather than their distances. Indeed, it is 
common for researchers to speak of an event occurring “at” a 
certain redshift—meaning that the light received today from 
that event is redshifted by the specified amount. Of course, 
because of Hubble’s law, redshift and distance are equivalent 
to one another. However, redshift is the preferred quantity be-
cause it is a directly observable property of an object, whereas 
distance is derived from redshift with the use of Hubble’s con-
stant, whose value is not accurately known. (In Chapter 26 we 
will see another, much more fundamental, reason why astron-
omers favor the use of redshift in studies of the cosmos.)

The redshift of a beam of light is, by definition, the frac-
tional increase in the wavelength of the light resulting from 
the recessional motion of the source.  (Sec. 3.5) Thus, a 
redshift of 1 corresponds to a doubling of the wavelength. 
From the formula for the Doppler shift given previously, the 
redshift of radiation received from a source moving away from 
us with speed υ is given by

 redshift =
observed wavelength - true wavelength

true wavelength

 =
recessional velocity, y

speed of light, c
.

eXaMpLe Let’s illustrate this relationship with two examples, 
rounding the speed of light, c, to 300,000 km/s. A galaxy at a 
distance of 100 Mpc has a recessional speed (by Hubble’s law) 
of 70 km>s>Mpc * 100 Mpc = 7000 km>s. Its redshift is 
therefore 7000 km>s , 300,000 km>s = 0.023. Conversely, an 
object that has a redshift of 0.05 has a recessional velocity of 
0.05 * 300,000 km>s = 15,000 km>s and hence a distance of 
15,000 km>s , 70 km>s>Mpc = 210 Mpc.

More PreciSely 24-1
Unfortunately, although the foregoing equation is correct 

for low speeds, it does not take into account the effects of rela-
tivity. As we saw in Chapter 22, the rules of everyday physics 
have to be modified when speeds begin to approach the speed 
of light.  (Discovery 22-1) The formula for the Doppler shift 
is no exception. In particular, although the formula is valid 
for speeds much less than the speed of light, when υ = c the 
redshift is not unity, as the equation suggests, but is in fact in-
finite. That is, radiation received from an object moving away 
from us at nearly the speed of light is redshifted to almost in-
finite wavelength.

Thus, do not be alarmed to find that many galaxies 
and quasars have redshifts greater than unity. This does 
not mean that they are receding faster than light! It simply 
means that the preceding simple formula is not applicable. 
In fact, the real connection between redshift and distance 
is quite complex, requiring us to make key assumptions 
about the past history of the universe (see Chapter 26). In 
place of a formula, we can use Table 24.2, which presents a 
conversion chart relating redshift and distance. All of the 
values shown are based on reasonable assumptions and are 
usable even for large redshifts. We take Hubble’s constant to 
be 70 km/s/Mpc and assume a f lat universe in which matter 
(mostly dark) contributes roughly 30 percent of the total 
density (see Section 26.6). The conversions in the table are 
used consistently throughout this text. The column headed 
“υ/c” gives equivalent recessional velocities based on the 
Doppler effect, taking relativity properly into account. Even 
though this is not the correct interpretation of the redshift 
(see Section 26.2), we include it here for comparison simply 
because it is so often quoted in the popular media.

Because the universe is expanding, the “distance” to a gal-
axy is not very well defined. Do we mean the distance to the gal-
axy when it emitted the light we see today, the present distance to 
the galaxy (as presented in the table, even though we do not see 
the galaxy as it is today), or some other, more appropriate meas-
ure? Largely because of this ambiguity, astronomers prefer to 
work in terms of a quantity known as the look-back time (shown 

24.4 Active Galactic Nuclei
The galaxies described in Section 24.1—those falling into 
the various Hubble classes—are generally referred to as nor-
mal galaxies. As we have seen, their luminosities range from 
a million or so times that of the Sun for dwarf ellipticals and 
irregulars to more than a trillion solar luminosities for the 
largest giant ellipticals. For comparison, in round numbers, 
the luminosity of the Milky Way Galaxy is 2 * 1010 solar 
luminosities, or roughly 1037 W.

In these last two sections we focus our attention on 
“bright” galaxies, conventionally taken to mean galaxies 

with luminosities more than about 1010 times the solar value. 
In these terms, our Galaxy is bright, but not abnormally so.

Galactic Radiation
A substantial fraction of bright galaxies—perhaps as many 
as 40 percent—don’t fit well into the “normal” category. 
Their spectra differ significantly from those of their nor-
mal cousins, and their luminosities can be extremely large. 
Known collectively as active galaxies, they are of great 
interest to astronomers. The brightest among them are the 
most energetic objects known in the universe, and all may 
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in the last column of Table 24.2), which is simply 
how long ago an object emitted the radiation we 
see today. Astronomers talk frequently about red-
shifts and sometimes about look-back times, but 
they hardly ever talk of distances to high-redshift 
objects (and never about recession velocities, de-
spite what you hear on the news!). Bear in mind, 
however, that redshift is the only unambiguously 
measured quantity in this discussion. Statements 
about “derived” quantities, such as distances and 
look-back times, all require that we make specific 
assumptions about how the universe has evolved 
with time.

For nearby sources, the look-back time is 
numerically equal to the distance in light-years: 
The light we receive tonight from a galaxy at a 
distance of 100 million light-years was emitted 
100 million years ago. However, for more distant 
objects, the look-back time and the present dis-
tance in light-years differ because of the expan-
sion of the universe, and the divergence increases 
dramatically with increasing redshift.

As a simple analogy, imagine an ant crawl-
ing across the surface of an expanding balloon at 
a constant speed of 1 cm/s relative to the balloon’s 
surface. After 10 seconds, the ant may think it has 
traveled a distance of 10 cm, but an outside observer 
with a tape measure will find that it is actually more 
than 10 cm from its starting point (measured along 
the surface of the balloon) because of the balloon’s 
expansion. In exactly the same way, the present dis-
tance to a galaxy with a given redshift depends on 
how the universe expanded in the past. For exam-
ple, a galaxy now located 15 billion light-years from 
Earth was much closer to us when it emitted the 
light we now see. Consequently, its light has taken 
considerably less than 15 billion years—in fact, 
about 10 billion years—to reach us.

taBLe 24.2 Redshift, Distance, and Look-Back Time

redshift v/c present Distance Look-Back time

    (Mpc) (106 light-years) (millions of years)

0.000 0.000 0 0 0

0.010 0.010 43 139 139

0.025 0.025 107 347 343

0.050 0.049 212 691 674

0.100 0.095 419 1370 1300

0.200 0.180 820 2670 2440

0.250 0.220 1010 3300 2950

0.500 0.385 1910 6210 5080

0.750 0.508 2680 8750 6650

1.000 0.600 3350 10,900 7820

1.500 0.724 4450 14,500 9420

2.000 0.800 5300 17,300 10,400

3.000 0.882 6520 21,300 11,600

4.000 0.923 7370 24,000 12,200

5.000 0.946 8000 26,100 12,600

6.000 0.960 8490 27,700 12,800

7.000 0.969 8890 29,000 13,000

8.000 0.976 9220 30,100 13,100

9.000 0.980 9500 31,000 13,200

10.000 0.984 9740 31,800 13,300

50.000 0.999 12,400 40,400 13,700

100.000 1.000 13,000 42,500 13,800

∞ 1.000 14,700 47,800 13,800

represent an important, if intermittent, phase of galactic 
evolution (see Section 25.4). At optical wavelengths, active 
galaxies often look like normal galaxies—familiar compo-
nents such as disks, bulges, stars, and dark dust lanes can 
be identified. At other wavelengths, however, their unusual 
properties are much more apparent.

Most of a normal galaxy’s energy is emitted in or near 
the visible portion of the electromagnetic spectrum, much 
like the radiation from stars. Indeed, to a large extent, 
the light we see from a normal galaxy is just the accumu-
lated light of its many component stars (once the effects 
of interstellar dust are taken into account), each described 

approximately by a blackbody curve.  (Sec. 3.4) By con-
trast, as illustrated schematically in Figure 24.19, the radia-
tion from active galaxies does not peak in the visible. Most 
active galaxies do emit substantial amounts of visible radia-
tion, but far more of their energy is emitted at invisible 
wavelengths, both longer and shorter than those in the vis-
ible range. Put another way, the radiation from active galax-
ies is inconsistent with what we would expect if it were the 
combined radiation of myriad stars. Their radiation is said 
to be nonstellar.

Many luminous galaxies with nonstellar emission are 
known to be starburst galaxies—previously normal systems 
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of active galaxies and that “normal” and “active” galaxies 
may differ principally in the degree to which the nonstellar 
nuclear component of the radiation outshines the light from 
the rest of the galaxy. This is a powerful unifying theme for 
understanding the evolution of galaxies, and we will return 
to it in Chapter 25. For the remainder of this chapter, we 
concentrate on describing the properties of active galaxies 
and the black holes that power them.

Seyfert Galaxies
In 1943, Carl Seyfert, an American optical astronomer 
studying spiral galaxies from Mount Wilson Observatory, 
discovered the type of active galaxy that now bears his 
name. Seyfert galaxies are a class of astronomical objects 
whose properties lie between normal galaxies and the 
most energetic active galaxies known.

Superficially, Seyferts resemble normal spiral galaxies 
(Figure 24.21a). Indeed, the stars in a Seyfert’s galactic disk 
and spiral arms produce about the same amount of visible 
radiation as do the stars in a normal spiral galaxy. How-
ever, most of a Seyfert’s energy is emitted from the galactic 
nucleus—the center of the overexposed white patch in the 
figure. The nucleus of a Seyfert galaxy is some 10,000 times 
brighter than the center of our own Galaxy. In fact, the 
brightest Seyfert nuclei are 10 times more energetic than the 
entire Milky Way.

Some Seyferts produce radiation spanning a broad 
range in wavelengths, from the infrared all the way through 
ultraviolet and even X-rays. However, the majority (about 

currently characterized by widespread episodes of star for-
mation, most likely as a result of interactions with a neigh-
bor. The irregular galaxy NGC 1569 shown in Figure 24.8 
is a prime example. We will study these important systems 
and their role in galaxy evolution in Chapter 25. For pur-
poses of this text, however, we will use the term “active gal-
axy” to mean a system whose abnormal activity is related to 
violent events occurring in or near the galactic nucleus. The 
nuclei of such systems are called active galactic nuclei.

Even with this restriction, there is still considerable varia-
tion in the properties of galaxies, and astronomers have identi-
fied and cataloged a bewildering array of systems falling into 
the “active” category. For example, Figure 24.20 shows an 
active galaxy exhibiting both nuclear activity and widespread 
star formation, with a blue-tinted ring of newborn stars sur-
rounding an extended 1-kpc-wide core of intense emission. 
Rather than attempting to describe the entire “zoo” of active 
galaxies, we will instead discuss three basic species: the ener-
getic Seyfert galaxies and radio galaxies and the even more 
luminous quasars. Although these objects all lie toward the 
“high-luminosity” end of the active range and represent per-
haps only a few percent of the total number of active galaxies, 
their properties will allow us to identify and discuss features 
common to active galaxies in general.

The association of galactic activity with the central 
nucleus is reminiscent of the discussion in Chapter 23 of the 
center of the Milky Way.  (Sec. 23.7) In our own Galaxy, 
it seems clear that the activity in the nucleus is associated 
with the central supermassive black hole, whose presence 
is inferred from observations of stellar orbits in the inner-
most fraction of a parsec. As we will see, most astronomers 
think that basically the same thing is going on in the nuclei 

▲ figure 24.19 galaxy energy Spectra The energy emitted 
by a normal galaxy differs significantly from that emitted by an 
active galaxy. This plot illustrates the general spread of intensity 
for all galaxies of a particular type and does not represent any one 
individual galaxy.
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▲ figure 24.20 active galaxy This image of the galaxy ngc 
7742 resembles a fried egg, with a ring of blue star-forming regions 
surrounding a very bright yellow core that spans about 1 kpc. This 
active galaxy combines star formation with intense emission from its 
central nucleus and lies roughly 24 Mpc away. (NASA)
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Radio Galaxies
As the name suggests, radio galaxies are active galaxies that 
emit large amounts of energy in the radio portion of the elec-
tromagnetic spectrum. They differ from Seyferts not only in 
the wavelengths at which they radiate, but also in both the 
appearance and the extent of their emitting regions.

Figure 24.22(a) shows the radio galaxy Centaurus A, 
which lies about 4 Mpc from Earth. Almost none of this 
galaxy’s radio emission comes from a compact nucleus. 
Instead, the energy is released from two huge extended 
regions called radio lobes—roundish clouds of gas spanning 
about half a megaparsec and lying well beyond the visible 
galaxy.* Undetectable in visible light, the radio lobes of radio 
galaxies are truly enormous. From end to end, they typically 
span more than 10 times the size of the Milky Way Galaxy, 
comparable in scale to the entire Local Group.

Figure 24.22(b) shows the relationship between the 
galaxy’s visible, radio, and X-ray emissions. In visible light, 
Centaurus A is apparently a large E2 galaxy some 500 kpc in 
diameter, bisected by an irregular band of dust. Centaurus 
A is a member of a small cluster of galaxies, and numerical 
simulations suggest that this peculiar galaxy is probably the 
result of a collision between an elliptical galaxy and a smaller 

75 percent) emit most of their energy in the infrared. Scien-
tists think that much of the high-energy radiation in these 
Seyferts is absorbed by dust in or near the nucleus and then 
reemitted as infrared radiation.

Seyfert spectral lines have many similarities to those 
observed toward the center of our own Galaxy.  (Sec. 
23.7) Some of the lines are very broad, most likely indicat-
ing rapid (5000 km/s or more) internal motion within the 
nuclei.  (Sec. 4.5) However, not all of the lines are broad, 
and some Seyferts show no broad lines at all. In addition, 
their energy emission often varies in time (Figure 24.21b). A 
Seyfert’s luminosity can double or halve within a fraction of 
a year. These rapid fluctuations in luminosity lead us to con-
clude that the source of energy emissions in Seyfert galaxies 
must be quite compact—simply put, as we saw in Chapter 
22, an object cannot “flicker” in less time than radiation 
takes to cross it.  (Sec. 22.4) The emitting region must 
therefore be less than 1 light-year across—an extraordinar-
ily small region, considering the amount of energy emanat-
ing from it.

Together, the rapid time variability and large radio and 
infrared luminosities observed in Seyferts imply violent 
nonstellar activity in their nuclei. As just mentioned, this 
activity is most likely similar in nature to processes occur-
ring at the center of our own Galaxy, but its magnitude is 
thousands of times greater than the comparatively mild 
events within our own Galaxy’s heart.  (Sec. 23.7)
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R

(a)
I V U X G

19751970 1980 1985
Year

In
te

ns
ity

10

5

0
19951990

(b)

▲ figure 24.21 Seyfert galaxy (a) The circinus galaxy, a Seyfert with a bright compact core, lies some 4 Mpc 
away. it is one of the closest active galaxies. (b) This graph illustrates the irregular variations in luminosity of the Seyfert 
galaxy 3c 84 over three decades. These observations were made in the radio part of the electromagnetic spectrum; the 
optical and X-ray luminosities vary as well. (NASA; NRAO)

*The term “visible galaxy” is commonly used to refer to those components 
of an active galaxy that emit visible “stellar” radiation, as opposed to the 
nonstellar and invisible “active” component of the galaxy’s emission.
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The radio lobes of the brightest radio galaxies (such as 
Cygnus A) emit roughly 10 times more energy than the Milky 
Way Galaxy does at all wavelengths, coincidentally about the 
same amount of energy emitted by the most luminous Sey-
fert nuclei. However, despite their names, radio galaxies actu-
ally radiate far more energy at shorter wavelengths. Their 
total energy output can be a hundred (or more) times greater 
than their radio emission. Most of this energy comes from the 
nucleus of the visible galaxy. With total luminosities up to a 
thousand times that of the Milky Way, bright radio galaxies are 
among the most energetic objects known in the universe. Their 
radio emission lets us study in detail the connection between 
the small-scale nucleus and the large-scale radio lobes.

Not all radio galaxies have obvious radio lobes. 
Figure 24.24 shows a core-dominated radio galaxy, most of 
whose energy is emitted from a small central nucleus (which 
radio astronomers refer to as the core) less than 1 pc across. 
Weaker radio emission comes from an extended region sur-
rounding the nucleus. It is likely that all radio galaxies have 
jets and lobes, but what we observe depends on our perspec-
tive. As illustrated in Figure 24.25, when a radio galaxy is 
viewed from the side, we see the jets and lobes. However, if 
we view the jet almost head-on—in other words, looking 
through the lobe—we see a core-dominated system.

spiral galaxy about 500 million years ago. In 
the crowded confines of a cluster, such colli-
sions may be commonplace (see Section 25.2). 
The radio lobes are roughly symmetrically 
placed, jutting out from the center of the vis-
ible galaxy and roughly perpendicular to the 
dust lane, suggesting that they consist of mate-
rial ejected in opposite directions from the 
galactic nucleus. This conclusion is strength-
ened by the presence of a pair of smaller sec-
ondary lobes closer to the visible galaxy and by the presence 
of a roughly 1-kpc-long jet of matter in the galactic center, 
all aligned with the main lobes (and marked in the figure).

If the material was ejected from the nucleus at close to 
the speed of light and has subsequently slowed, then Centau-
rus A’s outer lobes were created a few hundred million years 
ago, quite possibly around the time of the collision thought 
to be responsible for the galaxy’s odd optical appearance. 
The secondary lobes were expelled more recently. Appar-
ently, some violent process at the center of Centaurus A—
most probably triggered by the collision—started up around 
that time and has been intermittently firing jets of matter 
out into intergalactic space ever since.

Centaurus A is a relatively low-luminosity source that 
happens to lie very close to us, astronomically speaking, 
making it particularly easy to study. Figure 24.23 shows 
a much more powerful emitter, called Cygnus A, lying 
roughly 250 Mpc from Earth. The high-resolution radio 
map in Figure 24.23(b) clearly shows two narrow, high-
speed jets joining the radio lobes to the center of the visible 
galaxy (the dot at the center of the radio image). Notice that, 
as with Centaurus A, Cygnus A is a member of a small group 
of galaxies, and the optical image (Figure 24.23a) appears to 
show two galaxies colliding.

◀ Figure 24.22 Centaurus A radio Lobes Radio galaxies, such as Centaurus 
A (a), often have giant radio-emitting lobes (b) extending a million light-years or 
more beyond the central galaxy. This entire object might be the result of a collision 
between two galaxies that took place about 500 million years ago. The lobes cannot 
be imaged in visible light and must be observed with radio telescopes; they are shown 
here in false colors, with decreasing intensity from red to yellow to green to blue. The 
inset (at right) shows a Chandra X-ray image of one of the lobes, showing that the jets 
in the inner parts of the lobes do emit higher-energy radiation. (ESO; NRAO; SAO)
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▶ Figure 24.25 radio galaxy A central energy source 
produces high-speed jets of matter that interact with intergalactic 
gas to form radio lobes. The system may appear to us as either 
radio lobes or a core-dominated radio galaxy, depending on our 
location with respect to the jets and lobes.

300,000 light-years

(a)

(b)

R I V U X G

R I V U X G

▲ Figure 24.23 Cygnus A (a) A visible-light image of Cygnus A 
appears to show two galaxies in collision. (b) On much larger scales, it 
displays radio-emitting lobes (mapped in blue) on both sides of the 
visible image. The galaxy in (a) is about the size of the small dot at 
the center of (b). (NOAO; NRAO)

R I V U X G

▲ Figure 24.24 Core-Dominated radio galaxy As shown  
by this radio contour map of the galaxy M86, the radio emission 
comes from a bright central nucleus, which is surrounded by an  
extended region of less-intense emission. The radio map is 
superimposed on an optical image of the galaxy and some of its 
neighbors, a wider-field version of which was shown previously in 
Figure 24.14. (Harvard-Smithsonian CfA)

Our precise location with respect to the jet can also 
radically affect the type of radiation we see. The theory of 
relativity tells us that radiation emitted by particles mov-
ing close to the speed of light is strongly concentrated, 
or beamed, in the direction of motion.  (Discovery  
22-1) As a result, if the observer in Figure 24.25 happens 
to be directly in line with the beam, the radiation she 
receives is both very intense and Doppler shifted toward 
short wavelengths.  (Sec. 3.5) The resulting object is 
called a blazar (Figure 5.35b). Much of the luminosity 
of the several hundred known blazars is received in the 
form of X-rays or gamma rays.

Jets are a fairly common feature of active galax-
ies of all types. Figure 24.26 presents several images of 

the giant elliptical galaxy M87, a prominent member of 
the Virgo Cluster (Figure 24.14). A long-time exposure 
(Figure 24.26a) shows a large, fuzzy ball of light—a fairly 
normal-looking E1 galaxy about 100 kpc across. A shorter 
exposure of M87 (Figure 24.26b), capturing only the gal-
axy’s bright inner regions, reveals a long (2 kpc) thin jet of 

Radio
lobe

Radio
lobe

Central
energy
source

Jets

Observer here sees a 
core-dominated radio 
galaxy/blazar  c

cobserver here sees
a lobe radio galaxy.
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matter ejected from the galactic center at nearly the speed 
of light. Computer enhancement shows that the jet is made 
up of a series of distinct “blobs” more or less evenly spaced 
along its length, suggesting that the material was ejected 
during bursts of activity. The jet has also been imaged in 
the radio, infrared (Figure 24.26c), and X-ray regions of the 
spectrum.

ConCept Check

4 The energy emission from an active galactic nucleus 
does not resemble a blackbody curve. Why is this 
important?

Quasars
In the early days of radio astronomy, many radio sources 
were detected for which no corresponding visible object was 
known. By 1960, several hundred such sources were listed in 
the Third Cambridge Catalog, and astronomers were scan-
ning the skies in search of visible counterparts to these radio 
sources. Their job was made difficult both by the low resolu-
tion of the radio observations (which meant that the observ-
ers did not know exactly where to look) and by the faintness 
of the objects at visible wavelengths.

In 1960, astronomers detected what appeared to be a 
faint blue star at the location of the radio source 3C 48 (the 
48th object on the third Cambridge list) and obtained its 
spectrum. Containing many unknown and unusually broad 
emission lines, the object’s peculiar spectrum defied inter-
pretation. 3C 48 remained a unique curiosity until 1962, 
when another similar-looking—and similarly mysterious—
faint blue object with “odd” spectral lines was discovered 
and identified with the radio source 3C 273 (Figure 24.27).

The following year saw a breakthrough when astrono-
mers realized that the strongest unknown lines in 3C 273’s 
spectrum were simply familiar spectral lines of hydrogen 
redshifted by a very unfamiliar amount—about 16 percent, 
corresponding to a recession velocity of 48,000 km/s! 
Figure 24.28 shows the spectrum of 3C 273. Some prominent 
emission lines and the extent of their redshift are marked on 
the diagram. Once the nature of the strange spectral lines 
was known, astronomers quickly found a similar explana-
tion for the spectrum of 3C 48, whose 37 percent redshift 
implied that it was receding from Earth at the astonishing 
rate of almost one-third the speed of light!

Their huge speeds mean that neither of these two 
objects can be members of our Galaxy. In fact, their large 
redshifts indicate that they are very far away indeed. Apply-
ing Hubble’s law (with our adopted value of the Hubble 
constant, H0 = 70 km>s>Mpc), we obtain distances of 650 
Mpc for 3C 273 and 1450 Mpc for 3C 48. (See again More 
Precisely 24-1 for more information of how these distances 
are determined and what the large redshifts really mean.)

interactive figure 24.26 M87 Jet The giant elliptical 
galaxy M87 (also called Virgo A) is displayed here in a series 
of zooms. (a) A long optical exposure of the galaxy’s halo and 
embedded central region. (b) A short optical exposure of its 

core and an intriguing jet of matter, on a smaller scale. (c) An infrared 
image of M87’s jet, examined more closely than in (b). The bright point 
at left in (c) marks the bright nucleus of the galaxy; the bright blob 
near the center of the image corresponds to the bright “knot” visible 
in the jet in (b). (NOAO; NASA)
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However, this explanation of the unusual spectra cre-
ated an even deeper mystery. A simple calculation using the 
inverse-square law reveals that, despite their unimpressive 
optical appearance (see Figure 24.29), these faint “stars” are 
in fact among the brightest-known objects in the universe! 
Object 3C 273, for example, has a luminosity of about 1040 W,  
comparable to 20 trillion Suns or a thousand Milky Way 
Galaxies. More generally, quasars range in luminosity from 
around 1038 W—about the same as the 
brightest Seyferts—up to nearly 1042 W. A 
value of 1040 W (comparable to the lumi-
nosity of a bright radio galaxy) is fairly 
typical.

Clearly not stars (because of their enor-
mous luminosities), these objects became 
known as quasi-stellar radio sources (“quasi-
stellar” means “starlike”), or quasars. (The 
name persists even though we now know 
that not all such highly redshifted, star-
like objects are strong radio sources.) More 
than 200,000 quasars are now known, and 
the numbers are increasing rapidly as large-
scale surveys probe deeper and deeper into 
space (see Discovery 25-1). The distance to 
the closest quasar is 250 Mpc; the farthest 
lies more than 9000 Mpc away. Most qua-
sars lie well over 1000 Mpc from Earth. 

▲ figure 24.27 Quasar 3C 273 (a) The bright quasar 3c 273 
displays a luminous jet of matter, but the main body of the quasar is 
starlike in appearance. (b) The jet extends for about 30 kpc and can be 
seen better in this high-resolution image. (AURA)

Since light travels at a finite speed, these faraway objects rep-
resent the universe as it was in the distant past. The implica-
tion is that most quasars date back to much earlier periods 
of galaxy formation and evolution, rather than more recent 
times. The prevalence of these energetic objects at great dis-
tances tells us that the universe was once a much more vio-
lent place than it is today.

Quasars share many properties with Seyferts and 
radio galaxies. Their radiation is nonstellar and may vary 
irregularly in brightness over periods of months, weeks, 
days, or (in some cases) even hours, and some quasars show 
evidence of jets and extended emission features. Note the jet of 
luminous matter in 3C 273 (Figure 24.27), reminiscent of the 
jet in M87 and extending nearly 30 kpc from the center of the 
quasar. Figure 24.30 shows a quasar with radio lobes similar 
to those seen in Cygnus A (Figure 24.23b). Quasars have 
been observed in all parts of the electromagnetic spectrum, 
although many emit most of their energy in the optical and 
infrared. About 10–15 percent of quasars (called “radio-loud” 
quasars) also emit substantial amounts of energy at radio 
wavelengths, presumably as a result of unresolved jets.

Astronomers once distinguished between active galax-
ies and quasars on the basis of their appearance, spectra, 
and distance from us, but today most astronomers think 
that quasars are in fact just the intensely bright nuclei of 
distant active galaxies lying too far away for the galaxies 
themselves to be seen. (Figure 25.19 presents Hubble Space 
Telescope observations of several relatively nearby quasars in 
which the surrounding galaxies are clearly visible.)

proCeSS of SCienCe Check

4 How did the determination of quasar distances 
change astronomers’ understanding of these objects?
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▲ figure 24.28 Quasar Spectrum optical spectrum of the distant quasar 3c 273. 
(This is a negative, as the lines are actually in emission.) notice both the redshift and the 
widths of the three hydrogen spectral lines marked as hb, hg, and hd.  (Sec. 14.3) The 
redshift indicates the quasar’s enormous distance. The width of the lines implies rapid 
internal motion within the quasar. (Adapted from Palomar/Caltech)
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spectrum of 3C 273.
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comparison
spectrum.
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5. Their optical spectra may show broad emission lines, 
indicating rapid internal motion within the energy- 
producing region.

6. Often the activity appears to be associated with interac-
tions between galaxies.

The principal questions, then, are How can such vast 
quantities of energy arise from these relatively small regions 
of space? Why is the radiation nonstellar? and What is the 
origin of the jets and extended radio-emitting lobes? We 
first consider how the energy is produced and then turn to 
the question of how it is actually emitted into intergalactic 
space.

Energy Production
As illustrated in Figure 24.31, the leading model for the 
central engine of active galaxies is a scaled-up version of 
the process powering X-ray binaries in our own Galaxy 
and the activity in our Galactic center—accretion of gas 

24.5  The Central Engine  
of an Active Galaxy

The present consensus among astronomers is that, despite 
their differences in appearance and luminosity, Seyferts, 
radio galaxies, quasars—as well as “normal” galactic nuclei—
share a common energy-generation mechanism.

As a class, active galactic nuclei have some or all of the 
following properties:

1. They have high luminosities, generally greater than the 
1037 W characteristic of a bright normal galaxy.

2. Their energy emission is mostly nonstellar—it cannot 
be explained as the combined radiation of even trillions 
of stars.

3. Their energy output can be highly variable, implying 
that their energy is emitted from a small central nucleus 
much less than a parsec across.

4. They may exhibit jets and other signs of explosive 
activity.

▲ figure 24.30 Quasar Jets This radio image of the 
quasar 3c 175, which is some 3000 Mpc away, shows radio 
jets feeding faint radio lobes. The lobes themselves span 
approximately a million light-years—comparable in size to the 
radio galaxies discussed earlier (see also the chapter-opening 
image on page 606.). (NRAO)

▲ figure 24.29 typical Quasar Although quasars are the most 
luminous objects in the universe, they are often unimpressive in 
appearance. in this optical image, a distant quasar (marked by an arrow) 
is seen close (in the sky) to nearby normal stars. The quasar’s much 
greater distance makes it appear fainter than the stars, but intrinsically 
it is much, much brighter. often starlike in appearance, quasars are 
generally identified via their unusual nonstellar colors or spectra. (SDSS)
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Accretion is extremely efficient at 
converting infalling mass (in the form 
of gas) into energy (in the form of elec-
tromagnetic radiation). Detailed calcu-
lations indicate that as much as 10 or 20 
percent of the total mass–energy of the 
infalling matter can be radiated away 
before it crosses the hole’s event hori-
zon and is lost forever.  (Sec. 22.5) 
Since the total mass–energy of a star 
like the Sun—the mass times the speed 
of light squared—is about 2 * 1047 J,  
it follows that the 1038-W luminosity of a 
bright active galaxy can be accounted for 
by the consumption of “only” 1 solar mass 
of gas per decade by a billion-solar-mass 
black hole. More or less luminous active 
galaxies would require correspondingly 
more or less fuel. Thus, to power a 1040

-W quasar, which is 100 times brighter, 
the black hole simply consumes 100 times 
more fuel, or 10 stars per year. The cen-
tral black hole of a 1036-W Seyfert galaxy 
would devour only one Sun’s worth of 
material every thousand years.

The small size of the emitting region 
is a direct consequence of the compact 
central black hole. Even a billion-solar-
mass black hole has a radius of only 
3 * 109 km, or 10- 4 pc—about 20 AU—
and theory suggests that the part of the 
accretion disk responsible for most of 
the emission would be much less than 
1 pc across.  (Sec. 22.5) Instabilities 
in the accretion disk can cause f luctua-
tions in the energy released, leading to  
the variability observed in many objects. 

The broadening of the spectral lines seen in the nuclei of 
many active galaxies results from the rapid orbital motion 
of the gas in the black hole’s intense gravity.

Jets appear to be a common feature of accretion f lows, 
large and small. The jets shown in Figure 24.31 consist of 
material (mainly electrons and protons) blasted out into 
space—and completely out of the visible portion of the 
galaxy—from the inner regions of the disk. They are most 
likely formed by strong magnetic fields produced within 
the accretion disk itself. These fields accelerate charged 
particles to nearly the speed of light and eject them paral-
lel to the disk’s rotation axis. Figure 24.32 shows a Hub-
ble Space Telescope image of a disk of gas and dust at the 
core of the radio galaxy NGC 4261 in the Virgo Cluster. 
Consistent with the model just described, the disk is per-
pendicular to the huge jets emanating from the galaxy’s 
center.

onto a supermassive black hole, releasing huge amounts 
of energy as the matter sinks onto the central object. 

 (Secs. 22.3, 22.8, 23.7) In order to power the bright-
est active galaxies, theory suggests that the black holes 
involved must be billions of times more massive than  
the Sun.

As with this model’s smaller scale counterparts, the 
infalling gas forms an accretion disk and spirals down 
toward the black hole, heating up to high temperatures by 
friction within the disk and emitting large amounts of radi-
ation as a result. In the case of an active galaxy, however, the 
origin of the accreted gas is not a binary companion, as it is 
in stellar X-ray sources, but entire stars and clouds of inter-
stellar gas—most likely diverted into the galactic center by 
an encounter with another galaxy—that come too close to 
the hole and are torn apart by its strong gravity.

▲ figure 24.31 active galactic nucleus The leading theory for the energy source 
in active galactic nuclei holds that these objects are powered by material accreting onto 
a supermassive black hole. As matter spirals toward the hole, it heats up, producing large 
amounts of energy. At the same time, high-speed jets of gas can be ejected perpendicular 
to the accretion disk, forming the jets and lobes observed in many active objects. 
Magnetic fields generated in the disk by charged matter in motion are carried by the jets 
out to the radio lobes, where they play a crucial role in producing the detected radiation.

Jet of high-speed
particles

Magnetic �eld
lines

Accretion
disk

Black
hole
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masses; we assume that this is the mass of the central 
black hole. At M87’s distance, HST’s resolution of 0.05 arc 
second corresponds to a scale of about 5 pc, so we are still 
far from seeing the (solar system-sized) central black hole 
itself, but the improved “circumstantial” evidence has 
convinced many astronomers of the basic correctness of 
the theory.

Figure 24.33 shows further evidence in favor of this 
model, in the form of imaging and spectroscopic data 
from the center of M87, suggesting a rapidly rotating 
disk of matter orbiting the galaxy’s center, again perpen-
dicular to the jet. Measurements of the gas velocity on 
opposite sides of the disk indicate that the mass within a 
few parsecs of the center is approximately 3 * 109 solar 

◀ figure 24.32 giant elliptical 
galaxy (a) A combined optical/radio 
image of the giant elliptical galaxy ngc 
4261, in the Virgo cluster, shows a white 
visible galaxy at center, from which  
blue-orange (false-color) radio lobes 
extend for about 60 kpc. (b) A more 
detailed view of the galaxy’s nucleus 
reveals a 100-pc-diameter disk 
surrounding a bright hub thought to 
harbor a black hole. (NRAO; NASA)

150 light-years

(a) (b)
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▲ figure 24.33 M87 Disk Both images and spectra of M87 support the idea of a rapidly whirling accretion disk 
at this galaxy’s heart. (a) The central region of M87, similar to that shown in figure 24.26(c), shows the galaxy’s bright 
nucleus and jet. (b) A magnified view of the nucleus suggests a spiral swarm of stars, gas, and dust. (c) Spectral-line 
features observed on opposite sides of the nucleus show contrasting red and blue doppler shifts, implying that matter 
on one side is coming toward us and matter on the other side is moving away. Apparently, an accretion disk spins 
perpendicular to the jet, and at its center is a black hole having some 3 billion times the mass of the Sun. (NASA)
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Energy Emission

Theory suggests that the radiation emit-
ted by the hot accretion disk surround-
ing a supermassive black hole should 
span a broad range of wavelengths, from 
infrared through X-rays, correspond-
ing to the broad range of temperatures in 
the disk as the gas heats up. This accounts 
for the spectra of some active galactic 
nuclei, but it also appears that in many 
cases the high-energy radiation emitted  
from the accretion disk is “reprocessed”— 
that is, absorbed and reemitted at longer 
wavelengths—by material beyond the 
nucleus before eventually reaching our 
detectors.

Researchers think that the most 
likely site of this reprocessing is a 
rather fat, donut-shaped ring of gas and 
dust surrounding the inner accretion 
disk where the energy is actually pro-
duced. As illustrated in Figure 24.34,  
if our line of sight to the black hole does 
not intersect this dusty donut, then we see 
the “bare” energy source emitting large 
amounts of high-energy radiation (with 
broad emission lines, since we can see the 
rapidly moving gas near the black hole).  
(Sec. 4.5) If the donut intervenes, we see 
instead large amounts of infrared radiation 
reradiated from the dust (and only narrow 
emission lines, from gas farther from the 
center). The structure of the donut itself is 
quite uncertain and may in reality bear lit-
tle resemblance to the rather regular-look-
ing ring shown in the figure. Many astrono-
mers suspect that the absorbing region may 
actually be a dense outf low of gas driven 
from the accretion disk’s outer edge by the 
intense radiation within.

A different reprocessing mechanism 
operates in many jets and radio lobes. This 
mechanism involves the magnetic fields 
possibly produced within the accretion disk and trans-
ported by the jets into intergalactic space (Figure 24.31). 
As sketched in Figure 24.35(a), whenever a charged par-
ticle (here an electron) encounters a magnetic field, the 
particle tends to spiral around the magnetic field lines. 
We have already encountered this idea in the discussions 
of Earth’s magnetosphere and solar activity.  (Secs. 
7.5, 16.5)

As the particles whirl around, they emit electromag-
netic radiation.  (Sec. 3.2) The radiation produced in 

▲ figure 24.34 Dusty Donut The accretion disk surrounding a massive black hole, 
drawn here with some artistic license, consists of hot gas at many different temperatures 
(hottest nearest the center). When viewed from above or below, the disk radiates a broad 
spectrum of electromagnetic energy extending into the X-ray band. however, the dusty 
infalling gas that ultimately powers the system is thought to form a fat, donut-shaped 
region outside the accretion disk (shown here in red), which effectively absorbs much of 
the high-energy radiation reaching it, reemitting it mainly in the form of cooler, infrared 
radiation. When the accretion disk is viewed from the side, strong infrared emission is 
observed. (compare with figure 24.25.) (Adapted from D. Berry)

Here, an observer would
see a broad spectrum of
radiation  c

chere, the observer
sees mainly infrared
radiation.
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infrared
radiation
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radiation

Supermassive
black hole

Dusty donut

Accretion disk

this way—called synchrotron radiation, after the type 
of particle accelerator in which it was first observed—
is nonthermal in nature, meaning that there is no link 
between the emission and the temperature of the radi-
ating object. Hence, the radiation is not described by a 
blackbody curve. Instead, its intensity decreases with 
increasing frequency, as shown in Figure 24.35(b). This 
is just what is needed to explain the overall spectrum of 
radiation from radio galaxies and radio-loud quasars. 
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▲ figure 24.35 nonthermal radiation (a) charged particles, especially fast-moving electrons (red), emit 
synchrotron radiation (blue) while spiraling in a magnetic field (black). This process is not confined to active galaxies. it 
occurs on smaller scales as well, when charged particles interact with magnetism in earth’s Van Allen belts  (Sec. 7.5),  
when charged matter arches above sunspots  (Sec. 16.5), in the vicinity of neutron stars  (Sec. 22.2), and at 
the center of our own galaxy  (Sec. 23.7). (b) Thermal and synchrotron (nonthermal) radiation vary differently with 
frequency. Thermal radiation, described by a blackbody curve, peaks at a frequency that depends on the temperature 
of the source. By contrast, nonthermal synchrotron radiation is more intense at low frequencies and is independent of 
the temperature of the emitting object. (compare with figure 24.19.)

Synchrotron
radiation

Synchrotron
radiation Thermal

radiation

Electron

(a) (b)

In
te

ns
ity

Frequency

Magnetic
�eld lines

Observations of the radiation received from the jets and 
radio lobes of active galaxies are completely consistent 
with synchrotron radiation.

Eventually, the jet is slowed and stopped by the interga-
lactic medium, the flow becomes turbulent, and the mag-
netic field grows tangled. The result is a gigantic radio lobe 
emitting virtually all of its energy in the form of synchro-
tron radiation. Thus, even though the radio emission comes 
from an enormously extended volume of space that dwarfs 
the visible galaxy, the source of the energy is still the accre-
tion disk—a billion billion times smaller in volume than 
the radio lobe—lying at the galactic center. The jets trans-
port energy from the nucleus, where it is generated, into the 
lobes, where it is finally radiated into space.

The existence of the inner lobes of Centaurus A and the 
blobs in M87’s jet imply that the formation of a jet may be 
an intermittent process (or, as in the case of the Seyferts dis-
cussed earlier, may not occur at all), and, as we have seen, 
there is also evidence to indicate that much, if not all, of the 
activity observed in nearby active galaxies has been sparked 

by recent interaction with a neighbor. Many nearby active 
galaxies (e.g., Centaurus A) appear to have been “caught in 
the act” of interacting with another galaxy, suggesting that 
the fuel supply can be “turned on” by a companion. The 
tidal forces involved divert gas and stars into the galac-
tic nucleus, triggering an outburst that may last for many  
millions of years.

What do active galaxies look like between active 
outbursts? What other connections exist between them 
and the normal galaxies we see? To answer these important 
questions, we must delve more deeply into the subject of 
galaxy evolution, to which we turn in Chapter 25.

ConCept Check

4 How does accretion onto a supermassive black hole 
power the energy emission from the extended radio 
lobes of a radio galaxy?
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1  The Hubble classification scheme  
(p. 608) divides galaxies into several 
classes, depending on their appearance. 
Spiral galaxies (p. 608) have f lattened 
disks, central bulges, and spiral arms. 
Their halos consist of old stars, whereas the 
gas-rich disks are the sites of ongoing star 
formation. Barred-spiral galaxies (p. 609) contain an extended 
“bar” of material projecting beyond the central bulge. Elliptical 
galaxies (p. 611) have no disk and contain little or no cool gas 
or dust, although very hot interstellar gas is observed. In most 
cases, they consist entirely of old stars. They range in size from 
dwarf ellipticals, which are much less massive than the Milky 
Way Galaxy, to giant ellipticals, which may contain trillions  
of stars. S0 and SB0 galaxies (p. 612) are intermediate in their 
properties between ellipticals and spirals. Irregular galaxies  
(p. 612) are galaxies that do not fit into any of the other catego-
ries. Many are rich in gas and dust and are the sites of vigorous 
star formation.

2  Astronomers often use standard can-
dles (p. 615) as distance-measuring tools. 
These are objects that are easily identifiable 
and whose luminosities lie within some 
reasonably well-defined range. Compar-
ing luminosity and apparent brightness, 
astronomers determine distance with the 
use of the inverse-square law. An alterna-
tive approach is the Tully-Fisher relation (p. 616), an empirical 
correlation between rotational velocity and luminosity in spiral 
galaxies.
3  The Milky Way, Andromeda, and sev-

eral other smaller galaxies form a small gravi-
tationally bound collection of galaxies called 
the Local Group (p. 618). Galaxy clusters 
(p. 618) consist of many galaxies orbiting 
one another, bound together by their own 
gravity. The nearest large galaxy cluster to the 
Local Group is the Virgo Cluster.
4  Distant galaxies are observed to be receding from 

the Milky Way at speeds proportional to their dis-
tances from us. This relationship is called Hubble’s law  

(p. 620). The constant of proportionality 
in the law is Hubble’s constant (p. 620). 
Its value is thought to be around 70 km/s/
Mpc. Astronomers use Hubble’s law to 
determine distances to the most remote 
objects in the universe. The redshift asso-
ciated with the Hubble expansion is called 
the cosmological redshift (p. 620).

5  Active galaxies (p. 622) can be 
much more luminous than normal gal-
axies and have nonstellar spectra, emit-
ting most of their energy outside the vis-
ible part of the electromagnetic spectrum. 
Often, the nonstellar activity suggests 
rapid internal motion and is associated 
with a bright active galactic nucleus (p. 624). Many active gal-
axies have high-speed, narrow jets of matter shooting out from 
their central nuclei. The jets transport energy from the nucleus, 
where it is generated, to enormous radio lobes (p. 625) lying 
far beyond the visible portion of the galaxy, where it is radiated 
into space. The jets often appear to be made up of distinct “blobs” 
of gas, suggesting that the process that generates the energy is 
intermittent.

6  A Seyfert galaxy (p. 
624) looks like a normal 
spiral, but has an extremely 
bright central galactic nucleus. 
Spectral lines from Seyfert 
nuclei are very broad, indi-
cating rapid internal motion, 
and the rapid variability in 
the luminosity of Seyferts 
implies that the source of the 
radiation is much less than 1 light-year across. Radio galaxies  
(p. 625) emit large amounts of energy in the radio part of the 
spectrum. The corresponding visible galaxy is usually ellipti-
cal. Quasars (p. 629), or quasi-stellar objects, are the most 
luminous objects known. In visible light they appear starlike, 
and their spectra are usually substantially redshifted. All qua-
sars are very distant, indicating that we see them as they were 
in the remote past.
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The Big Question Galactic research lags stellar research by about 50 years. That's because 
galaxies were discovered only in the 20th century, and we are still learning about them. How did they 
form, and how do they evolve? Those are the biggest questions regarding galaxies, and they will not be 
answered until more and better data accumulate, especially regarding the most distant systems. With 
much larger galaxy surveys on the horizon, breakthroughs that will help solve these important issues 
may be imminent.
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For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information. 
LO connects to the introduction’s numbered Learning Outcomes.

Review and Discussion
 1. LO1 What distinguishes one type of spiral galaxy from 

another?
 2. Describe some similarities and differences between elliptical 

galaxies and the halo of our own Galaxy.
 3. LO2 Describe the four rungs in the distance-measurement 

ladder used to determine the distance to a galaxy lying  
5 Mpc away.

 4. LO3 Describe the contents of the Local Group. How much 
space does it occupy compared with the volume of the Milky 
Way?

 5. What is the Virgo Cluster?
 6. What are standard candles, and why are they important to 

astronomy?
 7. How is the Tully-Fisher relation used to measure distances 

to galaxies?

 8. LO4 POS What is Hubble’s law? How is it used by 
astronomers to measure distances to galaxies?

 9. What is the most likely range of values for Hubble’s constant? 
What are the uncertainties in its value?

 10. LO5 Name two basic differences between normal galaxies 
and active galaxies.

 11. POS What is the evidence that the radio lobes of some active 
galaxies consist of material ejected from the galaxy’s center?

 12. LO6 POS How do we know that the energy-emitting  
regions of many active galaxies must be very small?

 13. What was it about the spectra of quasars that was so 
unexpected and surprising?

 14. How do we know that quasars are extremely luminous?
 15. LO7 Briefly describe the leading model for the central 

engine of an active galaxy.

Conceptual Self-Test: Multiple Choice
 1. Young stars in a galactic disk are (a) evenly distributed within 

and between spiral arms; (b) mostly found in the space 
between spiral arms; (c) mostly found in the spiral arms;  
(d) older than stars in the halo.

 2. Astronomers classify elliptical galaxies by (a) the number 
of stars they contain; (b) their colors; (c) how flattened they 
appear; (d) their diameters.

 3. Using the method of standard candles, we can, in principle, 
find the distance to a campfire if we know (a) the number of 
logs used; (b) the fire’s temperature; (c) the length of time 
the fire has been burning; (d) the type of wood used in the 
fire.

 4. VIS If the galaxy in Figure 24.11 (“Galaxy Rotation”) 
were smaller and spinning more slowly, then, in order to 
represent it correctly, the figure should be redrawn to show 
(a) a greater blueshift; (b) a greater redshift; (c) a narrower 
combined line; (d) a larger combined amplitude.

 5. Within 30 Mpc of the Sun, there are about (a) 3 galaxies;  
(b) 30 galaxies; (c) a few thousand galaxies; (d) a few 
million galaxies.

 6. VIS According to Figure 24.17 (“Hubble’s Law”), a 
galaxy 500 million parsecs away has a velocity of roughly  
(a) 25,000 km/s away from us; (b) 35,000 km/s toward us; 
(c) 35,000 km/s away from us; (d) 75,000 km/s toward us.

7  The generally accepted explanation for the observed proper-
ties of all active galaxies is that their energy is generated by the 
accretion of galactic gas onto a supermassive (million- to billion-
solar-mass) black hole lying in the galactic center. The small size 
of the accretion disk explains the compact extent of the emitting 
region, and the high-speed orbit of gas in the black hole’s intense 
gravity accounts for the rapid motion that is observed. Typical 
luminosities of active galaxies require the consumption of about 
1 solar mass of material every few years. Some of the infalling 
matter may be blasted out into space, producing magnetized 
jets that create and feed the galaxy’s radio lobes. The accretion 

disk emits at a broad range 
of temperatures, producing a 
nonstellar spectrum. In addi-
tion, much of the radiation 
may be reprocessed into the 
infrared by a ring of dust sur-
rounding the disk. On larger 
scales, charged particles spiral-
ing around magnetic field lines produce synchrotron radiation  
(p. 633), whose spectrum is consistent with the radio emission 
from radio galaxies and jets.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • A supernova of luminosity 1 billion times the luminosity 
of the Sun is used as a standard candle to measure the dis-
tance to a faraway galaxy. From Earth, the supernova appears 
as bright as the Sun would appear from a distance of 10 kpc. 
What is the distance to the galaxy?

 2. •• A Cepheid variable star in the Virgo Cluster has an 
absolute magnitude of −5 and is observed to have an 
apparent magnitude of 26.3. Use these figures to calculate 
the distance to the Virgo Cluster.

 3. • According to Hubble’s law, with H0 = 70 km>s>Mpc, what 
is the recessional velocity of a galaxy at a distance of 200 Mpc? 
How far away is a galaxy whose recessional velocity is 4000 
km/s? How do these answers change if H0 = 60 km>s>Mpc? 
If H0 = 80 km>s>Mpc?

 4. •• According to Hubble’s law, with H0 = 70 km>s>Mpc,  
how long will it take for the distance from the Milky Way 
Galaxy to the Virgo Cluster to double?

 5. • Use the data in Table 24.2 to estimate the absolute magni-
tude and luminosity of a quasar with a redshift of 5 and an 
apparent magnitude of 22.

 6. •• A certain quasar has a redshift of 0.25 and an apparent 
magnitude of 13. Using the data in Table 24.2, calculate 
the quasar’s absolute magnitude and hence its luminosity. 
Compare the apparent brightness of the quasar, viewed from 
a distance of 10 pc, with that of the Sun as seen from Earth.

 7. •• Spectral lines from a Seyfert galaxy are observed to be 
redshifted by 0.5 percent and to have broadened emission 
lines indicating an orbital speed of 250 km/s at an angular 
distance of 0.1″ from its center. Assuming circular orbits, 
use Kepler’s laws to estimate the mass within this 0.1″ 
radius.  (Sec. 23.6)

 8. • A quasar consumes 1 solar mass of material per year, 
converting 15 percent of it directly into energy. What is the 
quasar’s luminosity, in solar units?

Activities
Collaborative

 1. Observe the Virgo Cluster of galaxies. An 8-inch telescope 
is the optimal size for this project. The constellation Virgo 
is visible from the United States during much of fall through 
spring. To locate the cluster, first find the constellation Leo. 
The eastern part of Leo is composed of a distinct triangle of 
stars, Denebola (β), Chort (θ), and Zosma (δ). Go from Chort to 
Denebola in a straight line east; continue on the same distance 
as between the two stars, and you will be approximately at the 
center of the Virgo Cluster. Look for the following Messier 
objects, the brightest galaxies in the cluster: M49, M58, M59, 
M60, M84, M86, M87, M89, and M90. Examine each galaxy 
for unusual features; some have very bright nuclei. Sketch or 
photograph what you see, and construct your own pictorial 
catalog of the brightest galaxies in Virgo.

Individual
 1. Quasar 3C 273 is the nearest and brightest one, but 

that does not mean it is easy to find! Its coordinates are  
RA = 12h 29.2m, dec = + 2° 03¿. It is located in the southern 
part of the Virgo Cluster, but it is not associated with it.  
At magnitude 12–13 (it is variable), it may require a 10- or 
12-inch telescope to see, but try it first with an 8-inch. It 
should appear as a very faint star. The significance of seeing 
this object is that it is 640 Mpc distant. The light you are 
seeing left this object over 2 billion years ago! It is the most 
distant object observable with a small telescope.

 7. VIS According to Figure 24.19 (“Galaxy Energy Spectra”), 
active galaxies (a) emit most of their energy at long 
wavelengths; (b) emit very little energy at high frequencies; 
(c) emit large amounts of energy at all wavelengths; (d) emit 
most of their energy in the visible part of the spectrum.

 8. If the light from a galaxy fluctuates in brightness very rapidly, 
the region producing the radiation must be (a) very large; (b) 
very small; (c) very hot; (d) rotating very rapidly.

 9. Quasar spectra (a) are strongly redshifted; (b) show no 
spectral lines; (c) look like the spectra of stars; (d) contain 
emission lines from unknown elements.

 10. Active galaxies are very luminous because they (a) are hot;  
(b) contain black holes in their cores; (c) are surrounded by 
hot gas; (d) emit jets.
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Left: Some galaxies are bright and splendid, like the two big ones in this image. Others 

are dim and distant, like several that appear smaller in the background. This pair of 

galaxies, nearly 300 million light-years away and known collectively as Arp 273, is in the 

process of colliding over millions of years. Notice the roselike shape of the top galaxy, 

caused by the gravitational pull of the bottom one, and the swath of clusters of young 

blue stars glowing like jewels. Mergers and acquisitions are common among galaxies, 

but astronomers still don’t fully understand how galaxies formed long ago. (STScI)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Galaxies and Dark  
Matter
The LArge-ScALe STrucTure Of The cOSMOS

25
On scales much larger than even the largest galaxy clusters, the 
dynamics of the universe itself becomes apparent, new levels 
of structure are revealed, and a humbling new reality emerges. 
We may be star stuff, the product of countless cycles of stellar 
evolution, but we are not the stuff of the cosmos. The universe 
in the large is composed of matter fundamentally different from 
the familiar atoms and molecules that make up our bodies, our 
planet, our star and Galaxy, and all the luminous matter we 
observe in the heavens.

By comparing and classifying the properties of galaxies near 
and far, astronomers have begun to understand their formation, 
dynamics, and evolution. By mapping out the distribution of 
those galaxies in space, we can trace out the immense realms 
of the universe. Points of light in the uncharted darkness, they 
remind us that our position in the universe is no more special 
than that of a boat adrift at sea.

Learning Outcomes
Studying this chapter will enable you to

1  Describe some methods used to 
determine the masses of galaxies 
and galaxy clusters.

2  explain why astronomers think that 
most of the matter in the universe 
is dark.

3  Describe how galaxies form and 
evolve, and outline the role of 
collisions in the process.

4  Present the evidence for 
supermassive black holes in the 
centers of galaxies, and explain 
how active galaxies fit into current 
theories of galactic evolution.

5  Summarize what is known about 
the large-scale distribution of 
galaxies in the universe.

6  Outline some techniques used by 
astronomers to probe the universe 
on very large scales.

The Big Picture Galaxies are among the grandest, most 
beautiful objects in the universe—each one a colossal collection 
of hundreds of billions of stars held together loosely by gravity. 
Galaxies dominate our view of deep space—they seem to be 
everywhere—yet they represent just a tiny fraction of all matter 
in the cosmos. Vast quantities of unseen cosmic material—dark 
matter—actually account for most of the mass in the universe.
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25.1 Dark Matter in the Universe
In Chapter 23, we saw how measurements of the orbital veloc-
ities of stars and gas in our own Galaxy reveal the presence of 
an extensive dark-matter halo surrounding the galaxy we see. 

 (Sec. 23.6) Do other galaxies have similar dark halos? And 
what evidence do we have for dark matter on larger scales? To 
answer these questions, we need a way to calculate the masses 
of galaxies and galaxy clusters, then compare those masses 
with the luminous matter we actually observe.

How can we measure the masses of such large systems? 
Surely, we can neither count all their stars nor estimate their 
interstellar content very well: Galaxies are just too complex for 
us to take a direct inventory of their material makeup. Instead, 
we must rely on indirect techniques. Despite their enormous 
sizes, galaxies and galaxy clusters obey the same physical laws 
as do the planets in our own solar system. To calculate galaxy 
masses, we turn as usual to Newton’s law of gravity.

Masses of Galaxies and Galaxy Clusters
Astronomers can calculate the masses of some spiral galax-
ies by determining their rotation curves, which plot rotation 
speed versus distance from the galactic center, as illustrated 
in Figure 25.1. Rotation curves for a few nearby spirals are 
shown in Figure 25.1(b). The mass within any given radius 
then follows directly from Newton’s laws.  (Sec. 2.7) 
The rotation curves shown imply masses ranging from 
about 1011 to 5 × 1011 solar masses within about 25 kpc of 
the center—comparable to the results obtained for our own 
Galaxy using the same technique.  (Sec. 23.6)

Distant galaxies are generally too far away for such 
detailed curves to be drawn. Nevertheless, by observing 
the broadening of their spectral lines—as discussed in 
Chapter 24 in the context of the Tully-Fisher relation—we 
can still measure the overall rotation speed of these galaxies.  

 (Sec. 24.2) Estimating a galaxy’s size then leads to an 
estimate of its mass. Similar techniques have been applied 
to ellipticals and irregulars. In general, the approach is 
useful for measuring the mass lying within about 50 kpc of a 
galaxy’s center—the extent of the electromagnetic emission 
from stellar and interstellar material.

To probe farther from the centers of galaxies, astrono-
mers turn to binary galaxy systems (Figure 25.2a), whose 
components may lie hundreds of kiloparsecs apart. The 
orbital period of such a system is typically billions of years, 
far too long for the orbit to be accurately measured. How-
ever, by estimating the period and semimajor axis from the 
available information—the line-of-sight velocities and the 
angular separation of the components—an approximate 
total mass can be derived.  (More Precisely 2-2)

Galaxy masses obtained in this way are uncertain, 
but by combining many such measurements, astrono-
mers can obtain quite reliable statistical information about 

galaxy masses. Most normal spirals (the Milky Way Galaxy 
included) and large ellipticals contain between 1011 and 1012 
solar masses of material. Irregular galaxies often contain 
less mass, about 108 to 1010 times that of the Sun. Dwarf 
ellipticals and dwarf irregulars can contain as little as 106 or 
107 solar masses of material.

We can use another statistical technique to derive the 
combined mass of all the galaxies within a galaxy cluster. 

Interactive fIgure 25.1 galaxy rotation Curves  
(a) Orbital velocities can be measured at different distances 
from the center of a disk galaxy, as illustrated here for M64, 
the “evil eye” galaxy, some 5 Mpc distant. (b) rotation curves 

for some nearby spiral galaxies indicate masses of a few hundred 
billion times the mass of the Sun. (NASA)

The Milky Way’s rotation curve (see Figure 23.21) 
is marked in red for comparison.
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that this calculation gives us no information whatsoever 
about the masses of individual galaxies. It tells us only about 
the total mass of the cluster.

Visible Matter and Dark Halos
The rotation curves of the spiral galaxies shown in Figure 
25.1 remain flat (that is, do not decline, and even rise slightly) 
far beyond the galaxies’ visible images, implying that those 
galaxies—and perhaps all spiral galaxies—contain large 
amounts of dark matter, in the form of invisible dark halos 
similar to that surrounding the Milky Way.  (Sec. 23.6) 
Overall, spiral galaxies seem to contain from 3 to 10 times 
more mass than can be accounted for in the form of lumi-
nous matter. Studies of elliptical galaxies suggest similarly 
large dark halos surrounding these galaxies, too.

Astronomers find even greater discrepancies between 
visible light and total mass when they study galaxy clusters. 
Calculated cluster masses range from 10 to nearly 100 times 
the mass suggested by the light emitted by individual cluster 
galaxies. Put another way, a lot more mass is needed to bind 
galaxy clusters than we can see. Thus, the problem of dark 
matter exists not just in our own Galaxy, but also in other 
galaxies and, to an even greater degree, in galaxy clusters as 
well. In that case, we are compelled to accept the fact that 
upwards of 90 percent of the matter in the universe is dark—
and not just in the visible portion of the spectrum. The mass 
goes undetected at any electromagnetic wavelength.

As discussed in Chapter 23, many possible explana-
tions for the dark matter have been suggested, ranging from  
stellar remnants of various sorts to exotic subatomic parti-
cles.  (Sec. 23.6) Whatever its nature, the dark matter in 
clusters cannot simply be the accumulation of dark matter 
within individual galaxies. Even including the galaxies’ dark 
halos, we still cannot account for all the dark matter in galaxy 
clusters. As we look on larger and larger scales, we find that a 
larger and larger fraction of the matter in the universe is dark.

Intracluster Gas
In addition to the luminous matter observed within the 
cluster galaxies themselves, astronomers also have evidence 
for large amounts of intracluster gas—superhot (more than 
10 million K), diffuse intergalactic matter filling the space 
among the galaxies. Satellites orbiting above Earth’s atmo-
sphere have detected substantial amounts of X-ray radia-
tion from many clusters. Figure 25.3 shows false-color X-ray 
images of one such system. The X-ray-emitting region is cen-
tered on, and comparable in size to, the visible cluster image.

Further evidence for intracluster gas can be found in 
the appearance of the radio lobes of some active galaxies. 

 (Sec. 24.4) In some systems, known as head–tail radio 
galaxies, the lobes seem to form a “tail” behind the main 
part of the galaxy. For example, the lobes of radio galaxy 

As depicted in Figure 25.2(b), each galaxy within a cluster 
moves relative to all other members of the cluster, and we 
can estimate the cluster’s mass simply by asking how mas-
sive it must be in order to bind its galaxies gravitationally. 
For example, if we find that galaxies in a cluster are mov-
ing with an average speed of 1000 km/s and the cluster 
radius is 3 Mpc (both typical values), it follows from 
Newton’s laws—assuming that the cluster is gravitation-
ally bound—that the mass of the cluster must be around 
(3 Mpc) * (1000 km>s)2>G ≈ 7 * 1014 solar masses. 

 (More Precisely 2-2) Cluster masses obtained in this way 
generally lie in the range of 1014–1015 solar masses. Notice 

▲ fIgure 25.2 galaxy Masses (a) In a binary galaxy system, 
galaxy masses can be estimated by observing the orbit of one galaxy 
about the other. (b) The mass of a galaxy cluster can be estimated 
by observing the motion of many galaxies in the cluster and then 
estimating how much mass is needed to prevent the cluster from 
flying apart.
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NGC 1265, shown in Figure 25.4, appear to be “swept back” 
by some onrushing wind, and, indeed, this is the most likely 
explanation for the galaxy’s appearance. If NGC 1265 were 
at rest, it would be just another double-lobe source, perhaps 
quite similar to Centaurus A (Figure 24.22). However, the 
galaxy is traveling through the intergalactic medium of its 
parent galaxy cluster (known as the Perseus Cluster), and 
the outflowing matter forming the lobes tends to be left 
behind as NGC 1265 moves.

How much gas do these observations reveal? At least 
as much matter—and, in most cases, significantly more—
exists within clusters in the form of hot gas as is visible in 
the form of stars. This is a lot of material, but it still doesn’t 

◀ fIgure 25.4 Head–tail radio 
galaxy (a) radiograph, in false color, 
of the head–tail radio galaxy Ngc 1265. 
(b) The same radio data, in contour 
form, superposed on the optical image 
of the galaxy. Astronomers reason that 
this object is moving rapidly through 
space, trailing a “tail” behind as it goes. 
(NRAO; Palomar/Caltech)

solve the dark-matter problem. To 
account for the total masses of gal-
axy clusters implied by dynamical 
studies, we would have to find from 
10 to 100 times more mass in gas 
than exists in stars.

Why is the intracluster gas so 
hot? Simply because its particles 
are bound by gravity and hence are 
moving at speeds comparable to 

those of the galaxies in the cluster—1000 km/s or so. Since 
temperature is just a measure of the speed at which the gas 
particles move, this speed translates (for protons) to a tem-
perature of 40 million K.  (More Precisely 8-1)

Where did the gas come from? There is so much of it that 
it could not have been expelled from the galaxies themselves. 
Instead, astronomers think that it is mainly primordial—gas 
that has been around since the universe formed and that 
never became part of a galaxy. However, the intracluster gas 
does contain some heavy elements—carbon, nitrogen, and so 
on—implying that at least some of it is material ejected from 
galaxies after enrichment by stellar evolution.  (Sec. 21.5) 
Just how this occurred remains a mystery.

ProCess of sCIenCe Check

4  What assumptions are we 
making when we infer the 
mass of a galaxy cluster from 
observations of the spectra  
of its constituent galaxies?

◀ fIgure 25.3 galaxy Cluster 
X-ray emission (a) Superposition of 
infrared and X-ray radiation from the 
distant galaxy cluster Abell 1835. The 
infrared (in red) hugs the galaxies, but 
the X-rays display a fuzzy, bluish cloud 
of hot gas filling the intracluster spaces 
among the galaxies. (b) A longer infrared 
exposure of the central region, showing 
the richness of this cluster, which spans 
about a million parsecs. (NASA; ESA)

Images like these show that the space between the galaxies
within galaxy clusters is �lled with superheated gas.

3 million light-years

(a)

(b)
R I V U X G

R I V U X G

(a) (b)
R I V U X GR I V U X G
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These examples illustrate how an interaction with 
another galaxy—a close encounter or an actual collision—
can have dramatic consequences for a galaxy, especially its 
interstellar gas. The rapidly varying gravitational forces 
during the interaction compress the gas, often resulting 
in a galaxy-wide episode of star formation. The result is a 

25.2 Galaxy Collisions
Contemplating the congested confines of a rich galaxy cluster 
(such as Virgo or Coma), with thousands of member galaxies 
orbiting within a few megaparsecs, we might expect that col-
lisions among galaxies would be common.  (Sec. 24.2) Gas 
particles collide in our atmosphere, and hockey players col-
lide in the rink. So, do galaxies in clusters collide, too? The 
answer is yes, and this simple fact plays a pivotal role in our 
understanding of how galaxies evolve.

Figure 25.5 apparently shows the aftermath of a bull’s-
eye collision between a small galaxy (perhaps one of the 
two at the right, although that is by no means certain) and 
the larger galaxy at the left. The result is the “Cartwheel” 
galaxy, about 150 Mpc from Earth, its halo of young stars 
resembling a vast ripple in a pond. The ripple is most likely 
a density wave created by the passage of the smaller galaxy 
through the disk of the larger one.  (Sec. 23.5) The distur-
bance is now spreading outward from the region of impact, 
creating new stars as it goes.

Figure 25.6 shows an example of a close encounter that 
hasn’t (yet) led to an actual collision. Two spiral galaxies are 
apparently passing each other like majestic ships in the night. 
The larger and more massive galaxy on the left is called 
NGC 2207; the smaller one on the right is IC 2163. Analysis 
of this image suggests that IC 2163 is now swinging past 
NGC 2207 in a counterclockwise direction, having made a 
close approach some 40 million years ago. The two galaxies 
seem destined to undergo further close encounters, as 
IC 2163 apparently does not have enough energy to escape the 
gravitational pull of NGC 2207. Each time the two galaxies 
experience a close encounter, bursts of star formation erupt 
in both as their interstellar clouds of gas and dust are pushed, 
shoved, and shocked. In roughly a billion years, these two 
galaxies will probably merge into a single, massive galaxy.

◀ fIgure 25.6 galaxy 
encounter This encounter 
between two spirals, Ngc 2207 
(left) and Ic 2163, has already 
led to bursts of star formation 
in each. eventually the two will 
merge, but not for a billion 
years or so. (NASA)

▲ fIgure 25.5 Cosmic Cartwheel The “cartwheel” galaxy (left) 
may have resulted from a collision (possibly with one of the smaller 
galaxies at right) that has led to an expanding ring of star formation 
moving outward through the galactic disk. This is a false-color 
composite image combining four spectral bands: infrared in red 
(from Spitzer), optical in green (from hubble), ultraviolet in blue 
(from galex), and X-ray in purple (from chandra). (NASA)

200,000 light-years

One of these galaxies may
have “splashed” through

the big one, triggering
star formation.

R I V U X G

50,000 light-years

R I V U X G
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allow astronomers to better understand the effects of a colli-
sion on the galaxies involved and even estimate the eventual 
outcome of the interaction.

The particular calculation shown in Figure 25.8(b) 
began with two colliding spiral galaxies, not so different 
from those shown in Figure 25.6, but the details of the origi-
nal structure have been largely obliterated by the collision. 
Notice the similarity to the real image of NGC 4038/4039 
(Figure 25.8a), the so-called Antennae galaxies, which show 
extended tails, as well as double galactic centers only a few 
hundred parsecs across. Star formation induced by the col-
lision is clearly traced by the blue light from thousands of 
young, hot stars. The simulations indicate that, as with the 
galaxies in Figure 25.6, ultimately the two galaxies will 
merge into one.

Galaxies in clusters apparently collide quite often. 
Many collisions and near misses similar to those shown in 
the previous figures have been observed (see also Section 
24.4), and a straightforward calculation reveals that, given 
the crowded conditions in even a modest cluster, close 

starburst galaxy, a spectacular example of which is shown 
in Figure 25.7.

No human will ever witness an entire galaxy collision, 
for it lasts many millions of years. However, computers can 
follow the event in a matter of hours. Simulations modeling 
in detail the gravitational interactions among stars and gas, 
and incorporating the best available models of gas dynamics, 
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40,000 light-years

R I V U X G

▲ fIgure 25.8 galaxy Collision (a) The long tidal “tails” (black-and-white image at left) mark the final plunge  
of the “Antennae” galaxies a few tens of millions of years ago. Strings of young, bright “super star clusters” (magnified 
color image at center) were caused by violent shock waves produced in the gas disks of the two colliding galaxies.  
(b) A computer simulation of the encounter shows many of the same features as the real object at left. (AURA;  
NASA; J. Barnes)

10,000 light-years

Such simulations demonstrate the crucial role played
by dark-matter halos during galaxy interactions.

Collisions seen in these real images at left can
be studied in computer simulations like that at right.

R I V U X G
(a) (b)

Galaxy
cores

Super star
clusters

Super star
clusters

Interactive fIgure 25.7 starburst galaxy This interacting  
galaxy pair (Ic 694, at the left, and Ngc 3690) shows starbursts now 
under way in both galaxies—hence the bluish tint. Such intense, 
short-lived bursts probably last for no more than a few tens of millions 
of years—a small fraction of a typical galaxy’s lifetime. (W. Keel)
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25.3  Galaxy Formation  
and Evolution

With Hubble’s law as our guide to distances in the universe, 
and armed now with knowledge of the distribution of dark 
matter on galactic and larger scales, let’s turn to the ques-
tion of how galaxies came to be the way they are. Can we 
explain the different types of galaxy we see? Astro nomers 
know of no simple evolutionary connections among  
the various categories in the Hubble classification scheme. 

 (Sec. 24.1) To answer the question, we must understand 
how galaxies formed.

Unfortunately, compared with the theories of star 
formation and stellar evolution, the theory of galaxy 
formation and evolution is still very much in its infancy. 
Galaxies are far more complex than stars, they are harder 
to observe, and the observations are harder to interpret. In 
addition, we have only partial information on conditions in 
the universe during the formation process, quite unlike the 
corresponding situation for stars.  (Sec. 18.3) Finally, and 
most important, stars almost never collide with one another, 
with the result that most single stars and binaries evolve in 
isolation. Galaxies, however, may suffer numerous collisions 
during their lives, making it much harder to decipher 
their pasts. Indeed, collisions like those described in the 
previous section blur the distinction between formation and 
evolution to the point where it can be hard to separate one 
from the other.

Nevertheless, some general ideas have gained wide-
spread acceptance, and we can offer some insights into 
the processes responsible for the galaxies we see. We first 
describe a general scenario for how small galaxies merge to 
form larger ones, then discuss how galaxies change in time 
due to both internal stellar evolution and external influ-
ences. Finally, we consider how the galaxy types in Hubble’s 
classification fit in to this broad picture.

Mergers and Acquisitions
The seeds of galaxy formation were sown in the very early 
universe, when small density f luctuations in the primor-
dial matter began to grow (see Section 27.5). Our dis-
cussion here begins with these “pregalactic” blobs of gas 
already formed. The masses of the various fragments were 
quite small—only a few million solar masses, comparable 
to the masses of the smallest present-day dwarf galaxies, 
which may in fact be remnants of that early time. Most 
astronomers think that galaxies grew by repeated merging 
of smaller objects, as illustrated in Figure 25.9(a). Con-
trast this with the process of star formation, in which a 
large cloud fragments into smaller pieces that eventually 
become stars.  (Sec. 19.2)

Theoretical evidence for this picture of hierarchical 
merging is provided by computer simulations of the early 

encounters are the norm rather than the exception. The 
reason is simple: The distance between adjacent galaxies in 
a cluster averages a few hundred thousand parsecs, which 
is not much greater (certainly less than five times more) 
than the size of a typical galaxy, including its extended 
dark halo. Galaxies simply do not have that much room 
to roam around without bumping into one another. Many 
researchers think that most galaxies in most clusters have 
been strongly influenced by collisions, in some cases in 
the relatively recent past.

Computer simulations clearly show that the extensive 
dark-matter halos surrounding most, if not all, galaxies 
are crucial to galaxy collisions. The dark halos make the 
galaxies much larger than their optical appearance would 
suggest, making interactions and mergers all the more 
likely. Consider two galaxies approaching one another. As 
they orbit, the galaxies interact with each other’s dark halos, 
slowing the galaxies’ motion and stripping halo material by 
tidal forces. The halo matter is redistributed between the 
galaxies or is entirely lost from the system. In either case, 
the result is a much stronger interaction that can greatly 
change the orbits of both galaxies.

In the smaller groups, the galaxies’ speeds are low 
enough that interacting galaxies tend to “stick together,” 
and mergers, as shown in the computer simulation, are 
the most common outcome. In larger groups, galaxies 
move faster and tend to pass through one another without 
sticking. Either way, the encounters have substantial 
effects on the galaxies involved (see Section 25.3). If we 
wait long enough, we will have an opportunity to see 
for ourselves what a galaxy collision is really like: Our 
nearest large neighbor, the Andromeda Galaxy (Fig. 23.2), 
is currently approaching the Milky Way at a velocity of 
120 km/s. In a few billion years it will collide with our 
Galaxy, and we will then be able to test astronomers’ 
theories firsthand!

Curiously, although a collision may wreak havoc on 
the large-scale structure of the galaxies involved, it has 
essentially no effect on the individual stars they contain. 
The stars within each galaxy just glide past one another. In 
contrast to galaxies in the cluster, the stars in a galaxy are so 
small compared with the distances between them that when 
two galaxies collide, the star population merely doubles for 
a time, and the stars continue to have so much space that 
they do not run into each other. Collisions can rearrange 
the stellar and interstellar contents of each galaxy, often 
producing a spectacular burst of star formation that may be 
visible to enormous distances, but from the point of view of 
the stars, it’s clear sailing.

ConCePt Check

4 What role do collisions play in the evolution of 
galaxies?
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continues (albeit at a greatly reduced rate) to the present 
day, as galaxies continue to collide and merge. By studying 
how galaxy properties vary with distance, and hence look-
back time, astronomers try to piece together the merger 
history of the universe.  (More Precisely 24-1)

Figure 25.10 is a remarkable image from the Hubble 
Space Telescope showing billions of years of galaxy evo-
lution in a single tiny patch of the sky. The large, bright 
galaxies with easily discernible Hubble types are mostly 
(according to their redshifts) relatively nearby objects. They 
are seen here against a backdrop of small, faint, irregular 
galaxies lying much farther away. The size and appearance 
of these distant galaxies compared with those in the fore-
ground strongly support the basic idea that galaxies were 
smaller and less regular in the past.

Evolution and Interaction
Left alone, a galaxy will evolve slowly and fairly steadily 
as interstellar clouds of gas and dust are turned into new 
generations of stars and main-sequence stars evolve into 
giants and, ultimately, into compact remnants—white 
dwarfs, neutron stars, and black holes. The galaxy’s over-
all color, composition, and appearance change in a more or 

universe, which clearly show the process taking place. Fur-
ther strong support comes from observations that galaxies 
at large redshifts (meaning that they are very distant and 
the light we see was emitted long ago) are distinctly smaller 
and more irregular than those found nearby. Figure 25.9(b) 
(see also Figure 25.10) shows some of these images, which 
include objects up to 5 billion parsecs away. The vague blu-
ish patches are separate small galaxies, each containing 
only a few percent of the mass of the Milky Way Galaxy. 
Their irregular shape is thought to be the result of galaxy 
mergers; the bluish coloration comes from young stars that 
formed during the merging process.

Figure 25.9(c) shows more detailed views of some of 
the objects in Figure 25.9(b), all lying in the same region of 
space, about 1 Mpc across and almost 5000 Mpc from Earth. 
Each blob seems to contain several billion stars spread 
throughout a distorted spheroid about a kiloparsec across. 
Their decidedly bluish tint suggests that active star forma-
tion is already underway. We see them as they were nearly 
10 billion years ago, a group of young galaxies possibly 
poised to merge into one or more larger objects.

Hierarchical merging provides the conceptual 
framework for all modern studies of galaxy evolution. It 
describes a process that began billions of years ago and 

▲ fIgure 25.9 galaxy formation (a) The best current theory of galaxy formation holds that large systems 
were built up from smaller ones through collisions and mergers, as shown schematically in the drawing at left. (b) This 
photograph, one of the deepest ever taken of the universe, provides “fossil evidence” for hundreds of galaxy shards 
and fragments, up to 5000 Mpc distant. (c) enlargements of selected portions of (b) reveal rich (billion-star) “star 
clusters,” all lying within a relatively small volume of space (about 1 Mpc across). Such pregalactic fragments might be 
about to merge to form a galaxy. The events pictured took place about 10 billion years ago. (NASA)
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(c)
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correspondingly more fre-
quent.  (More Precisely 24-1)  
We see the majority of 
these violent events as they 
unfolded roughly 10 billion 
years ago. The galaxy inter-
actions observed locally are 
extensions of this same basic 
process into the present day. 
Figure 25.11 presents a graphi-
cal and artistic summary of 
these (mostly) ancient events.

Although the hierarchi-
cal merging scenario accounts 

well for the numbers and total masses (including dark mat-
ter) of galaxies over the history of the universe, in recent 
years astronomers have come to realize that it is not the 
whole story. Specifically, this scenario has difficulty 
explaining both the distribution of gas in galaxies and the 
rates at which stars are observed to form (Figure 25.11a), up 
to and including the present day. Many disk galaxies have 
asymmetric or warped gas disks, often with more gas found 
above or below the disk plane than would be expected 
from theory. In addition, the observed star formation rate 
in the universe is larger than we would expect if galaxies 
were simply consuming the gas they formed with long ago. 
Instead, as in our own Milky Way Galaxy, star formation 
and galaxy growth appear to be both enhanced and pro-
longed by the continual infall of fresh gas from intergalactic 
space.  (Sec. 23.4) Supporting evidence for this picture 
comes from radio observations of some “small” distant gal-
axies, like those shown in Figure 25.9, which reveal that the 
visible galaxies are in fact surrounded by large, cool disks of 
mostly hydrogen gas.

Thus we have ample evidence that galaxies evolved, and 
are still evolving, in response to external factors long after 
the first pregalactic fragments formed and merged.

less predictable way as the cycle of stellar evolution recycles 
and enriches the galaxy’s interstellar matter.  (Sec. 21.5) 
If the galaxy is an elliptical, lacking interstellar gas, it will 
tend to become fainter and redder in time as the more mas-
sive stars burn out and are not replaced.  (Sec. 20.5) For 
a gas-rich galaxy, such as a spiral or an irregular, hot, bright 
stars will lend a bluish coloration to the overall light for as 
long as gas remains available to form them.

But many—perhaps most—galaxies are not alone. 
They reside in small groups and clusters, and, as we have 
just seen, may interact with other galaxies repeatedly over 
extended periods of time. As described in the previous sec-
tion, these interactions can rearrange a galaxy’s internal 
structure, compressing interstellar gas, and triggering sud-
den, intense bursts of star formation. Encounters may also 
divert fuel to a central black hole, powering violent activity 
in some galactic nuclei.  (Sec. 24.4) Thus, starbursts and 
nuclear activity are key indicators of interactions and merg-
ers between galaxies.

Careful studies of starburst galaxies and active galactic 
nuclei indicate that most galactic encounters probably took 
place long ago—at redshifts greater than about 1, when 
the clusters were more compact and galaxy collisions were 

◀ fIgure 25.10 Hubble Deep field Numerous small, irregularly shaped young 
galaxies can be seen in this very deep optical image. Known as the hubble Deep 
field–North, this image, made with an exposure of approximately 100 hours, captured 
objects as faint as 30th magnitude.  (Sec. 17.2) (As in figure 25.9, “deep” in this 
context implies “faint,” meaning that we are looking at objects far away and as they 
were long ago.) redshift measurements (as denoted by the superposed values observed 
at the Keck Observatory in hawaii) indicate that some of these galaxies lie well over 

1000 Mpc from earth.  (More Precisely 24-1) The field of view 
is about 2 arc minutes across, less than one-tenth the angular 
diameter of the full Moon. (NASA; Keck)
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Types of Merger
The different types and masses of galaxies can lead to an 
almost bewildering variety of possible interactions. Here we 
consider just a few of the many possibilities.

▲ fIgure 25.11 galaxies Build and stars form (a) This graph, derived from observations of the luminosities of 
many different galaxies at various distances from us, implies that the star formation rate peaked a few billion years after 
the Big Bang, when accreting material contained within dwarf galaxies helped to grow the bigger galaxies, as suggested 
by the artist’s sketch in (b).
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▲ fIgure 25.12 galactic Cannibalism This is a 
dramatic glimpse of a large and massive galaxy under 
assembly by the merging of smaller, lighter galaxies. 
Most galaxies probably developed in this way in the 
earlier universe—by means of a “bottom up” scenario 
that hierarchically built really big objects by merging 
star-rich building blocks. This image captures a 
formative process that occurred about 10 billion 
years ago, only a few billion years after the Big  
Bang. The bigger image highlights a region at upper 
left (in the white box) catalogued Mrc 1138-262  
and nicknamed the “Spiderweb” galaxy. The inset 
shows more clearly dozens of small galaxies about to 
merge into a single huge object. (NASA/ESA)

If one galaxy of an interacting pair happens to have a 
much lower mass than the other, its interaction with the oth-
er’s halo causes it to spiral inward, ultimately to be disrupted 
near the center of the larger system. This process is colloqui-
ally termed galactic cannibalism and may explain why super-
massive galaxies are often found at the cores of rich galaxy 
clusters. Having “dined” on their companions, they now lie 
at the center of the cluster, waiting for more “food” to arrive. 
Figure 25.12 is a remarkable combination of images that has 

apparently captured this process at work in a distant cluster.
We also have examples of galactic cannibalism closer 

to home. The small Sagittarius dwarf galaxy (Figure 24.13) 
is already well on its way to suffering a similar fate at the 

center of the Milky Way, and theory indicates that the 
Magellanic Clouds (Figure 24.7) will eventually meet 

the same end. Figure 25.13(a) illustrates how the 
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years—a span of evolution that a supercomputer can model 
in minutes. The final frame of the figure looks remarkably 
similar to the double galaxy shown in the opening photo for 
Chapter 23, and in fact, the simulation was constructed to 
mimic the sizes, shapes, and velocities in that binary galaxy 
system. The magnificent spiral galaxy is M51, popularly 
known as the Whirlpool Galaxy, about 10 Mpc from Earth. 
Its smaller companion is an irregular galaxy that may have 
drifted past M51 millions of years ago.

What if the colliding galaxies are comparable in size and 
mass? Computer simulations reveal that such a merger can 
destroy a spiral galaxy’s disk, creating a galaxywide starburst 
episode. The violence of the merger and the effects of subse-
quent supernovae eject much of the remaining gas into inter-
galactic space, creating the hot intracluster gas noted in Section 
24.1.  (Sec. 24.1) Once the burst of star formation has sub-
sided, the resulting object looks very much like an elliptical 
galaxy. The elliptical’s hot X-ray halo is the last vestige of the 
original spiral’s disk. The merging galaxies in Figures 25.7 and 
25.8 may be examples of this phenomenon in progress.

Making the Hubble Sequence
If galaxies form and evolve by repeated mergers, can we 
account for the Hubble sequence and, specifically, differences 
between spirals and ellipticals?  (Sec. 24.1) The details are 
still far from certain, but, remarkably, the answer now seems 
to be a qualified yes. Collisions and close encounters are 
random events and do not represent a “genuine” evolution-
ary connection between galaxies. Nevertheless, observations 
and computer simulations do suggest some plausible ways in 
which the observed Hubble types might have arisen, starting 
from a universe populated only by irregular, gas-rich galaxy 
fragments.

As we have just seen, the simulations reveal that “major” 
mergers—collisions between large galaxies of comparable 
size—tend to destroy galactic disks, effectively turning spirals 
into ellipticals (Figure 25.15a). On the other hand, “minor” 
mergers, in which a small galaxy interacts with, and ultimately 

◀ fIgure 25.13 tidal streams in the Milky 
Way (a) This illustration depicts the breakup 
and dispersion of an incoming star-rich galaxy 
companion captured by our Milky Way. eventually, 
the smaller galaxy dissolves within the larger one, 
a case of the littler one being “digested,” much as 
other dwarf companion galaxies were consumed 
by our galaxy long ago. (b) This outer region of 
the Milky Way shows innumerable stars that have 
been torn from our galaxy’s disrupted satellite 
galaxies (colors indicate distance, with blue being 
the closest). Several tidal streams are evident, the 
biggest one at center showing two orbits of the 
enormous, arching death spiral of the Sagittarius 
dwarf galaxy. (V. Belokurov; SDSS)

(a)

This is the path of an
incoming dwarf galaxy  c

cand this is 
the resulting tidal 

debris stream as it 
rounds our Milky Way.

Yellow arrows indicate motions
of stars within the two streams.

(b)

Sagittarius streams

disruption of a dwarf galaxy by the Milky Way leaves behind a 
tidal stream of stripped stars, all with similar orbits and com-
position, still following the orbital path of their parent galaxy.

Astronomers have discovered numerous such streams in 
the halo of the Milky Way that are thought to be the result of 
precisely this process.  (Sec. 23.3) Figure 25.13(b) is a wide-
angle Sloan Digital Sky Survey mosaic (see Discovery 25-1) 
of roughly half of the northern sky, looking in the direction 
away from the Galactic center, showing several streams of 
stars crossing the field of view. The most prominent streams 
(marked) represent two orbits of the Sagittarius dwarf over the 
past 500 million years. Their locations in the sky are consistent 
with the measured properties of the Sagittarius galaxy, which 
currently lies in the opposite direction, as seen from Earth.

Now consider two interacting disk galaxies, one a little 
smaller than the other, but each having a mass comparable to 
the Milky Way Galaxy. As shown in the computer-generated 
frames of Figure 25.14, the smaller galaxy can distort the 
larger one, substantially, causing spiral arms to appear where 
none existed before, triggering an extended episode of star 
formation. The entire event requires several hundred million 
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is absorbed by, a larger one, generally leave the larger galaxy 
intact, with more or less the same Hubble type as it had before 
the merger (Figure 25.15b). This is the most likely way 
for large spirals to grow—in particular, our own Galaxy 
probably formed in such a manner.

Supporting evidence for this general picture 
comes from observations that spiral galaxies are 
relatively rare in regions of high galaxy density, 
such as the central regions of rich galaxy clusters. 
These observations are consistent with the view 
that the fragile disks of spiral galaxies are easily 
destroyed by collisions, which are more common 
in dense galactic environments. Spirals also seem 
to be more common at larger redshifts (that is, in 
the past), implying that their numbers are decreas-
ing with time, presumably also as the result of col-
lisions. However, nothing in this area of astronomy 
is clear-cut, and astronomers know of numerous 
isolated elliptical galaxies in low-density regions of 
the universe that are hard to explain as the result 
of mergers. In addition, the competition between 
infall, which acts to sustain galactic disks, and col-
lisions, which tend to destroy them, remains poorly 
understood, as is the effect of activity in galactic 
nuclei, to be discussed in Section 25.4.

In principle, the starbursts associated with gal-
axy mergers leave their imprint on the star-formation 
history of the universe in a way that can be correlated 
with the properties of galaxies. As a result, studies of 
star formation in distant galaxies have become a very 
important way of testing and quantifying the details 
of the entire hierarchical merger scenario.

ConCePt Check

4 Other than scale, in what important ways does 
galaxy evolution differ from that of stars?

▲ fIgure 25.14 galaxy Interaction galaxies can change their shapes long after their formation. In this 
computer-generated sequence, two galaxies closely interact over several hundred million years. The smaller galaxy, in 
red, has gravitationally disrupted the larger galaxy, in blue, changing it into a spiral galaxy. compare the result of this 
supercomputer simulation with figure 24.2(b), a photograph of the Whirlpool galaxy and its small companion. (J. Barnes 
& L. Hernquist)

Time

Environmental in�uences can seriously affect how galaxies evolve.

▲ fIgure 25.15 galaxy Mergers (a) When comparably sized galaxies 
come together, the result is probably an elliptically shaped galaxy, as their 
original arms and disks do not likely survive the encounter. (b) By contrast, if a 
large spiral absorbs a smaller companion, the probable result is merely a larger 
spiral, with much of its original geometry unchanged.

A collision of two big spirals
generally destroys their

elegant shapes c

cbut the assimilation of a
small galaxy usually preserves

the spiral shape.

Two
spirals

Major
merger

Dwarf
galaxy

Spiral

Elliptical
galaxy

Enhanced
spiral

Minor
merger

(a)

(b)
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The Sloan Digital Sky Survey
Many of the photographs used in this book—not to mention 
most of the headline-grabbing imagery found in the popular 
media—come from large, high-profile, and usually very ex-
pensive instruments such as NASA’s Hubble Space Telescope 
and the European Southern Observatory’s Very Large Tele-
scope in Chile.  (Secs. 5.3, 5.4) Their spectacular views of 
deep space have revolutionized our view of the universe. Yet a 
less well-known, considerably cheaper, but no less ambitious, 
project may, in the long run, have every bit as great an impact 
on astronomy and our understanding of the cosmos.

The Sloan Digital Sky Survey (SDSS), a 5-year project that 
began scientific operation in 2000 and has since been extended 
until 2014, was designed to systematically map out a quarter of 
the entire sky on a scale and at a level of precision never before 
attempted. It has cataloged almost 1 billion celestial objects, re-
cording their apparent brightnesses at five different colors (wave-
length ranges) spread across the optical and near-infrared part of 
the spectrum. In addition, spectroscopic follow-up observations 
have determined redshifts and hence distances to 1.5 million 
galaxies and 230,000 quasars. These data have been used to con-
struct detailed redshift surveys (see Section 26.1), and to probe 
the structure of the universe on very large scales. The sensitivity 
of the survey is such that it can detect bright galaxies like our 
own out to distances of more than 1 billion parsecs. Very bright 
objects, such as quasars and young starburst galaxies, are detect-
able almost throughout the entire observable universe.

The first figure shows the Sloan Survey telescope, a special-
purpose 2.5-m instrument sited in Apache Point Observatory, 
near Sunspot, New Mexico. This reflecting telescope is not space-
based, does not employ active or adaptive optics, and cannot 
probe as deeply (that is, far) into space as larger instruments. How 
can it possibly compete with these other systems? The answer 
is that, unlike most other large telescopes in current use, where 
hundreds or even thousands of observers share the instrument 
and compete for its time, the SDSS telescope was designed spe-
cifically for the purpose of the survey. It has a wide field of view 
and is dedicated to the task, carrying out observations of the sky 
on every clear night during the duration of the project.

The use of a single instrument night after night, combined 
with tight quality controls on which nights’ data are actually 
incorporated into the survey (nights with poor seeing or other 
problematic conditions are discarded and the observations re-
peated) mean that the end product is a database of exceptionally 
high quality and uniformity spanning an enormous volume of 
space—a monumental achievement and an indispensable tool for 
the study of the universe. The survey field of view covers much of 
the sky away from the Galactic plane in the north, together with a 
large swath of the sky around the Galactic south pole.

Archiving images and spectra on millions of galaxies pro-
duces a lot of data. The full survey consists of roughly 60 trillion 
bytes of information—comparable to the entire Library of Con-
gress! All of it has been released to the public. The second figure 
shows an image of the Perseus galaxy cluster, just one of hundreds 
of thousands of images that make up the full dataset. Among 

recent highlights, SDSS has detected the largest known structure 
in the universe, observed the most distant known galaxies and 
quasars, and has been instrumental in pinning down the key ob-
servational parameters describing our universe (see Chapter 26).

SDSS impacts astronomy in areas as diverse as the large-scale 
structure of the universe, the origin and evolution of galaxies, the 
nature of dark matter, the structure of the Milky Way, the proper-
ties and distribution of interstellar matter, and the properties of 
exoplanetary systems. Its uniform, accurate, and detailed database 
is likely to be used by generations of scientists for decades to come. 
Its success has spawned several even more ambitious follow-up 
surveys; the first is due to become operational around 2015.

R I V U X G
(SDSS; R. Lupton)

DISCOvEry 25-1
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25.4 Black Holes in Galaxies
Now let’s ask how quasars and active galaxies fit into the 
framework of galaxy evolution just described. The fact that 
quasars are more common at great distances from us demon-
strates that they were much more prevalent in the past than 
they are today.  (Sec. 24.4) Quasars have been observed with 
redshifts of up to 7.1 (the current record, as of early 2013), so 
the process must have started at least 13 billion years ago (see 
Table 24.2). However, most quasars have redshifts between 
2 and 3, corresponding to an epoch some 2 billion years later. 
Most astronomers agree that quasars represent an early stage 
of galaxy evolution—an “adolescent” phase of development, 
prone to frequent flare-ups and “rebellion” before settling into 
more steady “adulthood.” This view is reinforced by the fact 
that the same black hole energy-generation mechanism can 
account for the luminosities of quasars, active galaxies, and 
the central regions of normal galaxies like our own.

Black Hole Masses
In Chapter 24 we saw the standard model of active galactic 
nuclei accepted by most astronomers—accretion of gas onto 
a supermassive black hole.  (Sec. 24.5) We also saw that a 
large fraction of all “bright” galaxies exhibit activity of some 
sort, even though in many cases it represents only a small 
fraction of the galaxy’s total energy output. This suggests 
that these galaxies may also harbor central black holes, with 
the potential of far greater activity under the right circum-
stances. Our own Galaxy is a case in point.  (Sec. 23.7) 
The 4-million-solar-mass black hole at the center of the 
Milky Way is not currently active, but if fresh fuel were sup-
plied (say, by a star or molecular cloud coming too close to 
the hole’s intense gravitational field), it might well become a 
(relatively weak) active galactic nucleus.

In recent years, astronomers have found that many 
bright normal galaxies contain supermassive black holes at 
their centers. Figure 25.16 presents perhaps the most com-
pelling evidence for such a black hole in a normal galaxy. It 
comes from a radio study of NGC 4258, a spiral galaxy about 
6 Mpc away. Using the Very Long Baseline Array, a continent-
wide interferometer comprising 10 radio telescopes, a U.S.-
Japanese team has achieved an angular resolution hundreds 
of times better than that attainable with HST.  (Sec. 5.6) 
The observations reveal a group of molecular clouds swirl-
ing in an organized fashion about the galaxy’s center. Dop-
pler measurements indicate a slightly warped, spinning disk 
centered precisely on the galaxy’s heart. The rotation speeds 
imply the presence of more than 40 million solar masses 
packed into a region less than 0.2 pc across.

Similar evidence exists for supermassive black holes in 
the nuclei of several dozen bright galaxies—some normal, 
some active—within a few tens of megaparsecs of the Milky 
Way. Some observers would go so far as to say that in every 

▲ fIgure 25.16 galactic Black Hole A network of radio 
telescopes has probed the core of the spiral galaxy Ngc 4258, shown 
here in the light of mostly hydrogen emission. Within the innermost 
region (inset), a disk of Doppler-shifted molecular clouds (designated 
by red, green, and blue dots) obey Kepler’s third law perfectly, 
apparently revealing a huge black hole at the center of the disk. 
(J. Moran)

R I V U X G

2 kpc

0.2 pc

case where a galaxy has been surveyed and a black hole could 
have been detected, given the resolution and the sensitivity 
of the observations, a black hole has in fact been found. It is 
a small step to the remarkable conclusion that every bright 
galaxy—active or not—contains a central supermassive black 
hole. This unifying principle connects our theories of nor-
mal and active galaxies in a fundamental way.

Astronomers have also found that there is a correla-
tion between the masses of the central black holes and the 
properties of the galaxy in which they reside. As illustrated 
in Figure 25.17, the largest black holes tend to be found in 
the most massive galaxies (as measured by the mass of the 
bulge). The reason for this correlation is not fully under-
stood, but most astronomers take it to mean that, at the very 
least, the evolution of normal and active galaxies must be 
very closely connected, as we now discuss.

The Quasar Epoch
Where did the supermassive black holes in galaxies 
come from? To be honest, the processes whereby the first 
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been relatively small black holes having masses tens or per-
haps a few hundreds of times the mass of the Sun, formed by 
the first generations of stars. These small black holes sank to 
the center of their still-forming parent galaxy and merged to 
form a single, more massive black hole.

As galaxies merged, so, too, did their central black 
holes, and eventually supermassive (1-million-solar-mass 
to 1-billion-solar-mass) black holes existed in the centers of 
many young galaxies. Some supermassive black holes may 
have formed directly by the gravitational collapse of the 
dense central regions of a protogalactic fragment or per-
haps by accretion or a rapid series of mergers in a particu-
larly dense region of the universe. These events resulted in 
the earliest (redshift 6–7) quasars known, shining brightly 
13 billion years ago. However, in most cases, the mergers 
took longer—roughly another 2 billion years. By then (at 
redshifts between 2 and 3, roughly 11 billion years ago), 
many supermassive black holes had formed, and there was 
still plenty of merger-driven fuel available to power them. 
This was the height of the “quasar epoch” in the universe.

Until recently, astronomers were confident that black 
holes would merge when their parent galaxies collided, but 
they had no direct evidence of the process—no image of two 
black holes “caught in the act.” In 2002, the Chandra X-ray 
Observatory discovered a binary black hole—two super-
massive objects, each having a mass a few tens of millions 
of times that of the Sun—in the center of the ultraluminous 
starburst galaxy NGC 6240, itself the product of a galaxy 
merger some 30 million years ago. Figure 25.18 shows opti-
cal and X-ray views of the system. The black holes are the 
two blue-white objects near the center of the (false-color) 
X-ray image. Orbiting just 1000 pc apart, they are losing 
energy through interactions with stars and gas and are pre-
dicted to merge in about 400 million years. Astronomers 
now know of several binary black holes in relatively nearby 
galaxies, caught in the act of spiraling together on their way 
to merging. NGC 6240 lies just 120 Mpc from Earth, so we 
are far from seeing a quasar merger in the early universe. 
Nevertheless, astronomers think that events similar to this 
must have occurred countless times billions of years ago, as 
galaxies collided and quasars blazed.

Distant galaxies are generally much fainter than their 
bright quasar cores. As a result, until quite recently, astrono-
mers were hard-pressed to discern any galactic structure 
in quasar images. Since the mid-1990s, several groups of 
astronomers have used the Hubble Space Telescope to search 
for the “host” galaxies of moderately distant quasars. After 
removing the bright quasar core from the HST images and 
carefully analyzing the remnant light, the researchers have 
reported that, in every case studied—several dozen quasars 
so far—a host galaxy can be seen enveloping the quasar. Fig-
ure 25.19 shows some of the longest quasar exposures ever 
taken. Even without sophisticated computer processing, the 
hosts are clearly visible.

billion-solar-mass black holes formed early in the history of 
the universe are not fully understood. However, the accre-
tion responsible for quasar energy emission also naturally 
accounts for the mass of the black hole—only a few percent 
of the infalling mass is converted to energy; the rest is 
trapped forever in the black hole once it crosses the event 
horizon.  (Sec. 22.5) Simple estimates suggest that the 
accretion rates needed to power the quasars are generally 
consistent with black hole masses inferred by other means.

Since the brightest known quasars devour about a 
thousand solar masses of material every year, it is unlikely 
that they could maintain their luminosity for very long—
even a million years would require a billion solar masses, 
enough to account for the most massive black holes known.  

 (Sec. 24.4) This suggests that a typical quasar spends 
only a fairly short amount of time in its highly luminous 
phase—perhaps only a few million years in some cases—
before running out of fuel. Thus, most quasars were rela-
tively brief events that occurred long ago.

To make a quasar, we need a black hole and enough fuel 
to power it. Although fuel was abundant at early times in the 
universe’s history in the form of gas and newly formed stars, 
black holes were not. They had yet to form, most probably 
by the same basic stellar evolutionary processes we saw in 
Chapter 21, although the details are again not well-known. 

 (Sec. 21.2) The building blocks of the supermassive black 
holes that would ultimately power the quasars may well have 

▲ fIgure 25.17 Black-Hole Masses Observations of nearby 
normal and active galaxies reveal that the mass of the central black 
hole is closely correlated with the mass of the galactic bulge. In this 
diagram, each point represents a different galaxy. The straight line is 
the best fit to the data points for many galaxies, implying a black-hole 
mass of 1/200 the mass of the bulge.

Spiral galaxies are denoted by open
circles, ellipticals by �lled circles.
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As we saw in Chapter 24, the connection between 
active galaxies and galaxy clusters is well established, and 
many relatively nearby quasars are also known to be mem-
bers of clusters.  (Sec. 24.4) The link is less clear-cut for 
the most distant quasars, however, simply because they are 
so far away that other cluster members are very faint and 
extremely hard to see. However, as the number of known 
quasars continues to increase, evidence for quasar cluster-
ing (and presumably, therefore, for quasar membership in 
young galaxy clusters) mounts. Thus, as best we can tell, 

▲ fIgure 25.18 Binary Black Hole These (a) optical (hubble) and (b) X-ray (chandra) images of the starburst galaxy 
Ngc 6240 show two supermassive black holes (the blue-white objects near the center of the X-ray image) orbiting about 
1 kpc apart. Theoretical estimates imply that they will merge in about 400 million years, releasing an intense burst of 
gravitational radiation.  (Discovery 22-2) The colors of the optical image are real; the false colors in the X-ray image 
indicate a range of energies. (NASA)

10,000 light-years

(a) (b)
R I V U X G R I V U X G

quasar activity is intimately related to interactions and 
collisions in young galaxy clusters.

This connection also suggests a possible way in which 
the growth of black holes might be tied to the growth of 
their parent galaxies. Many astronomers think that a pro-
cess called quasar feedback, in which some fraction of 
the quasar’s enormous energy output is absorbed by the 
surrounding galactic gas, might explain the correlation of 
black hole and bulge masses shown in Figure 25.17. In this 
picture, which is appealing but by no means certain, the 

absorbed energy expels the gas from 
the galaxy, simultaneously shutting 
down both galactic star formation 
and the quasar’s own fuel supply, 
thus tying the growth of the central 
black hole to the formation of new 
stars in the bulge.

50,000 light-years

R I V U X G

◀ fIgure 25.19 Quasar Host 
galaxies These long-exposure images 
of distant quasars show the young host 
galaxies in which the quasars reside, lending 
support to the idea that quasars represent 
an early, highly luminous phase of galactic 
evolution. The quasar at the top left is the 
best example, having the catalog name 
Pg0052 + 251 and residing roughly 700 Mpc 
from earth. (NASA)
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Active and Normal Galaxies

Early on, frequent mergers may have replenished the qua-
sar’s fuel supply, extending its luminous lifetime. However, 
as the merger rate declined, these systems spent less and less 
of their time in the “quasar” phase. The rapid decline in the 
number of bright quasars roughly 10 billion years ago marks 
the end of the quasar epoch. Today, the number of quasars 
has dropped virtually to zero (recall that the nearest lies hun-
dreds of megaparsecs away).  (Sec. 24.4)

Large black holes do not simply vanish. If a galaxy con-
tained a bright quasar 10 billion years ago, the black hole 
responsible for all that youthful activity must still be pre-
sent in the center of the galaxy today. We see some of these 
black holes as active galaxies. The remainder reside dormant 
in normal galaxies all around us. In this view, the difference 
between an active galaxy and a normal one is mainly a mat-
ter of fuel supply. When the fuel runs out and a quasar shuts 
down, its central black hole remains behind, its energy out-
put reduced to a relative trickle. The black holes at the hearts 

of normal galaxies are simply quiescent, awaiting another 
interaction to trigger a new active outburst. Occasionally, 
two nearby galaxies may interact with each other, causing a 
flood of new fuel to be directed toward the central black hole 
of one or both. The engine starts up for a while, giving rise to 
the nearby active galaxies—radio galaxies, Seyferts, and oth-
ers—we observe.

Should this general picture be correct, it follows that 
many relatively nearby galaxies (but probably not our own 
Milky Way, whose central black hole is even now only a pal-
try 3–4 million solar masses) must once have been brilliant 
quasars.  (Sec. 23.7) Perhaps some alien astronomer, thou-
sands of megaparsecs away, is at this very moment observing 
the progenitor of M87 in the Virgo cluster—seeing it as it was 
billions of years ago—and is commenting on its enormous 
luminosity, nonstellar spectrum, and possibly its high-speed 
jets, and wondering what exotic physical process can possibly 
account for its violent activity!  (Sec. 24.4)

Finally, Figure 25.20 suggests some possible (but 
unproven!) evolutionary connections among quasars, active 

narrated fIgure 25.20 galaxy evolution Most evolutionary sequences for galaxies begin with galaxy 
mergers that lead to highly luminous quasars, after which they decrease in violence through the radio and 
Seyfert galaxies, eventually resulting in normal ellipticals and spirals. The central black holes that powered the 
early activity remain at later times, but many of them have run out of fuel.

Most galaxies began as
small fragments that merged
and grew long ago . . .

Minor
merger

Seyfert

Quasar

Normal spiral

Merger

Radio galaxy/
blazar

Normal elliptical

Central
black hole

Supermassive
black hole

Irregular
galaxies

Major
merger

. . . nowadays, most grown 
galaxies have calmed down 
and appear as spirals and 
ellipticals.

Active galaxies are often 
seen at intermediate 
distances in the cosmic 
middle ages.



656 CHAPTER 25 Galaxies and Dark Matter 

astronomers once feared, active galaxies are now an integral 
part of our understanding of how galaxies form and evolve. 
The synthesis of studies of normal and active galaxies, gal-
axy formation, and large-scale structure is one of the great 
triumphs of extragalactic astronomy.

ConCePt Check

4 Does every galaxy have the potential for activity?

25.5  The Universe on Large Scales
Many galaxies, including our own, are members of galaxy 
clusters—megaparsec-sized structures held together by their 
own gravity.  (Sec. 24.2) Our own small cluster is called 
the Local Group. Figure 25.21 shows the locations of the 
Virgo Cluster, the closest “large” large cluster, and several 
other well-defined clusters in our cosmic neighborhood. The 
region displayed is about 70 Mpc across. Each point in the 
figure represents an entire galaxy whose distance has been 
determined by one of the methods described in Chapter 24.

Clusters of Clusters
Do galaxy clusters top the cosmic hierarchy, or does the uni-
verse have even larger groupings of matter? Most astrono-
mers have concluded that the galaxy clusters are themselves 
clustered, forming titanic agglomerations of matter known 
as superclusters.

Together, the galaxies and clusters in the vicinity of 
the Milky Way form the Local Supercluster, also known as 
the Virgo Supercluster. Aside from the Virgo Cluster itself, 
it contains the Local Group and numerous other clus-
ters lying within about 20–30 Mpc of Virgo. Figure 25.21 
shows a three-dimensional rendering of our extended 
cosmic neighborhood, illustrating the Virgo Supercluster 
(near the center) relative to other “nearby” galaxy super-
clusters within a vast imaginary rectangle roughly 100 
Mpc on its short side.

All told, the Local Supercluster is about 40–50 Mpc 
across, contains some 1015 solar masses of material (sev-
eral tens of thousands of galaxies), and is very irregular in 
shape. The Local Supercluster is significantly elongated 

galaxies, and normal galaxies. If the largest black holes 
reside in the most massive galaxies, and also tend to power 
the brightest active galactic nuclei, then we would expect 
that the most luminous nuclei should reside in the largest 
galaxies, which probably came into being via “major” merg-
ers of other large galaxies. Since the products of such merg-
ers are elliptical galaxies, we have a plausible explanation 
of why the brightest active galaxies—the radio galaxies—
should be associated with large ellipticals.  (Sec. 24.4) 
Furthermore, the path to spiral galaxies would necessarily 
have entailed a series of mergers involving smaller galaxies, 
resulting in the less-violent Seyferts along the way.

Active Galaxies and the Scientific 
Method
When active galactic nuclei—especially quasars—were first 
discovered, their extreme properties defied conventional 
explanation. Initially, the idea of supermassive (million- to 
billion-solar-mass) black holes in galaxies was just one of 
several competing, and very different, hypotheses advanced 
to account for the enormous luminosities and small sizes of 
those baffling objects. However, as observational evidence 
mounted, the other hypotheses were abandoned one by one, 
and massive black holes in galactic nuclei became first the 
leading, and eventually the standard, theory of active galaxies.

As often happens in science, a theory once itself consid-
ered extreme is now the accepted explanation for these phe-
nomena. Far from threatening the laws of physics, as some 

◀ fIgure 25.21 Virgo supercluster in 3-D The elongated 
structure of the Virgo Supercluster (left center) is mapped relative 
to other neighboring galaxy superclusters within about a billion 
light-years of the Milky Way (which resides within the small dot 
labeled Local group near the center of this vast map). Individual 
galaxies are not shown; rather, smoothed contour plots outline 
galaxy clusters, each named or numbered by its most prominent 
member.
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perpendicular to the line joining the Milky Way to Virgo, 
with its center lying near the Virgo Cluster. By now it should 
come as no surprise that the Local Group is not found at the 
heart of the Local Supercluster—we live far off in the periph-
ery, about 18 Mpc from the center.

Redshift Surveys
The farther we peer into deep space, the more galaxies, clus-
ters of galaxies, and superclusters we see. Is there structure 
on scales even larger than superclusters? To answer these 
questions, astronomers use Hubble’s law to map out the dis-
tribution of galaxies in the universe.

Figure 25.22 shows part of an early survey of the uni-
verse performed by astronomers at Harvard University in 
the 1980s. Using Hubble’s law as a distance indicator, the 
team systematically mapped out the locations of galax-
ies within about 200 Mpc of the Milky Way in a series of 
wedge-shaped “slices,” each 6° thick, starting in the north-
ern sky. The first slice (shown in the figure) covered a 
region of the sky containing the Coma Cluster (see Figure 
24.1), which happens to lie in a direction almost perpen-
dicular to our Galaxy’s plane. Because redshift is used as 
the primary distance indicator, these studies are known as 
redshift surveys.

The most striking feature of maps such as that of 
Figure 25.22 is that the distribution of galaxies on very 
large scales is decidedly nonrandom. The galaxies appear to 
be arranged in a network of strings, or filaments, surround-
ing large, relatively unpopulated regions of space known as 
voids. Voids account for some 50 percent of the total volume 
of the nearby universe, but only 5–10 percent of the mass. 
The largest measure some 100 Mpc across. The most likely 

◀ fIgure 25.22 galaxy 
survey A “slice” of the universe, 
covering 1732 galaxies out to 
a distance of about 200 Mpc, 
shows that galaxies and clusters 
are not randomly distributed on 
large scales. Instead, they appear 
to have a filamentary structure, 
surrounding vast, nearly empty 
voids. (Harvard-Smithsonian 
Center for Astrophysics)
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explanation for the voids and the filamentary structure 
shown in the figure is that the galaxies and galaxy clusters 
are spread across the surfaces of vast “bubbles” in space. 
The voids are the interiors of these gigantic bubbles. The 
galaxies seem to be distributed like beads on strings only 
because of the way our slice of the universe cuts through 
the bubbles. Like suds on soapy water, these bubbles fill the 
entire universe. The densest clusters and superclusters lie in 
regions where several bubbles meet. The elongated shape of 
the Virgo Supercluster (Figure 25.21) is a local example of 
this same filamentary structure.

Most theorists think that this “frothy” distribution of 
galaxies, and in fact all structure on scales larger than a 
few megaparsecs, traces its origin directly to conditions 
in the very earliest stages of the universe (Chapter 27). 
Consequently, studies of large-scale structure are vital 
to our efforts to understand the origin and nature of the 
cosmos itself.

The idea that the filaments are the intersection of a sur-
vey slice with much larger structures (the bubble surfaces) 
was confirmed when the next three slices of the survey, 
lying above and below the first, were completed. The region 
of Figure 25.22 indicated by the red outline was found to 
continue through both the other slices. This extended sheet 
of galaxies, which has come to be known as the Great Wall, 
measures at least 70 Mpc (out of the plane of the page) by 
200 Mpc (across the page). It is one of the largest known 
structures in the universe.

Figure 25.23 shows a more recent redshift survey, con-
siderably larger than the one presented in Figure 25.22. 
This survey includes nearly 24,000 galaxies within about 
750 Mpc of the Milky Way. Numerous voids and “Great 
Wall-like” filaments can be seen (some are marked), but 
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Sun, and it suffers from the same basic 
drawback: We can study only regions of 
the sky where quasars happen to be found. 

 (Sec. 18.1) However, this problem will 
diminish in time as ongoing and planned 
large-scale surveys scan the sky for fainter 
and fainter objects. Foremost among these 
surveys is the Sloan Digital Sky Survey 
(Discovery 25-1), which has constructed a 
map of much of the northern sky, includ-
ing several million galaxies and more than 
100,000 quasars.

In addition to exhibiting their own 
strongly redshifted spectra, many quasars 
show additional absorption features that 
are redshifted by substantially less than the 
lines from the quasar itself. For example, 
the quasar PHL 938 has an emission-line  

redshift of 1.954, placing the quasar at a distance of some 
5200 Mpc, but it also shows absorption lines having red-
shifts of just 0.613. These lines with lesser redshifts are inter-
preted as arising from intervening gas that is much closer to 
us (only about 2300 Mpc away) than the quasar itself. Most 
probably, this gas is part of an otherwise invisible galaxy 
lying along the line of sight. Quasar spectra, then, afford 
astronomers a means of probing previously undetected 
parts of the universe.

The absorption lines of atomic hydrogen are of par-
ticular interest, since hydrogen makes up so much of all 
matter in the cosmos. Specifically, hydrogen’s ultravio-
let (122-nm) “Lyman-alpha” line, associated with tran-
sitions between the ground and first excited states, is 
often used in this context.  (Sec. 4.3) As illustrated in 
Figure 25.24, when astronomers observe the spectrum 
of a high-redshift quasar, they typically see a “forest” of 
absorption lines, starting at the (redshifted) wavelength 
of the quasar’s own Lyman-alpha emission line and 
extending to shorter wavelengths. These lines are inter-
preted as Lyman-alpha absorption features produced 
by gas clouds in foreground structures—galaxies, clus-
ters, and so on—giving astronomers crucial information 
about the distribution of matter along the line of sight.

apart from the general falloff in numbers of galaxies at 
large distances— basically because the more distant galax-
ies are harder to see due to the inverse-square law—there 
is no obvious evidence for any structures on scales larger 
than about 200 Mpc. Careful statistical analysis confirms 
this impression. Apparently, voids and walls represent the 
largest structures in the universe. We will return to the far-
reaching implications of this fact in Chapter 26.

Quasar Absorption Lines
How can we probe the structure of the universe on very 
large scales? As we have seen, much of the matter is dark, 
and even the “luminous” component is so faint that it is 
hard to detect at large distances. One way to study large-
scale structure is to take advantage of the great distances, 
pointlike appearance, and large luminosities of quasars. 
Since quasars are so far away, light traveling from a qua-
sar to Earth has a pretty good chance of passing through or 
near “something interesting” en route. By analyzing quasar 
images and spectra, it is possible to piece together a partial 
picture of the intervening space.

The quasar approach is reminiscent of the use of 
bright stars to probe the interstellar medium near the 

◀ fIgure 25.23 the universe on Larger 
scales This large-scale galaxy survey, carried out 
at the Las campanas Observatory in chile, consists 
of 23,697 galaxies within about 1000 Mpc, in two 
80° (wide) × 4.5° (thick) wedges of the sky. Many 
voids and “walls” on scales of up to 100–200 Mpc 
are evident, but nothing much larger. for scale, 
the extent of the survey shown in figure 25.22 is 
marked as a thin blue arc in the northern sky.
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known. As telescopes probe the universe with greater and 
greater sensitivity, astronomers are beginning to realize 
that gravitational lenses are relatively common features of 
the cosmos.

The existence of these multiple images provides astron-
omers with a number of useful observational tools. First, 
lensing by a foreground galaxy tends to amplify the light of 
the quasar, as just mentioned, making it easier to observe. 
At the same time, microlensing by individual stars within 
the galaxy may cause large fluctuations in the quasar’s 
brightness, allowing astronomers to study both the quasar 
and the galaxy’s stellar content.  (Sec. 23.6) The amount 
of brightening due to microlensing depends on the size of 

The quasar light thus explores an otherwise invis-
ible component of cosmic gas. In principle, every interven-
ing cloud of atomic hydrogen leaves its own characteristic 
imprint on the quasar’s spectrum in a form that lets us 
explore the distribution of matter in the universe. By com-
paring these Lyman-alpha forests with the results of simu-
lations, astronomers hope to refine many key elements of 
the theories of galaxy formation and the evolution of large-
scale structure.

Quasar “Mirages”
In 1979, astronomers were surprised to discover what appeared 
to be a binary quasar—two quasars with exactly the same red-
shift and similar spectra, separated by only a few arc seconds 
on the sky. Remarkable as the discovery of such a binary would 
have been, the truth about this pair of quasars turned out to be 
even more amazing: Closer study of the quasars’ radio emis-
sion revealed that they were not two distinct objects; instead, 
they were two separate images of the same quasar! Optical 
views of such a twin quasar are shown in Figure 25.25.

What could produce such a “doubling” of a quasar 
image? The answer is gravitational lensing—the deflec-
tion and focusing of light from a background object by the 
gravity of some foreground body (Figure 25.26). In Chapter 
23, we saw how lensing by compact objects in the halo of 
the Milky Way Galaxy may amplify the light from a dis-
tant star, allowing astronomers to detect otherwise invisible 
stellar dark matter.  (Sec. 23.6) In the case of quasars, the 
idea is the same, except that the foreground lensing object 
is an entire galaxy or galaxy cluster, and the deflection of 
the light is so great (a few arc seconds) that several sepa-
rate images of the quasar may be formed, as shown in Fig-
ure 25.27.* About two dozen such gravitational lenses are 

Interactive fIgure 25.24 
Absorption Line “forest” The 
huge number of absorption lines in 
the spectrum of quasar QSO 1422 + 
2309 are the ultraviolet Lyman-alpha 

lines from hundreds of clouds of foreground 
hydrogen gas, each redshifted by a slightly 
different amount (but less than the 
quasar itself). The peak at left marks the 
Lyman-alpha emission line from the quasar, 
emitted at 122 nm but redshifted here to 
564 nm, in the visible range.
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*In fact, much of the theory of gravitational lensing was worked out after 
the first lensed quasar observations and subsequently applied to dark-
matter searches in our Galaxy.

▲ fIgure 25.25 twin Quasar This “double” quasar (designated 
Ac114 and located about 2 billion parsecs away) is not two separate 
objects at all. Instead, the two large “blobs” (at upper left and lower 
right) are images of the same object, created by a gravitational lens. 
The lensing galaxy itself is probably not visible in this image—the two 
objects near the center of the frame are thought to be unrelated 
galaxies in a foreground cluster. (NASA)

R I V U X G
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ranging from days to years, between them. This delay pro-
vides advance notice of interesting events, such as sudden 

changes in the quasar’s brightness. Thus, if one image 
flares up, in time the other(s) will, too, giving 

astronomers a second chance to study the event. 
The time delay also allows astronomers 

to determine the distance to the lens-
ing galaxy. This method provides 

the emitting region, and this 
in turn depends on the wave-
length of the radiation observed—
for example, the X-rays are emitted 
from a smaller region closer to the cen-
tral black hole than is the quasar’s visible 
light (see Figure 24.34). By carefully comparing 
the amounts of brightening at different wavelengths, 
astronomers can probe the structure of the quasar’s 
accretion disk on scales inaccessible by any other means.

Second, because the light rays forming the images usually  
follow paths of different lengths, there is often a time delay, 

Image A

Image B

Quasar

This is the actual 
position of the real 
quasar.

This foreground 
      object acts as a 
           gravitational lens.

An observer at Earth 
sees the quasar image 
duplicated at A and B.

50,000 light-years

R I V U X G
(b)(a)

▼ fIgure 25.27 einstein Cross (a) The “einstein cross,” a multiply imaged quasar that 
spans only a couple of arc seconds, shows four separate images of the same quasar produced 
by the galaxy at the center. (b) A simplified artist’s conception of what might be occurring here, 
with earth at right and the distant quasar at left. (NASA; D. Berry)
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Interactive fIgure 25.26 gravitational Lens When light from a distant 
object passes close to a galaxy or a cluster of galaxies along the line of sight, 
the image of the background object (here, the quasar) can sometimes be 
split into two or more separate images (A and B). The foreground object is a 
gravitational lens.
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single distant (unseen) spiral or ring-shaped galaxy, lensed 
by the foreground galaxy cluster (the yellow-red blobs in 
the image).

It is even possible to reconstruct the foreground dark-
matter distribution by carefully analyzing the distortions 
of the background objects, thereby providing a means of 
tracing out the distribution of mass on scales far larger 
than have previously been possible. Figure 25.29 is a recon-
structed map showing the presence of dark matter many 
megaparsecs from the center of a small galaxy cluster (the 
brightest blob near the center of the map). Notice the elon-
gated structure of the dark-matter distribution, reminis-
cent of the Virgo Supercluster and filamentary structure 
seen in large-scale galaxy surveys.

In 2006, astronomers used these techniques to obtain 
what may be the first direct observational evidence for 
dark matter. Figure 25.30 shows combined optical and 
X-ray images of a distant galaxy cluster called 1E 0657-56. 
The fuzzy red region shows the location of the hot X-ray-
emitting gas in the system, the dominant luminous compo-
nent of the mass. The blue regions indicate where most of 
the mass actually lies, as determined from lensing studies 
of background galaxies. Note that the bulk of the mass is 
not found in the form of hot gas, implying that the dark 
matter is distributed differently from the “normal” matter 
in the cluster.

The explanation for this odd state of affairs is that 
we are witnessing a collision between two clusters. Each 
initially contained hot gas and dark matter distributed 

an alternative means of measuring Hubble’s constant that 
is independent of any of the techniques discussed previ-
ously. The average value of H0 reported by workers using this 
approach is 65 km/s/Mpc, a little less than the value we have 
assumed throughout the text.

Finally, by studying the lensing of background quasars 
and galaxies by foreground galaxy clusters, astronomers can 
obtain a better understanding of the distribution of dark 
matter in those clusters, an issue that has great bearing on 
the large-scale structure of the cosmos.

Mapping Dark Matter
Astronomers have extended the ideas first learned from stud-
ies of quasars to the lensing of any distant object in order to 
better probe the universe. Distant, faint irregular galaxies—
the raw material of the universe if current theories are correct 
(see Section 25.3)—are of particular interest here; because they 
are far more common than quasars, they provide much bet-
ter coverage of the sky. By studying the lensing of background 
quasars and galaxies by foreground galaxy clusters, astrono-
mers can obtain a better understanding of the distribution of 
dark matter on large scales.

Figures 25.28(a) and (b) show how the images of faint 
background galaxies are bent into arcs by the gravity of a 
foreground galaxy cluster. The degree of bending allows the 
total mass of the cluster (including the mass of the dark mat-
ter) to be measured. The (mostly blue) loop- and arc-shaped 
features visible in Figure 25.28(b) are multiple images of a 

▲ fIgure 25.28 galaxy Cluster Lensing (a) This spectacular example of gravitational lensing shows more than a 
hundred faint arcs from very distant galaxies. The wispy pattern spread across the foreground galaxy cluster (A 2218, about 
a billion parsecs distant) resembles a spider’s web, but it is really an illusion caused by A 2218’s gravitational field, which 
deflects the light from background galaxies and distorts their appearance. By measuring the extent of the distortion, 
astronomers can estimate the mass of the intervening cluster. (b) Another galaxy cluster, known only by its catalog name 
0024 + 1654 and residing some 1.5 billion pc away, shows reddish-yellow blobs that are mostly normal elliptical galaxies and 
bluish looplike features that are images of a single background galaxy. (NASA)

(a) (b)
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be a crucial piece of evidence in our understanding of large-
scale structure in the universe.

ConCePt Check

4 How do observations of distant quasars tell us about 
the structure of the universe closer to home?

throughout the cluster, but when the two collided, the pres-
sure of each gas cloud effectively stopped the other, leav-
ing the gas behind in the middle as the galaxies and dark 
matter moved on. This separation between the gas and the 
dark matter directly contradicts some alternative theories 
of gravity that have been invoked to explain away the “dark 
matter problem” in galaxies and clusters and may prove to 

The arrows indicate the directions
in which the two clusters are now
moving, subsequent to what might
have been the most energetic
collision in the universe since the
Big Bang.

R I V U X G

Interactive fIgure 25.30 Cluster 
Collision clusters of galaxies must also 
occasionally collide, as is apparently the 
case here for this combined cluster with 

the innocuous catalog name 1e 0657-56 and the 
nickname “bullet cluster.” This is a composite image 
of a region about 1 billion parsecs away, showing 
optical light from the galaxies themselves in white 
and X-ray-emitting gas from the hot intracluster 
gas in red. By contrast, the blue color represents 
the inferred dark matter within the two large 
clusters that is distinctly displaced from their 
normal matter. (NOAO/NASA)

▲ fIgure 25.29 Dark-Matter Map Measured distortions in the images of background objects can be displayed 
as maps of dark matter in the universe. Analysis of an optical view (a) of a region of the sky containing a small galaxy 
cluster (the clump of yellowish galaxies near the center of the frame indicated by the arrow) reveals the distribution  
of dark matter (b) in and near the visible cluster and on the same scale as (a). (J. A. Tyson, Alcatel-Lucent; NOAO)
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1  The masses of nearby spiral galaxies 
can be determined by studying their rota-
tion curves. Astronomers also use studies 
of binary galaxies and galaxy clusters to 
obtain statistical estimates of the masses of 
the galaxies involved.
2  Measurements of galaxy and cluster 

masses reveal the presence of large amounts 
of dark matter. The fraction of dark mat-
ter grows as the scale under consideration 
increases. More than 90 percent of the mass 
in the universe is dark. Large amounts of 
hot X-ray-emitting gas have been detected 
among the galaxies in many clusters, but 
not enough to account for the dark matter 
inferred from dynamical studies.
3  Researchers know of no simple evolu-

tionary sequence that links spiral, elliptical,  
and irregular galaxies. Most astronomers  
think that large galaxies formed by the 
merger of smaller ones and that collisions  
and mergers among galaxies, as well as accre-
tion of intergalactic gas, play very important 
roles in galactic evolution. A starburst galaxy 
(p. 644) may result when a galaxy has a close encounter or a collision 
with a neighbor. The strong tidal distortions caused by the encounter 
compress galactic gas, resulting in a widespread burst of star forma-
tion. Mergers between spirals most likely result in elliptical galaxies.
4  Quasars, active galaxies, and normal galaxies may repre-

sent an evolutionary sequence. When galaxies began to form and 
merge, conditions may have been suitable for the formation of large 
black holes at their centers, and a highly luminous quasar could 
have been the result. The brightest quasars consume so much fuel 
that their energy-emitting lifetimes must be quite short. As the fuel 
supply diminished, the quasar dimmed, and the galaxy in which it 
was embedded became intermittently visible as an active galaxy. At 

even later times, the nucleus became 
virtually inactive, and a normal gal-
axy was all that remained. Many 
normal galaxies have been found to 
contain massive central black holes, 
suggesting that most galaxies have 
the capacity for activity should they 
interact with a neighbor. Quasar 
feedback (p. 654) may provide a partial explanation of why the 
masses of black holes are correlated with the masses of their parent 
galaxies.

5  Galaxy clusters themselves tend to 
clump together into superclusters (p. 656). 
The Virgo Cluster, the Local Group, and 
several other nearby clusters form the Local 
Supercluster. On even larger scales, galax-
ies and galaxy clusters are arranged on the 
surfaces of enormous “bubbles” of matter 
surrounding vast low-density regions called 
voids (p. 657). The origin of this structure is thought to be closely 
related to conditions in the very earliest epochs of the universe.

6  Quasar spectra can be 
used as probes of the uni-
verse along the observer’s 
line of sight. Some qua-
sars have been observed 
to have double or multiple 
images, caused by gravi-
tational lensing, in which 
the gravitational field of a foreground galaxy or galaxy cluster 
bends and focuses the light from the more distant quasar. Analysis  
of the images of distant galaxies, distorted by the gravitational 
effect of a foreground cluster, provides a means of determining the 
masses of galaxy clusters—including the dark matter within them—
far beyond the information that the optical images of the galaxies 
themselves afford.

Chapter Review
SuMMAry

0

50

150

250

350

5 10
Distance from galactic center (kpc)

R
ot

at
io

na
l s

p
ee

d
 (k

m
/s

)

15 20

NGC 4984

NGC 4378

NGC 3145

NGC 1620

NGC 7664

Milky
Way

25

Minor
merger

Seyfert

Quasar

Normal spiral

Merger

Radio galaxy/
blazar

Normal elliptical

Central
black hole

Supermassive
black hole

Irregular
galaxies

Major
merger

150

300

450

600

750

10,000

North
11,263 galaxies

South
12,434 galaxies

Velocity
(km/s)

Distance
(Mpc)

Voids

Wall

Filaments

20,000

30,000

40,000

50,000

The Big Question What is this dark matter that everyone frets over? Is it actual matter that 
exerts a gravitational pull but is impossible to detect by electromagnetic means, or does it imply that 
something is badly wrong with our theoretical understanding of the way gravity works on very large 
scales? Dark matter—and now dark energy, too (see Chapter 26)—represent the foremost scientific 
conundrums in astronomy today, and whoever solves them will become immediately famous. Lots of 
scientists are trying very hard, but no one has yet succeeded.
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Review and Discussion

 8. Why do astronomers think that quasars represent an early, 
relatively short-lived stage of galaxy evolution?

 9. What happened to the energy source at the center of a 
quasar?

 10. LO4 POS Why does the theory of galaxy evolution sug-
gest that there should be supermassive black holes at the 
centers of many normal galaxies?

 11. What evidence do astronomers have for supermassive black 
holes in galactic nuclei?

 12. What is a redshift survey? What are voids?
 13. LO5 Describe the distribution of galactic matter on very 

large (more than 100 Mpc) scales.
 14. LO6 POS How can observations of distant quasars be 

used to probe the space between them and Earth?
 15. POS How do astronomers “see” dark matter?

 1. LO1 Describe two techniques for measuring the mass of a 
galaxy.

 2. LO2 Why do astronomers think that galaxy clusters con-
tain a lot more mass than we can see?

 3. POS What evidence do we have that galaxies collide with 
one another?

 4. Describe the role of collisions in the formation and evolu-
tion of galaxies. How can mergers transform one type of gal-
axy into another?

 5. LO3 Do you think that collisions between galaxies consti-
tute “evolution” in the same sense as the evolution of stars?

 6. Do we have any evidence that our own Galaxy has collided 
with other galaxies in the past?

 7. What are starburst galaxies, and what do they have to do 
with galaxy evolution?

Conceptual Self-Test: Multiple Choice
 1. The more massive a galaxy is, (a) the more distant it  

is; (b) the faster star formation in it occurs; (c) the larger 
the proportion of old stars it contains; (d) the faster it  
rotates.

 2. A galaxy containing substantial amounts of dark matter will 
(a) appear darker; (b) spin faster; (c) repel other galaxies;  
(d) have more tightly wound arms.

 3. According to X-ray observations, the space between galax-
ies in a galactic cluster is (a) completely devoid of matter;  
(b) very cold; (c) very hot; (d) filled with faint stars.

 4. Relative to luminous stellar matter, the fraction of dark 
matter in clusters is (a) greater than the fraction in galax-
ies; (b) less than the fraction in galaxies; (c) the same as 
the fraction in galaxies; (d) unknown.

 5. VIS The Hubble Deep Field (Figure 25.10) shows a patch of 
sky that has the same angular size as (a) the thickness of a 
piece of string; (b) a dime; (c) a clenched fist; (d) a basket-
ball held at arm’s length.

 6. Galaxies evolve by (a) fragmenting into smaller galaxies;  
(b) merging to form larger galaxies; (c) ejecting their gas 

and dust into intergalactic space; (d) using up all their gas 
and eventually becoming ellipticals.

 7. According to current theories of galactic evolution, quasars 
occur (a) early in the evolutionary sequence; (b) near the 
Milky Way; (c) when elliptical galaxies merge; (d) late in the 
evolutionary sequence.

 8. Many nearby galaxies (a) will become black holes; (b) con-
tain quasars; (c) have radio lobes; (d) were more active in 
the past.

 9. VIS If light from a distant quasar did not pass through 
any intervening atomic hydrogen clouds, then Figure 
25.24 (“Absorption Line”) would have to be redrawn 
to show (a) more absorption features; (b) few absorp-
tion features; (c) a single large absorption feature;  
(d) more features at short wavelengths, but fewer at long 
wavelengths.

 10. VIS If Figure 25.26 (“Gravitational Lens”) showed  
a more massive lensing galaxy, the quasar images would  
be (a) farther apart; (b) closer together; (c) fainter;  
(d) redder.

 for instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning Outcomes.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. •• The Andromeda Galaxy is approaching our Galaxy with a 
radial velocity of 120 km/s. Given the galaxies’ present sepa-
ration of 800 kpc, and neglecting both the transverse compo-
nent of the velocity and the effect of gravity in accelerating 
the motion, estimate when the two galaxies will collide.

 2. •• Based on the data in Figure 25.1, estimate the mass of the 
galaxy NGC 4984 inside 20 kpc.

 3. •• Use Kepler’s third law (Section 23.6) to estimate the mass 
required to keep a galaxy moving at 750 km/s in a circular 
orbit of radius 2 Mpc around the center of a galaxy cluster. 
Given the approximations involved in calculating this mass, 
do you think it is a good estimate of the cluster’s true mass?

 4. •• Calculate the average speed of hydrogen nuclei (protons) 
in a gas of temperature 20 million K. Compare your answer 
with the speed of a galaxy moving in a circular orbit of radius 
1 Mpc around a galaxy cluster of mass 1014 solar masses.

 5. •• A small satellite galaxy moves in a circular orbit around 
a much more massive parent and happens to be moving 

exactly parallel to the line of sight as seen from Earth. The 
recession velocities of the satellite and the parent galaxy are 
measured to be 6450 km/s and 6500 km/s, respectively, and 
the two galaxies are separated by an angle of 0.1° in the sky. 
Assuming that H0 = 70 km/s/Mpc, calculate the mass of the 
parent galaxy.

 6. • In a galaxy collision, two similar-sized galaxies pass 
through each other with a combined relative velocity of 
1500 km/s. If each galaxy is 100 kpc across, how long does 
the event last?

 7. • Assuming an energy-generation efficiency (i.e., the ratio of 
energy released to total mass–energy available) of 10 percent, 
calculate how much mass a 1041-W quasar would consume if 
it shone for 10 billion years.

 8. • The spectrum of a quasar with a redshift of 0.20 contains 
two sets of absorption lines redshifted by 0.15 and 0.155, 
respectively. If H0 = 70 km/s/Mpc, estimate the distance 
between the intervening galaxies responsible for the two 
sets of lines.

Activities
Collaborative

 1. Figure 25.10 is called the “Hubble Deep Field.” It contains 
too many galaxies for one person to easily count. Each group 
member should count the galaxies in a random area 2 cm × 
2 cm and then determine a group average. Since the entire 
image is approximately 500 cm2, multiply your group’s aver-
age number of galaxies in a 2 cm × 2 cm area by 125 to esti-
mate the number of galaxies in the image. How does your 
value compare to that of another group?

Individual
 1. Look for a copy of the Atlas of Peculiar Galaxies by Halton 

Arp. It is available in book form, but it will be more convenient 
to find a version online. Search for examples of interacting 
galaxies of various types: (1) tidal interactions, (2) starburst 
galaxies, (3) collisions between two spirals, and (4) collisions 
between a spiral and an elliptical. For (1) look for galactic 
material pulled away from a galaxy by a neighboring galaxy. 
Is the latter galaxy also tidally distorted? In (2) the surest signs 
of starburst activity are bright knots of star formation. In what 
type(s) of galaxies do you find starburst activity? For (3) and 
(4), how do collisions differ depending on the types of galaxies 
involved? What typically happens to a spiral galaxy after a 
near miss or collision? Do ellipticals suffer the same fate?
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Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

 
Cosmology
The Big BAng And The FATe oF The UniVerSe

26
Our field of view now extends for billions of parsecs into space 
and billions of years back in time. We have asked and answered 
many questions about the structure and evolution of planets, 
stars, and galaxies. At last we are in a position to address the 
central issues of the biggest puzzle of all: How big is the universe? 
How long has it been around, and how long will it last? What was 
its origin, and what will be its fate? Is the universe a one-time 
event, or does it recur and renew itself, in a grand cycle of birth, 
death, and rebirth? How and when did matter, atoms, and 
our Galaxy form? These are basic questions, but they are hard 
questions.

In this and the next chapter, we will see how modern scientific 
cosmology addresses these important issues and what it has to 
tell us about the universe we inhabit. After more than 10,000 
years of civilization, science may be ready to provide some insight 
regarding the origin of all things.

Learning Outcomes

Studying this chapter will enable you to

1  State the cosmological principle, 
and explain its significance and 
 observational underpinnings.

2  explain what observations of the 
dark night sky tell us about the age 
of the universe.

3  describe the Big Bang theory of 
the expanding universe.

4  List and discuss the possible 
 outcomes of the present cosmic 
expansion.

5  describe the relationship between 
the density of the universe and the 
overall geometry of space.

6  Say why astronomers think the 
expansion of the universe is accel-
erating, and discuss the cause.

7  explain what dark energy implies 
for the composition and age of the 
universe.

8  describe the cosmic microwave 
background and explain its impor-
tance to the science of cosmology.

The Big Picture The universe began in a fiery 
expansion some 14 billion years ago, and out of this maelstrom 
emerged all the energy that would later form galaxies, stars, 
and planets. That expansion continues today, yet to what end 
remains unknown. This is the science of cosmology—the study 
of the origin, structure, evolution, and fate of the cosmos on  
the largest scales.

Left: This image—called the Ultra deep Field—was taken with the Advanced Camera 

for Surveys aboard the hubble telescope. it is one of the finest photographs of deep 

space ever made. More than a thousand galaxies are crowded into this one image, 

displaying many different types, shapes, and colors. in all, astronomers estimate that 

the observable universe contains about 100 billion such galaxies. (NASA/ESA)
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distance of almost 1000 Mpc, comparable to Figure 25.23, 
but because it includes much fainter galaxies, the Sloan map 
contains many more galaxies than the earlier figure, making 
structure easier to discern, particularly at large distances. 
The extended “filament” of galaxies near the center of the 
wedge, some 300 Mpc from Earth, is called the Sloan Great 
Wall. Measuring some 250 Mpc long by 50 Mpc thick, it is 
currently the largest known structure in the universe.

Plots such as this contain huge amounts of informa-
tion about the structure and evolution of the universe. Yet, 
although they cover wide areas of the sky and enormous 
volumes of space, the studies on which they are based are 
still relatively “local,” in the sense that they span only about 
10 percent of the distance to the farthest quasars (which lie 
over 9000 Mpc from Earth).  (Sec. 24.4) The main obsta-
cle to extending these wide-angle surveys to much greater 
distances is the sheer observational effort involved in mea-
suring the redshifts of all the galaxies within larger and 
larger volumes of space.

An alternative approach is to narrow the field of view to 
only a few small patches of the sky, but to study extremely 
faint (and hence very distant) galaxies within those patches. 
The volume surveyed then becomes a long, thin “pencil 
beam” extending deep into space rather than a wide swath 
through the local universe. As illustrated in Figure 26.2, 
along the line of sight clusters and walls show up as “spikes” 
in the distribution—groups of galaxies with similar red-
shifts, separated by broad empty regions of space (the voids).

26.1  The Universe on the Largest 
Scales

The universe shows structure on every scale we have 
 examined so far. Subatomic particles form nuclei and 
atoms. Atoms form planets and stars. Stars form star clus-
ters and galaxies. Galaxies form galaxy clusters, super-
clusters, and even larger structures—voids, filaments, and 
sheets that stretch across the sky.  (Sec. 25.5) From the 
protons in a nucleus to the galaxies in the Great Wall, we 
can trace a hierarchy of “clustering” of matter from the 
very smallest to the very largest scales. It is natural to ask, 
“Does the clustering ever end? Is there some scale on which 
the universe can be regarded as more or less smooth and 
featureless?” Perhaps surprisingly, given the trend we have 
just described, most astronomers think the answer is yes. 
This turns out to be a crucial assumption in the science of 
cosmology—the study of the structure and evolution of 
the entire universe.

The End of Structure
We saw in Chapter 25 how astronomers use redshift sur-
veys to construct three-dimensional maps of the universe 
on truly “cosmic” scales.  (Sec. 25.5) Figure 26.1 is a 
map similar to those shown previously, but based on data 
from the most extensive redshift survey to date—the Sloan 
Digital Sky Survey.  (Discovery 25-1) It extends out to a 

▲ figure 26.1 galaxy Survey This map of the universe is drawn using data from the Sloan digital 
Sky Survey.  (discovery 25-1) it shows the locations of 66,976 galaxies lying within 12° of the celestial 
equator and extending to a distance of almost 1000 Mpc. The largest known structure in the universe, 
the Sloan great Wall, is marked, stretching nearly 300 Mpc across the center of the frame. There is no 
evidence for any structure on larger scales. (SDSS)

Sloan
Great Wall

Sloan
Great Wall

0

500

0.25

0.20

0.15

0.10

0.05

1000

Distance
(Mpc)

Redshift



SeCTion 26.1 The Universe on the Largest Scales 669

homogeneity. Furthermore, it implies that there is no center, 
because that would mean that the universe would not be the 
same in all directions from any noncentral point, a violation 
of the assumption of isotropy. This is the familiar Copernican 
principle expanded to truly cosmic proportions—not only 
that we are not central to the universe, but that no one can be 
central, because the universe has no center!  (Sec. 2.3)

ConCept Check

4 In what sense, and on what scale, is the universe 
homogeneous and isotropic?

The data from both kinds of survey seem to agree that 
the largest known structures in the local universe are “only” 
200–300 Mpc across. No larger voids, superclusters, or walls of 
galaxies are seen. Rich superclusters measure tens of megapar-
secs across, whereas the largest voids are perhaps 100 Mpc in 
diameter. Most walls and filaments are less than 100 Mpc in 
length, and even the largest structures—the Great Walls men-
tioned previously—can be explained statistically as chance 
superpositions of smaller structures. Studies of Lyman-alpha 
forests in quasar spectra lead to generally similar conclusions. 

 (Sec. 25.5) In short, there is no evidence for structure in 
the universe on scales greater than about 300 Mpc.

We will turn to the origin of large-scale cosmic struc-
ture in Chapter 27. In the current chapter, however, we focus 
on the absence of structure on the very largest scales to 
frame our discussion of the future of the universe.

The Cosmological Principle
The results of the large-scale studies just mentioned strongly 
suggest that the universe is homogeneous (the same every-
where) on scales greater than a few hundred megaparsecs. 
In other words, if we took a huge cube—300 Mpc on a side, 
say—and placed it anywhere in the universe, its overall con-
tents would look much the same no matter where it was cen-
tered. Some of the galaxies it contained would be clustered 
and clumped into fairly large structures and some would 
not; we would see numerous walls and voids, but the total 
numbers of these objects would not vary much as the cube 
was moved from place to place. In this sense, the universe 
appears smooth on the largest scales.

The universe also appears to be isotropic (the same in 
all directions) on these large scales. Excluding directions 
that are obscured by our Galaxy, we count roughly the same 
number of galaxies per square degree in any patch of the 
sky we choose to observe, provided that we look deep (far) 
enough that local inhomogeneities don’t distort our sam-
ple. In other words, any deep pencil-beam survey of the sky 
should count about the same number of galaxies, regardless 
of which patch of the sky is chosen.

Cosmologists generally assume that the universe is 
homogeneous and isotropic on sufficiently large scales. These 
twin assumptions are known as the cosmological principle. 
No one knows whether these assumptions are precisely cor-
rect, but we can at least say that they are consistent with cur-
rent observations, and they provide helpful guidance to our 
studies of the cosmos. Note that the cosmological principle 
also includes the important assumption made throughout 
this book (and indeed throughout astronomy) that the laws 
of physics are the same everywhere. In this chapter, we sim-
ply assume that it holds.

The cosmological principle has far-reaching implica-
tions. For example, it implies that there can be no edge to 
the universe, because that would violate the assumption of 

▲ figure 26.2 pencil-Beam Survey The results of a deep 
“pencil-beam” survey of two small portions of the sky in opposite 
directions from earth, perpendicular to the galactic plane (a), are 
plotted in (b). The graph shows the number of galaxies found at 
different distances from us, out to about 2000 Mpc. Wherever we 
look on the sky, the distinctive “picket fence” pattern highlights 
voids and sheets of galaxies on scales of 100–200 Mpc, but gives no 
indication of any larger structures.
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26.2 The Expanding Universe
Every time you go outside at night and notice that the sky is 
dark, you are making a profound cosmological observation. 
Here’s why.

Olbers’s Paradox
Let’s assume that, in addition to being homogeneous and 
isotropic, the universe is infinite in spatial extent and 
unchanging in time—precisely the view of the universe that 
prevailed until the early part of the 20th century. On aver-
age, then, the universe is uniformly populated with galaxies 
filled with stars. In that case, when you look up at the night 
sky, your line of sight must eventually encounter a star, as 
illustrated in Figure 26.3. The star may lie at an enormous 
distance in some remote galaxy, but the laws of probabil-
ity dictate that, in an infinite universe, sooner or later any 
line drawn outward from Earth will run into a bright stellar 
surface.

Of course, faraway stars appear fainter than those 
nearby because of the inverse-square law.  (Sec. 17.2) 
However, they are also much more numerous because 
the number of stars we see at any given distance in fact 
increases as the square of the distance. (Just consider the 
area of a sphere of increasing radius.) Thus, the diminishing 
brightnesses of distant stars are exactly balanced by their 
increasing numbers, and stars at all distances contribute 
equally to the total amount of light received on Earth. 
This fact has a dramatic implication: No matter where you 
look, the sky should be as bright as the surface of a star; in 
other words, the entire night sky should be as brilliant as 
the surface of the Sun! The obvious difference between this 
prediction and the actual appearance of the night sky is 
known as Olbers’s paradox, after the 19th-century German 
astronomer Heinrich Olbers, who popularized the idea.

So why is it dark at night? Given that the universe 
appears to be homogeneous and isotropic, one (or both) of 
the other two assumptions must be false: Either the universe 
is finite in extent, or it evolves over time. In fact, the answer 
involves aspects of each and is intimately tied to the behav-
ior of the universe on the largest scales.

The Birth of the Universe
In Chapter 24, we saw that all the galaxies in the universe 
are rushing away from us in a manner described by Hubble’s 
law,

recession velocity = H0 * distance,

where we take Hubble’s constant H0 to be 70 km/s/Mpc.  
 (Sec. 24.3) Up to now, we have used this relation as a 

convenient means of determining the distances to galaxies 
and quasars, but it is much more than that.

▲ figure 26.3 olbers’s paradox if the universe were 
homogeneous, isotropic, infinite in extent, and unchanging, then any 
line of sight from earth should eventually meet a star and the entire 
night sky should be bright. Since the night sky is obviously dark, this 
contradiction is known as olbers’s paradox.

A good analogy to Olbers’s paradox is a thick forest where
every line of sight eventually intersects a tree.

Assuming for the moment that all velocities have 
remained constant in time, we can ask a simple question: 
How long has it taken for any given galaxy to reach its pre-
sent distance from us? The answer follows from Hubble’s 
law. The time taken is simply the distance traveled divided 
by the velocity, so

 time =
distance
velocity

 =
distance

H0 * distance
  ( using Hubble’s law  

for the velocity)

 =
1

H0
 .

For H0 = 70 km/s/Mpc, this time is about 14 billion years. 
Notice that it is independent of the distance: Galaxies twice 
as far away are moving twice as fast, so the time they took to 
cross the intervening distance is the same.

Hubble’s law therefore implies that, at some time in 
the past—14 billion years ago, according to the foregoing 
simple calculation—all the galaxies in the universe lay 
right on top of one another. In fact, astronomers think 
that everything in the universe—matter and radiation 
alike—was confined at that instant to a single point of 
enormously high temperature and density, often referred 
to as the primeval fireball. Then the universe began 
to expand at a furious rate, its density and temperature 
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falling rapidly as the volume increased. This stupendous, 
unimaginably violent event, involving literally everything 
in the cosmos, is known as the Big Bang. It marked the 
beginning of the universe.

Thus, by measuring Hubble’s constant, we can esti-
mate the age of the universe to be 1/H0 ≈ 14 billion years. 
The range of possible error in this age is considerable, both 
because Hubble’s constant is not known precisely and 
because the assumption that galaxies moved at constant 
speed in the past is not a good one. We will refine our esti-
mate in a moment, but regardless of the details, the critical 
fact here is that the age of the universe is finite.

The Big Bang provides the resolution of Olbers’s para-
dox. Whether the universe is actually finite or infinite in 
extent is irrelevant, at least as far as the appearance of the 
night sky is concerned. The finite age of the universe implied 
by Hubble’s law is the key. We see only a finite part of the 
cosmos—the region lying within roughly 14 billion light-
years of us. What lies beyond is unknown—its light has not 
yet had time to reach us.

Note that, even though it appears to place us at the 
center of the expansion, Hubble’s law does not violate the 
cosmological principle in any way. To see this, consider 
Figure 26.4, which shows how observers in five hypotheti-
cal galaxies perceive the motion of their neighbors. For sim-
plicity, the galaxies are taken to be equally spaced, 100 Mpc 
apart, and they are separating in accordance with Hubble’s 
law with H0 = 70 km/s/Mpc, as seen by an observer in the 
middle galaxy, number 3. The first pair of numbers beneath 
each galaxy represents its distance and recessional veloc-
ity as measured by that observer. For definiteness, let’s take 

galaxy number 3 to be the Milky Way and the observer to be 
an astronomer on Earth.

Now consider how the expansion looks from the point 
of view of the observer in galaxy 2. Galaxy 4, for example, is 
moving with velocity 7000 km/s to the right relative to gal-
axy 3, and galaxy 3 in turn is moving at 7000 km/s to the 
right as seen by observer 2. Therefore, galaxy 4 is moving at 
a velocity of 14,000 km/s to the right as seen by the observer 
in galaxy 2. But the distance between the two galaxies is 
200 Mpc, so the Hubble constant measured by the observer 
on galaxy 2 is 14,000 km/s/200 Mpc = 70 km/s/Mpc, the 
same as the Hubble constant measured by the observer on 
galaxy 3. The distances and velocities that would be mea-
sured by observer 2 are noted in the second row. You can 
verify for yourself that the ratio of recession velocity to dis-
tance is the same for all galaxies.

Similarly, the measurements made by an observer 
on galaxy 1 are noted in the third row. Again, the ratio of 
 velocity to distance is the same. The conclusion is clear: 
Each observer sees an overall expansion described by 
 Hubble’s law, and the constant of proportionality—Hubble’s 
 constant—is the same in all cases. Far from singling out 
any one observer as central, Hubble’s law is in fact the only 
expansion law possible if the cosmological principle holds.

Where Was the Big Bang?
Now we know when the Big Bang occurred. Is there any 
way of telling where? We think that the universe is the same 
everywhere, yet we have just seen that the observed recession 
of the galaxies described by Hubble’s law suggests that all 

▲ figure 26.4 Hubble expansion hubble’s law is the same, regardless of who makes the measurements. The 
top numbers are the distances and recessional velocities as seen by an observer on the middle of five galaxies, galaxy 3. 
The bottom two sets of numbers are from the points of view of observers on galaxies 2 and 1, respectively. in all cases, 
hubble’s law holds: The ratio of the observed recession velocity to the distance is the same.

1 2 3 4 5

14,000 km/s/200 Mpc 7,000 km/s/100 Mpc 0 km/s/0 Mpc 7,000 km/s/100 Mpc 14,000 km/s/200 Mpc

7,000 km/s/100 Mpc 0 km/s/0 Mpc 7,000 km/s/100 Mpc 14,000 km/s/200 Mpc 21,000 km/s/300 Mpc

0 km/s/0 Mpc 7,000 km/s/100 Mpc 14,000 km/s/200 Mpc 21,000 km/s/300 Mpc 28,000 km/s/400 Mpc

Hubble’s law is identical for all observers anywhere in the universe.
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(Better yet, do the experiment yourself!) The coins  represent 
galaxies, and the two-dimensional surface of the balloon 
represents the “fabric” of our three-dimensional universe. 
The cosmological principle applies to the balloon because 
every point on the balloon looks pretty much the same as 
every other. Imagine yourself as a resident of one of the 
three dark-colored coin “galaxies” in the leftmost frame, 
and note your position relative to your neighbors. As the 
balloon inflates (i.e., as the universe expands), the other gal-
axies recede from you; more distant galaxies recede more 
rapidly. Notice, incidentally, that the coins themselves do 
not expand along with the balloon, any more than people, 
planets, stars, or galaxies—all of which are held together by 
their own internal forces—expand along with the universe. 

 (Sec. 24.3)
Regardless of which galaxy you chose to consider, you 

would see all the other galaxies receding from you. Noth-
ing is special or peculiar about the fact that all the galaxies 
are receding from you. Such is the cosmological principle: 
No observer anywhere in the universe has a privileged posi-
tion. There is no center to the expansion and no position 
that can be identified as the location from which the uni-
versal expansion began. Everyone sees an overall expansion 
described by Hubble’s law, with the same value of Hubble’s 
constant in all cases.

Now imagine letting the balloon deflate. This corre-
sponds to running the universe backward from the present 
time to the Big Bang. All the galaxies (coins) would arrive at 
the same place at the same time—at the instant the  balloon 
reached zero size. But there is no one point on the balloon 
that could be said to be the place where that occurred. The 
entire balloon expanded from a point, just as the Big Bang 
encompassed the entire universe and expanded from a 
point.

This analogy has its shortcomings. The main difficulty 
with it is that we see the balloon, which, in our illustra-
tion, we imagined as two dimensional, expanding into the 
third dimension of space. This might suggest that the three-
dimensional universe is expanding “into” some fourth 
 spatial dimension. It is not, so far as we know. At the very 
least, if higher spatial dimensions are involved, they are not 
relevant to our theory of the universe.

the galaxies expanded from a point at some time in the past. 
Wasn’t that point, then, different from the rest of the uni-
verse, violating the assumption of homogeneity expressed in 
the cosmological principle? The answer is a definite no!

To understand why there is no “center” to the expan-
sion, we must make a great leap in our perception of the 
universe. If we were to imagine the Big Bang as simply an 
enormous explosion that spewed matter out into space, ulti-
mately to form the galaxies we see, then the foregoing rea-
soning would be quite correct—there would be a center and 
an edge, and the cosmological principle would not apply. 
But the Big Bang was not an explosion in an otherwise fea-
tureless, empty universe. The only way that we can have 
Hubble’s law hold and retain the cosmological principle is 
to realize that the Big Bang involved the entire universe—
not just the matter and radiation within it, but the universe 
itself.

In other words, the galaxies are not flying apart into the 
rest of the universe. The universe itself is expanding. Like rai-
sins in a loaf of raisin bread that move apart as the bread 
expands in an oven, the galaxies are just along for the ride.

Let’s consider again some of our earlier statements in 
light of this new perspective. We now recognize that Hub-
ble’s law describes the expansion of the universe itself. 
Although galaxies have some small-scale, individual ran-
dom motions, on average they are not moving with respect 
to the fabric of space—any such overall motion would pick 
out a “special” direction in space and violate the assump-
tion of isotropy. On the contrary, the portion of the galaxies’ 
motion that makes up the Hubble flow is really an expan-
sion of space itself. The expanding universe remains homo-
geneous at all times. There is no “empty space” beyond the 
galaxies into which they rush. At the time of the Big Bang, 
the galaxies did not reside at a point located at some well-
defined place within the universe. Rather, the entire universe 
was a point. That point was in no way different from the rest 
of the universe; that point was the universe. Therefore, there 
was no one point where the Big Bang “happened”—because 
the Big Bang involved the entire universe, it happened every-
where at once.

To illustrate these ideas, imagine an ordinary balloon 
with coins taped to its surface, as shown in Figure 26.5. 

interactive figure 26.5   
receding galaxies Coins 
taped to the surface of a spherical 
balloon recede from each other as 
the balloon inflates (left to right). 

Similarly, galaxies recede from each 
other as the universe expands. As the 
coins separate, the distance between any 
two of them increases, and the rate of 
increase of this distance is proportional 
to the distance between them.

cobey Hubble’s law
as they recede from
one another.

Coins on the surface
of an expanding
balloon c
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26.3 The Fate of the Cosmos
Will the universe expand forever? This fundamental ques-
tion about the fate of the universe has been at the heart of 
cosmology since Hubble’s law was first discovered. Until the 
late 1990s, the prevailing view among cosmologists was that 
the answer would most likely be found by determining the 
extent to which gravity would slow, and perhaps ultimately 
reverse, the current expansion. However, it now appears that 
the answer is more subtle—and perhaps a lot more profound 
in its implications—than was hitherto thought.

Critical Density
Let’s begin with another analogy. Assume for the moment 
that gravity is the only force affecting large-scale motion in 
the universe, and consider a rocket ship launched from the 
surface of a planet. Until relatively recently, this scenario was 
much more than just an analogy—this basic picture and its 
implications represented the conventional wisdom among 
cosmologists. However, as we will see in Section 26.5, new 
observations have forced fundamental changes in astrono-
mers’ view of the universe. Nevertheless, the simplified view 
we now present is a convenient starting point, as it allows us 
to define some basic ideas and terminology.

What are the likely outcomes of the rocket ship’s 
motion? According to Newtonian mechanics, there are 
just two basic possibilities, depending on the launch 
speed of the ship relative to the escape speed of the planet.  

 (Sec.  2.8) If the launch speed is high enough, it will 
exceed the planet’s escape speed, and the ship will never 
return to the surface. The speed will diminish because of 
the planet’s gravitational pull, but it will never reach zero. 
The spacecraft leaves the planet on an unbound trajectory, 
as illustrated in Figure 26.7(a). Alternatively, if the launch 
speed is lower than the escape speed, the ship will reach a 
maximum distance from the planet and then fall back to 
the surface. Its bound trajectory is shown in Figure 26.7(b).

Similar reasoning applies to the expansion of the uni-
verse. Imagine two galaxies at some known distance from 
each other, moving apart with their current relative velocity 
given by Hubble’s law. The same two basic possibilities exist 

The Cosmological Redshift
This view of the expanding universe requires us to reinter-
pret the cosmological redshift.  (Sec. 24.3) Previously, we 
discussed the redshift of galaxies as though it were a  Doppler 
shift—a consequence of their motion relative to us. However, 
we have just argued that the galaxies are not in fact mov-
ing with respect to the universe, in which case the Doppler 
interpretation is incorrect. The true explanation is that, as 
a photon moves through space, its wavelength is influenced 
by the expansion of the universe. In a sense, we can think 
of the photon as being attached to the expanding fabric of 
space, so its wavelength expands along with the universe, as 
illustrated in Figure 26.6. Although it is common practice 
in astronomy to refer to the cosmological redshift in terms 
of recessional velocity, bear in mind that, strictly speaking, 
that is not the right thing to do. The cosmological redshift is 
a consequence of the changing size of the universe—it is not 
related to velocity at all.

The redshift of a photon measures the amount by which 
the universe has expanded since that photon was emitted. 
For example, when we measure the light from a quasar and 
find that it has a redshift of 5, it means that the observed 
wavelength is 6 times (1 plus the redshift) greater than the 
wavelength at the time of emission, and this in turn means 
that the light was emitted at a time when the universe was 
just one-sixth its present size (and we are observing the qua-
sar as it was at that time).  (More Precisely 24-1) In general, 
the larger a photon’s redshift, the smaller the universe was at 
the time the photon was emitted, so the longer ago that emis-
sion occurred. Because the universe expands with time and 
redshift is related to that expansion, cosmologists routinely 
use redshift as a convenient means of expressing time.

These concepts are difficult to grasp. The notion of the 
entire universe expanding from a hot, dense fireball—with 
nothing, not even space and time, outside—takes some get-
ting used to. Nevertheless, this description of the universe 
lies at the heart of modern cosmology.

proCeSS of SCienCe Check

4  Why does Hubble’s law imply a Big Bang?

interactive figure 26.6   
Cosmological redshift As 
the  universe expands, photons of 
 radiation are stretched in  wavelength, 
 giving rise to the cosmological 

redshift. in this case, as the baseline in the 
diagram stretches, the radiation shifts from 
the short-wavelength blue region of the 
spectrum to the longer wavelength red 
region.  (Sec. 3.1)

Radiation also shifts with cosmic expansion.
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low density—just five hydrogen atoms per cubic meter, a 
 volume the size of a small household closet. In more “cosmo-
logical” terms, it corresponds to about 0.1 Milky Way Galaxy 
(including the dark matter) per cubic megaparsec.

Two Futures
The two possibilities just presented represent radically dif-
ferent futures for our universe. If the cosmos emerged from 
the Big Bang with sufficiently high density, then it contains 
enough matter to halt its own expansion, and the reces-
sion of the galaxies will eventually stop. At some time in 
the future, astronomers everywhere—on any planet within 
any galaxy—will announce that the radiation received from 
nearby galaxies is no longer redshifted. (The light from distant 
galaxies will still be redshifted, however, because we will see 
them as they were in the past, at a time when the universe 
was still expanding.) The bulk motion of the universe will 
be stilled—at least momentarily.

The expansion may stop, but the pull of gravity will not. 
The universe will begin to contract. Nearby galaxies will 
begin to show blueshifts, and both the density and the tem-
perature of the universe will start to rise as matter collapses 
back onto itself. As illustrated in Figure 26.9(a), the universe 
will collapse to a point, requiring just as much time to fall 
back as it took to rise. First galaxies and then stars will col-
lide with increasing frequency and violence as the available 
space diminishes and the entire universe shrinks toward a 
superdense, superhot singularity much like the one from 
which it originated. The cosmos will ultimately—billions 
of years from now—experience a “heat death,” in which 
all matter and life are destined to be incinerated—a “Big 
Crunch.” Cosmologists do not know what would happen to 
the universe if it ever reached this point. The laws of physics 

for these galaxies as for our rocket ship: The distance between 
them can increase forever, or it can increase for a while and 
then start to decrease. What’s more, the cosmological princi-
ple says that, whatever the outcome for galaxy A and galaxy 
B, it must be the same for any two galaxies—in other words, 
the same statement applies to the universe as a whole. Thus, as 
illustrated in Figure 26.8, the universe has only two options: It 
can continue to expand forever, or the present expansion will 
someday stop and turn around into a contraction. The two 
curves in the figure are drawn so that they pass through the 
same point at the present time. Both are possible descriptions 
of the universe, given its current size and expansion rate.

What determines which of the two possibilities will actu-
ally occur? In the case of a rocket ship of fixed launch speed 
(analogous to a universe with a given expansion rate), the 
mass of the planet (for given radius) determines whether or 
not escape will occur—a more massive planet has a higher 
escape speed. For the universe, the corresponding factor is 
the density of the cosmos. A high-density universe contains 
enough mass to stop the expansion and eventually cause a col-
lapse. A low-density universe, conversely, will expand forever.

The dividing line between these outcomes—the density 
corresponding to a universe in which gravity acting alone 
would be just sufficient to halt the present expansion—is called 
the universe’s critical density. For H0 = 70 km/s/Mpc, the crit-
ical density is about 9 × 10−27kg/m3. That’s an extraordinarily 

▲ figure 26.7 escape Speed (a) A spacecraft (arrows) leaving a 
planet (blue ball) with a speed greater than the planet’s escape speed 
follows an unbound trajectory and escapes. (b) if the launch speed 
is less than the escape speed, the ship eventually drops back to the 
planet. its distance, as graphed, from the planet first rises and then falls.

These graphs show the changing distance
between the ship and the planet.

This spacecraft escapes from
a low-mass planet.

This spacecraft returns
to a high-mass planet.

(a)

(b)
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▲ figure 26.8 Model universes distance between two 
galaxies as a function of time in each of the two basic universes 
discussed in the text: a low-density universe that expands forever and 
a high-density cosmos that collapses. The point where the two curves 
touch represents the present time.

A low-density universe
would expand forever.

A high-density universe
eventually collapses.
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Present
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26.4 The Geometry of Space
Our discussion in the previous section used the familiar 
notions of Newtonian mechanics and gravity because speak-
ing in Newtonian terms made the evolution of the universe 
easier to understand. But in reality, the proper description of 
the universe as a dynamic, evolving object is far beyond the 
capabilities of Newtonian mechanics, which up to now has 
been our indispensable tool for understanding the cosmos. 

 (Sec. 2.8) Instead, the more powerful techniques of Ein-
stein’s general relativity, with its built-in notions of warped 
space and dynamic spacetime, are needed.  (Sec. 22.6)

Relativity and the Universe
We encountered general relativity in Chapter 22 when we dis-
cussed the strange properties of black holes.  (Sec. 22.5) 
We can loosely summarize its description of the universe by 
saying that the presence of matter or energy causes a warping, 
or curvature, of spacetime and that the curved trajectories of 
freely falling particles within warped spacetime are what New-
ton thought of as orbits under the influence of gravity. The 
amount of warping depends on the amount of matter present.

When applied to the orbits of planets, stars, even of galax-
ies, the predictions of general relativity are, for the most part, 
in accord with those of Newtonian mechanics. But on the scale 
of the entire universe, relativity has some implications that 
simply have no counterpart within Newton’s theory. Foremost 
among these non-Newtonian predictions are the facts that the 
space around us is curved and that the degree of curvature is 
determined by the total density of the cosmos.  (Sec. 22.6)

Furthermore, general relativity is very clear on pre-
cisely what “density” means here. Both matter and energy 
must be taken into account, with energy (E) properly “con-
verted” into mass (m) units by Einstein’s famous relation 
E = mc2.  (More Precisely 22-1) [That is, an energy of  
1 joule is counted as its mass equivalent of 1 J/(3 × 108 m/s)2, 
or 1.1 × 10−17 kg—not much, but it adds up!] The total den-
sity of the universe includes not just the atoms and molecules 

as we presently understand them are simply inadequate to 
describe those extreme conditions.

A quite different fate awaits a low-density universe whose 
gravity is too weak to halt the present expansion. As illustrated 
in Figure 26.9(b), such a universe will expand forever, the gal-
axies continually receding, their radiation steadily weakening 
with increasing distance. In time, an observer on Earth will 
see no galaxies in the sky beyond the Local Group (which is 
not itself expanding). Even with the most powerful telescope, 
the rest of the observable universe will appear dark, the distant 
galaxies too faint to be seen. Eventually, the Milky Way and 
the Local Group, too, will peter out as their fuel supply is con-
sumed. This universe will ultimately experience a “cold death”: 
All radiation, matter, and life are eventually destined to freeze.

How long might the “cold death” of the universe take? 
Astronomers estimate that our Galaxy probably contains 
enough gas to keep forming stars for several tens of billions 
of years, and the majority of stars (the low-mass red dwarfs) 
can shine for hundreds of billions of years or more.  (Sec. 
17.8) Thus, we can expect our Galaxy (and our neighbor 
Andromeda) to shine on—albeit feebly—for another tril-
lion years or so.

We will see in a moment that the separation between 
never-ending expansion and cosmic collapse is not quite as 
straightforward as the foregoing simple reasoning would 
suggest. Several independent lines of evidence now indicate 
that gravity is not the only influence on the dynamics of the 
universe on large scales (Section 26.5). As a result, while the 
“futures” just described are still the only two possibilities 
for the long-term evolution of the universe, the distinction 
between them turns out to be more than just a matter of 
density alone. Nevertheless, the density of the universe—
or, more precisely, the ratio of the total density to the critical 
value—is a vitally important quantity in cosmology.

ConCept Check

4 What are the two basic possibilities for the future 
expansion of the universe?

◀ figure 26.9 two futures if gravity 
is the only force influencing the cosmic 
expansion, then the mass density of the 
universe determines its fate. (a) A high-density 
universe has a beginning, an end, and a 
finite lifetime. The lower frames illustrate its 
evolution, from initial expansion, to maximum 
size, to collapse. (b) A low-density universe 
expands forever, with galaxies getting farther 
and farther apart as time passes.

The lower frames show artistic interpretations of these graphs.
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curved surface, for the simple reason that it cannot be con-
structed in three-dimensional Euclidean space! It is just “too 
big” to fit. A low-density, saddle-curved universe is infinite 
in extent and is usually called an open universe.

The intermediate case, in which the density is precisely 
equal to the critical density (i.e., Ω0 = 1), is the easiest to vis-
ualize. This universe, called a critical universe, has no cur-
vature. It is said to be “flat” and is infinite in extent. In this 
case, and only in this case, the geometry of space on large 
scales is precisely the familiar Euclidean geometry taught in 
high schools. Apart from its overall expansion, this is basi-
cally the universe that Newton knew.

Euclidean geometry—the geometry of flat space—is 
familiar to most of us because it is a good description of 
space in the vicinity of Earth. It is the geometry of everyday 
experience. Does this mean that the universe is flat, which 
would in turn mean that it has exactly the critical density? 
Not necessarily: Just as a flat street map is a good representa-
tion of a city, even though we know Earth is really a sphere, 
Euclidean geometry is a good description of space within 
the solar system, or even the Galaxy, because the curvature 
of the universe is negligible on scales smaller than about 
1000 Mpc. Only on the very largest scales would the geo-
metric effects we have just discussed become evident.

ConCept Check

4 How is the curvature of space related to the density of 
the universe?

that make up the familiar “normal” matter around us, but 
also the invisible dark matter that dominates the masses of 
galaxies and galaxy clusters, as well as everything that carries 
energy—photons, relativistic neutrinos, gravity waves, and 
anything else we can think of.

Cosmic Curvature
In a homogeneous universe, the curvature (on sufficiently 
large scales) must be the same everywhere, so there are 
really only three distinct possibilities for the large-scale geom-
etry of space. (For more information on the different types 
of geometry involved, see More Precisely 26-1.) General 
relativity tells us that the geometry of the universe depends 
only on the ratio of the density of the universe to the critical 
density (defined in the previous section). As just noted, for 
H0 = 70 km/s/Mpc, the critical density is 9 × 10−27 kg/m3. 
Cosmologists call the ratio of the universe’s actual density to 
the critical value the cosmic density parameter and denote it 
by the symbol Ω0 (“omega nought”). In terms of this quan-
tity, then, a universe with density equal to the critical value 
has Ω0 = 1, a “low-density” cosmos has Ω0 less than 1, and a 
“high-density” universe has Ω0 greater than 1.

In a high-density universe (Ω0 greater than 1), space is 
curved so much that it bends back on itself and “closes off,” 
making this universe finite in size. Such a universe is known as 
a closed universe. It is difficult to visualize a three-dimensional 
volume uniformly arching back on itself in this way, but the 
two-dimensional version is well known: It is just the surface of a 
sphere, like that of the balloon we discussed earlier. Figure 26.5, 
then, is the two-dimensional likeness of a three-dimensional 
closed universe. Like the surface of a sphere, a closed universe 
has no boundary, yet is finite in extent.* One remarkable prop-
erty of a closed universe is illustrated in Figure 26.10: Just as a 
traveler on the surface of a sphere can keep moving forward 
in a straight line and eventually return to her starting point, a 
flashlight beam shone in some direction in space might eventu-
ally traverse the entire universe and return from the opposite 
direction!

The surface of a sphere curves, loosely speaking, “in the 
same direction,” no matter which way we move from a given 
point. A sphere is said to have positive curvature. However, if 
the average density of the universe is below the critical value, 
the surface curves like a saddle, in which case it has nega-
tive curvature. Most people have a good idea of what a saddle 
looks like—it curves “up” in one direction and “down” in 
another—but no one has ever seen a uniformly negatively 

▲ figure 26.10 einstein’s Curve Ball in a closed universe, a 
beam of light launched in one direction might return someday from 
the opposite direction after circling the universe, just as motion in a 
“straight line” on earth’s surface will eventually encircle the globe.

In a curved universe, 
light might return 
from the opposite 
direction!

*Notice that for the sphere analogy to work we must imagine ourselves as 
two-dimensional “ flatlanders” who cannot visualize or experience in any 
way the third dimension perpendicular to the sphere’s surface. Flatlanders 
and their light rays are confined to the sphere’s surface, just as we are con-
fined to the three-dimensional volume of our universe.
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Curved Space
Euclidean geometry is the geometry of f lat space—the 
geometry taught in high school. Set forth by one of the 
most famous of the ancient Greek mathematicians, Euclid, 
who lived around 300 b.c., it is the geometry of everyday 
experience. Houses are usually built with f lat f loors. Writing 
tablets and blackboards are also f lat. We work easily with 
f lat, straight objects, because the straight line is the shortest 
distance between any two points.

When we construct houses or any other straight-walled 
buildings on the surface of Earth, the other basic axioms of 
 Euclid’s geometry also apply: Parallel lines never meet, even 
when extended to infinity; the angles of any triangle always 
sum to 180°; the circumference of a circle equals π times 
the diameter of the circle. (See the accompanying figure.) If 
these axioms did not hold, walls and roof would never meet 
to form a house!

In reality, though, the geometry of Earth’s surface is not 
really f lat; it is curved. We live on the surface of a sphere, 
and on that surface Euclidean geometry breaks down. 
Instead, the rules for the surface of a sphere are those of 
Riemannian geometry, named after the 19th-century German 
mathematician Georg Friedrich Riemann. There are no 
parallel “straight” lines on a sphere. The analog of a straight 
line on a sphere’s surface is a “great circle”—the arc formed 
when a plane passing through the center of the sphere 
intersects the surface. Any two such lines must eventually 
intersect. The sum of a triangle’s angles, when drawn on 
the surface of a sphere, exceeds 180°—in the 90°–90°–90° 
triangle shown in the accompanying figure, the sum is 
actually 270°—and the circumference of a circle is less 
than π times the circle’s diameter.

We see that the curved surface of a sphere, governed 
by the spherical geometry of Riemann, differs greatly 
from the f lat-space geometry of Euclid. The two are 
approximately the same only if we confine ourselves to a 
small patch on the surface. If the patch is small enough 
compared with the sphere’s radius, the surface looks 
“f lat” nearby, and Euclidean geometry is approximately 
valid. This is why we can draw a usable map of our home, 
our city, and even our state, on a f lat sheet of paper, but 
an accurate map of the entire Earth must be drawn on a 
globe.

When we work with larger parts of Earth, we must 
abandon Euclidean geometry. World navigators are 
fully aware of this. Aircraft do not f ly along what might 
appear on most maps as a straight-line path from one 
point to another. Instead, they follow a great circle on 
Earth’s surface. On the curved surface of a sphere, such 
a path is always the shortest distance between two points. 

More PreCiSeLy  26-1
For example, as illustrated in the figure, a f light from Los 
Angeles to London does not proceed directly across the 
United States and the Atlantic Ocean, as you might expect 
from looking at a f lat map. Instead, it goes far to the north, 
over Canada and Greenland, above the Arctic Circle, finally 
coming in over Scotland for a landing at London. This is the 
great-circle route—the shortest path between the two cities, 
as you can easily see if you inspect a globe.

The “positively curved” space of Riemann is not the 
only possible departure from flat space. Another is the 
“negatively curved” space first studied by Nikolai Ivanovich 
Lobachevsky, a 19th-century Russian mathematician. In 
this geometry, there are an infinite number of lines through 
any given point that are parallel to another line, the sum of 
the angles of a triangle is less than 180° (see the first figure), 
and the circumference of a  circle is greater than π times its 
diameter. This type of space is  described by the surface of a 
curved saddle, rather than a f lat plane or a curved sphere. It 
is a hard geometry to visualize!

Most of the local realm of the three-dimensional 
universe (including the solar system, the neighboring stars, 
and even our Milky Way Galaxy) is correctly described by 
Euclidean geometry. If the currently favored cosmology 
described in the text turns out to be correct, then the whole 
universe is, too!
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the overall density. As best we can tell, there doesn’t seem 
to be much additional dark matter “tucked away” on very 
large scales. Most cosmologists agree that the overall density 
of matter (luminous plus dark) in the universe is between 
25 and 30 percent of the critical value—not enough to halt 
the universe’s current expansion.

Cosmic Acceleration
Determining the mass density of the universe is an exam-
ple of a local measurement that provides an estimate of Ω0. 
But the result we obtain depends on just how local our mea-
surement is and there are many uncertainties in the result, 
especially on large scales. In an attempt to get around this 
problem, astronomers have devised alternative methods 
that rely instead on global measurements, covering much 
larger regions of the observable universe. In principle, such 
global tests should indicate the universe’s overall density, 
not just its value in our cosmic neighborhood.

One such global method is based on observations of 
Type I (carbon-detonation) supernovae.  (Sec. 21.3) 
Recall that these objects are very bright and have a remark-
ably narrow spread in luminosities, making them particu-
larly useful as standard candles.  (Sec. 24.2) They can be 
used as probes of the universe because, by measuring their 
distances (without using Hubble’s law) and their redshifts, 
we can determine the rate of cosmic expansion in the dis-
tant past. Here’s how the method works.

Suppose the universe is decelerating, as we would 
expect if gravity were slowing its expansion. Then, because 
the expansion rate is decreasing, objects at great distances—
that is, objects that emitted their radiation long ago—should 
appear to be receding faster than Hubble’s law predicts. 
Figure 26.11(a) illustrates this concept. If the universal expan-
sion were constant in time, recessional velocity and distance 
would be related by the black line. (The line is not quite straight, 
because it takes the expansion of the universe properly into 
account in computing the distance.)  (More Precisely 24-1) 
In a decelerating universe, the velocities of distant objects 
should lie above the black curve, and the deviation from that 
curve should be greater for a denser universe in which gravity 
has been more effective at slowing the expansion.

How does theory compare with reality? In the late 1990s, 
two groups of astronomers announced the results of inde-
pendent, systematic surveys of distant supernovae. Some of 
these supernovae are shown in Figure 26.11(b); the data are 
marked on Figure 26.11(a). Far from clarifying the picture of 
cosmic deceleration, these findings indicated that the expan-
sion of the universe is not slowing, but actually accelerating! 
According to the supernova data, galaxies at large distance 
are receding less rapidly than Hubble’s law would predict. 
The deviations from the decelerating curves appear small 
in the figure, but they are statistically very significant, and 
both groups report similar findings. Subsequent supernova 

26.5  Will the Universe Expand 
Forever?

Is there any way for us to determine which of the futures we 
have described actually applies to our universe (that is, apart 
from simply waiting to find out)? Will the universe end as a 
dense fireball much like that from which it began? Or will it 
expand forever? And can we hope to measure the geometry 
of the vast cosmos we inhabit? Finding answers to these ques-
tions has been the dream of astronomers for decades. We are 
fortunate to live at a time when astronomers can subject these 
questions to intensive observational tests and come up with 
definite answers—even though they aren’t what most cosmol-
ogists expected! Let’s begin by looking at the density of the 
universe (or, equivalently, the cosmic density parameter Ω0).

The Density of the Universe
How might we determine the density of the universe? On the 
face of it, it would seem simple: Just measure the total mass of 
the galaxies residing within some large parcel of space, calcu-
late the volume of that space, and then divide the mass by the 
volume to compute the average density. When astronomers 
do this, they usually find a little less than 10–28 kg/m3 in the 
form of luminous matter. Largely independent of whether 
the chosen region contains many scattered galaxies or only 
a few rich galaxy clusters, the resulting density is about the 
same, within a factor of two or three. Galaxy counts thus 
yield a value of Ω0 of only a few percent. If that measure were 
correct, and galaxies were all that existed, then we would live 
in a low-density open universe destined to expand forever.

But there is a catch. We have noted (Chapters 23 and 
25) that most of the matter in the universe is dark—it exists 
in the form of invisible material that has been detected only 
through its gravitational effect in galaxies and galaxy clus-
ters.  (Secs. 23.6, 25.1) Currently, we do not know what 
the dark matter is, but we do know that it is there. Galax-
ies may contain as much as 10 times more dark matter than 
luminous material, and the figure for galaxy clusters is even 
higher—perhaps as much as 95 percent of the total mass in 
clusters is invisible. Even though we cannot see it, dark mat-
ter contributes to the density of the universe and plays its 
part in opposing the cosmic expansion. Including all the 
dark matter that is known to exist in galaxies and galaxy 
clusters increases the value of Ω0 to about 0.25.

Unfortunately, although we can detect and quantify 
the effects of dark matter in galaxies and galaxy clusters, 
its distribution on larger scales is harder to measure and is 
not very well-known. Astronomers have developed tech-
niques to study matter on supercluster and larger scales, 
using gravitational lensing of distant objects and the large-
scale motions of galaxies and clusters to probe the gravita-
tional fields of cosmic concentrations of invisible matter.  

 (Sec. 25.5) Yet the results of all these studies add little to 
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are difficult, and the results depend quite sensitively on just 
how “standard” the supernovae luminosities really are; 
some astronomers initially questioned the accuracy of the 
method. In particular, if supernovae at great distances (i.e., 
long ago) were for some reason slightly less luminous than 
those nearby, then we would think that these distant super-
novae were farther away than they actually are, and the 
error would appear as a deviation to the right of the black 
curve in Figure 26.11(a)—in other words, as an acceleration 
in the cosmic expansion rate.

Not surprisingly, since so much hangs on this measure-
ment, the reliability of the supernova measurement technique 
has been the subject of intense scrutiny by cosmologists. How-
ever, no convincing argument against the method has yet 
been put forward, so there is no reason to think that we are 
somehow being “fooled” by nature. As far as we can tell, the 
measurements are good, and the acceleration is real.

Dark Energy
What could cause an overall acceleration of the universe? 
Frankly, cosmologists don’t know, although several possibili-
ties have been suggested. Whatever it is, the mysterious cos-
mic field causing the universe to accelerate is neither matter 
nor radiation. Although it carries energy, it exerts an overall 
repulsive effect on the universe, speeding up the expansion of 
empty space. It has come to be called dark energy, and it is 
perhaps the leading puzzle in astronomy today.

As illustrated in Figure 26.12, the repulsive effect of 
dark energy is proportional to the size of the universe, so it 
increases as the universe expands. Thus, it was negligible at 
early times, but today, given the magnitude of the observed 
acceleration, it is the major factor controlling the cosmic 
expansion. Furthermore, since the effect of gravity weakens 
as the expansion proceeds, it follows that once dark energy 
begins to dominate, gravity can never catch up, and the uni-
verse will continue to accelerate at an ever-increasing pace. 
Thus, although there is considerable uncertainty as to the 
nature of dark energy, we can at least say that, by opposing the 
attractive force of gravity, dark energy’s repulsion strengthens 
our earlier conclusion that the universe will expand forever.

One leading dark-energy candidate is an additional 
“vacuum energy” force associated with empty space and 
effective only on very large scales. Known simply as the 
 cosmological constant, it has a long and checkered his-
tory. It was first proposed by Einstein as a way to force his 
new theory of general relativity into “predicting” a static 
universe, but was subsequently dropped from Einstein’s 
equations following Hubble’s discovery that the universe 
is not static, but instead is expanding (see Discovery 26-1). 
Since the 1990s, the cosmological constant has arisen again, 
to become a staple of astronomers’ models of the universe. 
Note, however, that although models that take this force 
into account can fit the observational data, as described in 

▲ figure 26.11 Accelerating universe (a) in a decelerating 
universe (purple and red curves), redshifts of distant objects are 
greater than would be predicted from hubble’s law (black curve). The 
reverse is true for an accelerating universe. The data points show 
observations of some 50 supernovae that strongly suggest cosmic 
expansion is accelerating. (b) The bottom frames show three Type-i 
supernovae (marked by arrows) that exploded in distant galaxies 
when the universe was nearly half its current age. The top frames 
show the same areas prior to the explosions. (CfA; NASA)
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observations, most recently from the Sloan Digital Sky Sur-
vey in 2009, are generally in agreement with the initial find-
ings.  (Discovery 25-1)

These observations are inconsistent with the “gravity 
only” Big Bang model just described and have sparked a 
major revision of our view of the cosmos. The measurements 
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26.6 Dark Energy and Cosmology
As we proceed through the remainder of this chapter and 
the next, it is worth bearing in mind that the Big Bang is a 
 scientific theory and, like any other, must continually be chal-
lenged and scrutinized.  (Sec. 1.2) The Big Bang theory 
makes detailed, testable predictions about the state and his-
tory of the cosmos and must change—or be replaced—if these 
predictions are found to be at odds with observations. The 
supernova observations just described are a case in point.

Even though the supernova observations and their 
interpretation have so far withstood intense scrutiny, the 
idea of an accelerating universe driven by some completely 
unknown field called dark energy probably would not have 
gained such rapid and widespread acceptance among cos-
mologists were it not strongly supported by several other 
pieces of evidence. In this section, we discuss how the exist-
ence of dark matter fits in with observations of the universe 
and even helps resolve some long-standing riddles. Every 
independent piece of evidence, and every old puzzle solved, 
provides further support not just for the idea of dark energy, 
but also for the entire Big Bang theory of the universe.

Composition of the Universe
In addition to measuring density and acceleration, astrono-
mers have several other means of estimating the “cosmo-
logical parameters” that describe the large-scale properties of 
our universe.

Theoretical studies of the early universe (to be dis-
cussed in more detail in Chapter 27) strongly suggest that 
the geometry of the universe should be precisely flat—that 
is, that the total density of the cosmos should exactly equal 
the critical value. This idea first became widespread in the 
1980s, and for many years there seemed to be a major dis-
crepancy between it and observations that clearly showed a 
cosmic matter density of less than 30 percent of the critical 

the next section, astronomers have 
no clear physical interpretation of 
what the force actually is. It is nei-
ther required nor explained by any 
known law of physics.

An additional problem for cos-
mologists is the fact that the present value of the repulsive 
force is comparable to the attractive force of gravity oppos-
ing further expansion. Why is that a problem? Because, 
when we calculate the evolution of a universe containing a 
cosmological constant consistent with current observations 
(see Figure 26.14), we find that this state of affairs was not 
true in the early universe (when galaxies were forming, say), 
nor will it be true in 10 or 20 billion years’ time. In other 
words, the observations seem to suggest that we live at a spe-
cial time in the history of the universe—a conclusion viewed 
with great suspicion by astronomers who grew up with the 
Copernican principle as their guide.

A promising alternative dark-energy candidate, called 
quintessence,* might offer a means of avoiding this prob-
lem. Whereas the cosmological constant is a property of 
empty space and is independent of any matter or “normal” 
energy that space contains, quintessence evolves in time in 
a way that depends on the matter and radiation in the uni-
verse. By coupling the behavior of dark energy to the other 
contents of the cosmos, quintessence may provide a natural 
mechanism for dark energy to emerge as the dominant force 
as the universe expands and cools, and galaxies begin to 
form and grow.

With little hard data to constrain them, theorists have 
considerable freedom in constructing models of the dark-
matter content of the universe. Cosmologists are searching for 
experimental and observational tests to refine their models 
and to distinguish between competing theories.

ConCept Check

4 Why do astronomers think the universe will expand 
forever?

A universe dominated by dark energy is
destined to expand forever c

Past Present Future

Big
Bang

▶ figure 26.12 Dark energy The 
expansion of the universe is opposed by 
the attractive force of gravity and sped 
up by the repulsion due to dark energy. 
As the universe expands, the gravitational 
force weakens, whereas the force due to 
dark energy increases. A few billion years 
ago, dark energy began to dominate, and 
the expansion of the cosmos has been 
accelerating ever since.

*In ancient alchemy, quintessence was the “ fifth element,” after earth, air, 
fire, and water. It was believed to be the perfect substance composing the 
heavens and all heavenly bodies.
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Remarkably, all the approaches just described yield con-
sistent results! The current consensus among cosmologists is 
that the universe is of precisely critical density, Ω0 = 1, but 
that this density is made up of both matter (mostly dark) 
and dark energy (converted into mass units as discussed ear-
lier in Section 26.4). Radiation contributes negligibly to the 
total (see Section 27.1). Based on all available data—and not-
ing that some significant discrepancies exist between recent 
measurements, as discussed in Section 27.6—our best cur-
rent estimate is that normal “luminous” matter accounts for 
5 percent of the total, dark matter for roughly 25 percent, 
and dark energy for the remaining 70 percent of the cos-
mic density. This composition is illustrated schematically in 
Figure 26.13. This is the assumption underlying Table 24.2 
and used consistently throughout this book.

Note that such a universe will expand forever and, the 
heavy machinery of general relativity and curved spacetime 
notwithstanding, is perfectly flat (Figure 26.14)—an irony 
that would no doubt have amused Newton!

value, even taking the dark matter into account. Dark energy 
resolves that conflict by providing another form in which the 
“extra” density can exist, although not all astronomers are 
happy at the price of this resolution, which has introduced 
yet another unknown component into the cosmic mix!

Detailed measurements of the radiation field known 
to fill the entire cosmos (see Section 26.7 and Chapter 27) 
strongly support the theoretical prediction that Ω0 = 1 and are 
also consistent with the dark energy inferred from the super-
nova studies. Further independent corroboration comes from 
careful analyses of galaxy surveys such as those discussed in 
Section 26.1, which allow astronomers to measure the growth 
of large-scale structure in the universe. Simply put, the more 
mass there is in the universe, the easier it is for clusters, super-
clusters, walls, and voids to grow as gravity gathers matter 
into larger and larger clumps. Higher density implies more 
rapid formation of structure—or, equivalently, less structure 
in the past, given the structure we see around us today. Thus, 
structure measurements constrain the value of Ω0.

einstein and the Cosmological 
 Constant
Even the greatest minds are fallible. The first scientist to apply gen-
eral relativity to the universe was, not surprisingly, the theory’s in-
ventor, Albert Einstein. When he derived and solved the equations 
describing the behavior of the universe, Einstein discovered that 
they predicted a universe that evolved in time. But in 1917, neither 
he nor anyone else knew about the expansion of the universe, as des-
cribed by Hubble’s law, which would not be discovered for another 
10 years.  (Sec. 24.3) At the time, Einstein, like most scientists, 
believed that the universe was static—that is, unchanging and ever-
lasting. The discovery that there was no static solution of his equa-
tions seemed to Einstein to be a near-fatal flaw in his new theory.

To bring the theory into line with his beliefs, Einstein tink-
ered with the equations, introducing a “fudge factor” describing 
a hypothetical repulsive force operating on large scales in the 
universe. This factor is now known as the cosmological con-
stant. One possible solution to Einstein’s modified equations de-
scribed a universe in which the repulsive cosmological constant 
just balanced the attractive force of gravity, allowing the size of 
the cosmos to remain constant for an indefinite period of time. 
Einstein took this to be the static universe he expected.

Instead of predicting an evolving cosmos, which would 
have been one of general relativity’s greatest triumphs, Einstein 
yielded to a preconceived notion of the way the universe “should 
be,” unsupported by observational evidence. Later, when the ex-
pansion of the universe was discovered and Einstein’s equations—
without the fudge factor—were found to describe it perfectly, he 
declared that the cosmological constant was the biggest blunder of 
his scientific career.

Scientists are reluctant to introduce unknown quantities 
into their equations purely to make the results “come out right.” 

diSCoVery 26-1

Einstein introduced the cosmological constant to fix what he 
thought was a serious problem with his equations, but he dis-
carded it immediately once he realized that no problem actually 
existed. As a result, the cosmological constant fell out of favor 
among astronomers for many years.

In the 1980s, the concept made something of a comeback 
with the realization by physicists that the very early universe may 
have gone through a phase when its evolution was determined by 
a “cosmological constant” of sorts (see Section 27.4), and this idea 
is now firmly entrenched in many cosmologists’ models of the uni-
verse. Today, as discussed in the text, the cosmological constant has 
apparently been completely rehabilitated and identified as a leading 
candidate for the “dark energy” whose existence is inferred from 
studies of the universe on very large scales. As shown in Figure 
26.15, inclusion of a suitable dark-energy term in Einstein’s equa-
tions can cause the expansion of the universe to accelerate, instead 
of slowing down as it would if only gravity were involved.

For many researchers—Einstein included—the main prob-
lem with the cosmological constant was (and still is) the fact that 
we have no clear explanation for either its existence or its present 
value. The leading theories of the structure of matter do in fact 
predict repulsive forces of this sort, but these forces generally op-
erate only under extreme conditions, and, in any case, their “nat-
ural” energy scale is vastly greater (by something like a factor of 
10120!) than anything consistent with cosmological observations.

As discussed in the text, theoretical efforts are underway 
to combine aspects of the cosmological constant with a more 
reasonable scale on which such a cosmic repulsive force might 
act. But before we make too many sweeping statements about 
the role of the cosmological constant in cosmology, we should 
probably remember the experience of its inventor and bear in 
mind that—at least for now—its physical meaning remains 
completely unknown.
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Cosmic Age Estimates
We have at least one other independent, noncosmologi-
cal way of testing the preceding important conclusion. In 
Section 26.2, when we estimated the age of the universe 
from the accepted value of Hubble’s constant, we made the 
assumption that the expansion speed of the cosmos was 
constant in the past. However, as we have just seen, this is 
a considerable oversimplification. Gravity tends to slow the 
universe’s expansion, whereas dark energy acts to accelerate 
it, and the actual expansion of the universe is the result of 
the competition between the two. In the absence of a cosmo-
logical constant, the universe would have expanded faster in 

the past than it does today, so the assumption of a constant 
expansion rate leads to an overestimate of the universe’s 
age—such a universe is younger than the 14 billion years 
calculated earlier. Conversely, the repulsive effect of dark 
energy tends to increase the age of the cosmos.

Figure 26.15 illustrates these points. It is similar to Figure 
26.8, except that we have added two extra lines, one corres-
ponding to a constant expansion rate at the present value—a 
completely empty 14-billion-year-old universe—the other 
to the best-fit accelerating universe with the parameters just 
described. The age of a critical-density universe with no cos-
mological constant is about 9 billion years. A low-density open 
universe (again with no cosmological constant) is older than 
9 billion years, but still less than 14 billion years old. The age 
corresponding to the accelerating universe is 13.8 billion years, 
coincidentally very close to the value for constant expansion.

How does this kind of calculation compare with an age 
estimated by other means? On the basis of the theory of stellar 
evolution, the oldest globular clusters formed about 12 billion  
years ago, and most are estimated to be between 10 and  
12 billion years old.  (Secs. 19.6, 20.5) This range is indicated 
in Figure 26.15. These ancient star clusters are thought to have 
formed at around the same time as our Galaxy, so they date 
the epoch of galaxy formation. More important, they can’t be 
older than the universe! The figure shows that globular cluster 

ages are consistent with a 14-billion-year-
old cosmos and even allow a couple of bil-
lion years for galaxies to form and grow, as 
discussed in Chapter 25.  (Sec. 25.3) Note 
also that the cluster ages are not consist-
ent with a critical-density universe without 
dark energy. This independent check of a 
key prediction is an important piece of evi-
dence supporting the modern version of the 
Big Bang theory.

▲ figure 26.14 geometry of the universe The universe on 
the largest scales is geometrically flat—governed by the same familiar 
euclidean geometry taught in high schools.

Geometry is simple when
all is �at.

◀ figure 26.15 Cosmic Age The age of a 
universe without dark energy (represented by all 
three lower curves colored red, purple, and blue) 
is always less than 1/h0 and decreases for larger 
values of the present-day density. The existence 
of a repulsive cosmological constant increases 
the age of the cosmos, as shown by the green 
curve that is drawn using the best available 
cosmic parameters, as described in the text.
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▲ figure 26.13 Composition of the universe The universe 
today is made mostly of mysterious dark energy, accounting for 
more than two-thirds of the total. dark matter comprises about a 
quarter. normal matter accounts for only a few percent—and of 
that most is galactic and intergalactic gas. only a miniscule fraction—
about half of 1 percent—consists of stars, planets, and life-forms.

70% dark energy

25% dark matter

5% normal matter
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Thus, for H0 = 70 km/s/Mpc, our current best guess 
of the history of the universe places the Big Bang at roughly 
14 billion years ago. The first quasars appeared about 13 billion 
years ago (at a redshift of 7), the peak quasar epoch (redshifts 
2–3) occurred during the next 1 billion years, and the oldest 
known stars in our Galaxy formed during the 2 billion years 
after that. Even though astronomers do not currently under-
stand the nature of dark energy, the good agreement between 
so many separate lines of reasoning has convinced many that 
the dark-matter, dark-energy Big Bang theory just described is 
the correct description of the universe. But astronomers aren’t 
ready to relax just yet: The history of this subject suggests that 
there may be a few more unexpected twists and turns in the 
road before the details are finally resolved.

ConCept Check

4  Why have astronomers concluded that dark energy is 
the major constituent of the universe?

26.7  The Cosmic Microwave 
Background

Looking out into space is equivalent to looking back into 
time.  (More Precisely 24-1) But how far back in time can 
we probe? Is there any way to study the universe beyond the 
most distant quasar? How close can we come to perceiving 
the edge of time—the very origin of the universe—directly?

A partial answer to these questions was discovered by 
accident in 1964, during an experiment designed to improve 
the U.S. telephone system. As part of a project to identify 
and eliminate interference in planned satellite communi-
cations, Arno Penzias and Robert Wilson, two scientists at 
Bell Telephone Laboratories in New Jersey, were studying 
the Milky Way’s emission at microwave (radio) wavelengths, 

using the horn-shaped antenna shown in Figure 26.16. In 
their data, they noticed a bothersome background “hiss” that 
just would not go away—a little like the background static 
on an AM radio station. Regardless of where and when they 
pointed their antenna, the hiss persisted. Never diminishing 
or intensifying, the weak signal was detectable at any time of 
the day, any day of the year, apparently filling all space.

What was the source of this radio noise? And why did 
it appear to come uniformly from all directions, unchang-
ing in time? Unaware that they had detected a signal of 
great cosmological significance, Penzias and Wilson sought 
many different origins for the excess emission, including 
atmospheric storms, interference from the ground, short 
circuits of equipment—even pigeon droppings inside the 
antenna! Eventually, after conversations with colleagues at 
Bell Labs and theorists at nearby Princeton University, the 
two experimentalists realized that the origin of the mysteri-
ous static was nothing less than the fiery creation of the uni-
verse itself. The radio hiss that Penzias and Wilson detected 
is now known as the cosmic microwave background. Their 
discovery won them the 1978 Nobel Prize in physics.

In fact, researchers had predicted the existence and gen-
eral properties of the microwave background well before its 
discovery. As early as the 1940s, physicists had realized that, 
in addition to being extremely dense, the early universe must 
also have been very hot, and shortly after the Big Bang the 
universe must have been filled with extremely high-energy 
thermal radiation—gamma rays of very short wavelength. 
Researchers at Princeton had extended these ideas, reasoning 
that the frequency of this primordial radiation would have 
been redshifted (simply by cosmic expansion) from gamma 
ray, to X-ray, to ultraviolet, and eventually all the way into 
the radio range of the electromagnetic spectrum as the uni-
verse expanded and cooled (Figure 26.17).  (Sec. 3.4) By 

▲ figure 26.16 Microwave Background Discoverers This 
“sugarscoop” antenna was built to communicate with earth-orbiting 
satellites, but was used by robert Wilson (right) and Arno Penzias to 
discover the 2.7-K cosmic background radiation. (Alcatel-Lucent)

▲ figure 26.17 Cosmic Blackbody Curves Theoretically 
derived blackbody curves for the entire universe (a) 1 second after 
the Big Bang, (b) 100,000 years later, (c) 10 million years after that, and 
(d) today, approximately 14 billion years after the Big Bang.
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body curve that best fits the COBE data. The near-perfect fit 
corresponds to a universal temperature of about 2.7 K.

Figure 26.19 shows a COBE map of the microwave back-
ground temperature over the entire sky. The blue regions are 
hotter than average, by about 0.0034 K, the red regions cooler 
by the same amount. This temperature range is not an inher-
ent property of the microwave background, however. Rather, 
it is a consequence of Earth’s motion through space. If we 
were precisely at rest with respect to the universal expansion 
(like the coin taped to the surface of the expanding balloon in 
Figure 26.5), then we would see the microwave background 
as almost perfectly isotropic, as illustrated in Figure 26.20(a). 
However, if we are moving with respect to that frame of ref-
erence, as in Figure 26.20(b), then the radiation from in front 
of us should be slightly blueshifted by our motion, whereas 
that from behind should be redshifted. Thus, to a moving 
observer, the microwave background should appear a little 
hotter than average in front and slightly cooler behind.

the present time, they argued, this redshifted “fossil rem-
nant” of the primeval fireball should have a temperature of 
no more than a few tens of kelvins, peaking in the microwave 
part of the spectrum. The Princeton group was in the process 
of constructing a microwave antenna to search for this radia-
tion when Penzias and Wilson announced their discovery.

The Princeton researchers confirmed the existence of 
the microwave background and estimated its temperature at 
about 3 K. However, because of atmospheric absorption, this 
part of the electromagnetic spectrum happens to be difficult 
to observe from the ground, and it was 25 years until astrono-
mers could demonstrate conclusively that the radiation was 
described by a blackbody curve. In 1989, the Cosmic Back-
ground Explorer (COBE) satellite measured the intensity of the 
microwave background at wavelengths straddling the peak 
of the curve, from a half millimeter up to about 10 cm. The 
results are shown in Figure 26.18. The solid line is the black 

▲ figure 26.18 Microwave Background Spectrum The 
intensity of the cosmic background radiation, as measured by the 
CoBe satellite, agrees very well with theory. The curve is the best fit 
to the data, corresponding to a temperature of 2.725 K. experimental 
errors in this remarkably accurate observation are smaller than the 
dots representing the data points.

▲ figure 26.19 Microwave Sky A CoBe map of the entire sky 
reveals that the microwave background appears a little hotter in the 
direction of the constellation Leo and a little cooler in the opposite 
direction. (NASA)

◀ figure 26.20 earth’s Motion 
through the Cosmos (a) To an 
observer at rest with respect to the 
expanding universe, the microwave 
background radiation appears isotropic. 
(b) A moving observer measures “hot” 
blueshifted radiation in one direction 
(the direction of motion) and “cool” 
redshifted radiation in the opposite 
direction.
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400,000 years old, when, according to our models, it was less 
than a thousandth of its present size. To probe further, back 
to the Big Bang itself, requires that we enter the world of 
nuclear and particle physics. The Big Bang was the biggest 
and the most powerful particle accelerator of all! In the next 
chapter, we will see how studies of conditions in the prime-
val fireball aid us in understanding the present-day structure 
and future evolution of the universe in which we live.

ConCept Check

4 When was the cosmic microwave background formed?

1  Redshift surveys reveal that, on scales 
larger than a few hundred megaparsecs, 
the universe appears roughly homogene-
ous (the same everywhere, p. 669) and 
isotropic (the same in all directions, p. 669). In cosmology  
(p. 668)—the study of the universe as a whole—researchers usu-
ally assume that the universe is homogeneous and isotropic. This 
assumption is known as the cosmological principle (p. 669) 
and implies that the universe cannot have a center or an edge.

2  If the universe were homogeneous, isotropic, infinite, and 
unchanging, the night sky would be bright because any line of 
sight would eventually intercept a star. 
The fact that the night sky is dark is called 
Olbers’s paradox (p. 670). Its resolution 
lies in the fact that, regardless of whether 
the universe is finite or infinite, we see only 
a finite part of it from Earth—the region 
from which light has had time to reach us 
since the universe began.
3  Tracing the observed motions of gal-

axies back in time implies that some 14 
billion years ago the universe consisted of 
a hot, dense primeval fireball (p. 670) 
that expanded rapidly in the Big Bang (p. 671). However, the 
galaxies are not f lying apart into the rest of an otherwise empty 
universe; rather, space itself is expanding. The Big Bang did not 
happen at any particular location in space, because space itself 

was compressed to a point at that instant—the Big Bang hap-
pened everywhere at once. The cosmological redshift occurs as 
a photon’s wavelength is “stretched” by cosmic expansion. The 
extent of the observed redshift is a direct measure of the expan-
sion of the universe since the photon was emitted.

4  There are only two possible out-
comes to the current expansion: Either 
the universe will expand forever, or it 
will eventually recollapse. The critical 
density (p. 674) is the density of mat-
ter needed for gravity alone to overcome 
the present expansion and cause the 
universe to collapse. Most astronomers think that the total mass 
density of the universe today is no more than about 30 percent of 
the critical value.

5  General relativity provides a 
description of the geometry of the uni-
verse on the largest scales. The curvature 
of spacetime is determined by the total 
density of the universe, including that of 
matter, radiation, and dark energy. The 
curvature in a high-density (greater than 
critical) universe is sufficiently large 
that the universe “bends back” on itself and is finite in extent, 
somewhat like the surface of a sphere. Such a universe is said to 
be a closed universe (p. 676). A low-density open universe (p. 
676) is infinite in extent and has a “saddle-shaped” geometry. 
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The Big Question Alpha and omega; beginning and end. What is the origin of the universe,  
and what will be its ultimate fate? Dare humanity ask such really big questions, and can astronomers 
hope to answer them? Scientists today are actively sorting through a plethora of ideas, supported by 
steadily improving data, trying to address questions so fundamental they were once posed only by 
philosophers and theologians. But this is science today. We may be on the cusp of answering some of  
the deepest queries any human has ever asked. 

The data indicate that Earth’s velocity is about 380 km/s  
in the approximate direction of the constellation Leo. Once 
the effects of this motion are corrected for, the cosmic micro-
wave background is found to be strikingly isotropic. Its 
intensity is virtually constant (in fact, to about one part in 
105) from one direction on the sky to another, lending strong 
support to one of the key assumptions underlying the cosmo-
logical principle.

When we observe the microwave background, we are 
looking almost all the way to the very beginning of the uni-
verse. The photons that we receive as these radio waves today 
have not interacted with matter since the universe was a mere 
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The critical universe (p. 676) has a density precisely equal to the 
critical value and is spatially flat.
6  Observations of distant supernovae 

indicate that the expansion of the universe is 
accelerating, apparently driven by the effects 
of dark energy (p. 679), a mysterious repul-
sive force that exists throughout all space. The 
physical nature of dark energy is unknown. 
Possible candidates include the cosmological 
constant (p. 679) and quintessence.
7  The best available observational data are consistent with the 

idea that the universe is flat—that is, of exactly critical density—
with matter (mostly dark) making up 27 percent of the total and 
dark energy making up the rest. Such a universe is spatially flat and 
will expand forever. For H0 = 70 km/s/Mpc, the age of a critical-den-
sity universe without dark energy would be about 9 billion years. 

This age estimate conflicts with the 
10- to 12-billion-year ages of globu-
lar clusters derived from studies of 
stellar evolution. The inclusion of 
dark energy increases the age of the 
universe to 14 billion years, consist-
ent with the cluster ages.

8  The cosmic microwave back-
ground (p. 683) is an isotropic black-
body radiation field that fills the entire 
universe. Its present temperature is 
about 3 K. The existence of the micro-
wave background is direct evidence that the universe expanded 
from a hot, dense state. As the universe has expanded, the ini-
tially high energy radiation has been redshifted to lower and 
lower temperatures.

 For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information. 
LO connects to the introduction’s numbered Learning outcomes.

Review and Discussion

 9. Is there enough matter to halt the current cosmic expansion?
 10. LO5 Do we live in a “flat” universe?
 11. LO6 What do observations of distant supernovae tell us 

about the expansion of the universe?
 12. LO7 What is dark energy, and what does it have to do with 

the future of the universe?
 13. POS Why are measurements of globular cluster ages im-

portant to cosmology?
 14. LO8 What is the significance of the cosmic microwave 

background?
 15. POS Do you think it is good science to explain the universe 

mainly in terms of dark matter and dark energy, neither of 
which is known or understood?

 1. POS What evidence do we have that there is no structure in 
the universe on very large scales? How large is “very large”?

 2. LO1 What is the cosmological principle?
 3. LO2 What is Olbers’s paradox? How is it resolved?
 4. Explain how an accurate measure of Hubble’s constant leads 

to an estimate of the age of the universe.
 5. LO3 Why isn’t it correct to say that the expansion of the 

universe involves galaxies flying outward into empty space?
 6. Where did the Big Bang occur?
 7. How does the cosmological redshift relate to the expansion 

of the universe?
 8. LO4 What properties of the universe determine whether it 

will or will not expand forever?

Conceptual Self-Test: Multiple Choice

 1. If observations made from the middle of a large city are iso-
tropic, then (a) there are tall buildings in every direction; (b) 
all buildings are exactly the same height; (c) all buildings are 
the same color; (d) some buildings are taller than others.

 2. The cosmological principle would be disproved if we found 
(a) the universe is not expanding; (b) galaxies are older than 
currently estimated; (c) the number of galaxies per square 

degree is the same in every direction; (d) the observed 
structure of the universe depends on the direction in which 
we look.

 3. When we use Hubble’s law to estimate the age of the universe, 
the result (a) depends on which galaxies we choose; (b) is the 
same for all galaxies; (c) depends on the direction in which we 
look; (d) proves that we are at the center of the universe.
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 4. Olbers’s paradox is resolved by (a) the finite size of the uni-
verse; (b) the finite age of the universe; (c) light from distant 
galaxies being redshifted so we can’t see it; (d) the fact that 
there is an edge to the universe.

 5. VIS The data points in Figure 26.11 (“Accelerating Uni-
verse”) (a) prove that the universe is not expanding;  
(b) imply that the expansion is decelerating faster than  
expected; (c) allow a measurement of Hubble’s constant; 
(d) indicate that the redshifts of distant galaxies are greater 
than would be expected if gravity alone were acting.

 6. The galactic distances used to measure the acceleration of 
the universe are determined by observations of (a) trigono-
metric parallax; (b) line broadening; (c) Cepheid variable 
stars; (d) exploding white dwarfs.

 7. The observed acceleration of the universe means that  
(a) we understand the nature of dark energy; (b) the amount 
of dark energy is small compared with the luminous mass 

in galaxies; (c) the amount of dark energy exceeds the total 
mass-energy of matter in the universe; (d) dark energy has a 
higher temperature than expected.

 8. On the basis of our current best estimate of the present 
mass density of the universe, astronomers think that  
(a) the universe is finite in extent and will expand forever; 
(b) the universe is finite in extent and will eventually 
collapse; (c) the universe is infinite in extent and will 
expand forever; (d) the universe is infinite in extent and 
will eventually collapse.

 9. The age of the universe is estimated to be (a) less than 
Earth’s age; (b) the same as the age of the Sun; (c) the same 
as the age of the Milky Way Galaxy; (d) greater than the age 
of the Milky Way Galaxy.

 10. The cosmic background radiation is observed to come from 
(a) the center of our Galaxy; (b) the center of the universe; 
(c) radio antennae in New Jersey; (d) all directions equally.

Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • What is the greatest distance at which a galaxy survey 
sensitive to objects as faint as 20th magnitude could detect a 
galaxy as bright as the Milky Way (absolute magnitude −20)?

 2. •• Assuming H0 = 70 km/s/Mpc, estimate the redshift of the 
Milky Way at the distance calculated in the previous question.

 3. • If the entire universe were filled with Milky Way-like gal-
axies, with an average density of 0.1 galaxy per cubic mega-
parsec, calculate the total number of galaxies observable by 
the survey in Problem 1 if it covered the entire sky.

 4. • According to the Big Bang theory described in this chap-
ter, without a cosmological constant, what is the maximum 
possible age of the universe if H0 = 60 km/s/Mpc? 70 km/s/
Mpc? 80 km/s/Mpc?

 5. •• Eight galaxies are located at the corners of a cube. The pre-
sent distance from each galaxy to its nearest neighbor is 10 Mpc,  
and the entire cube is expanding according to Hubble’s law, 

with H0 = 70 km/s/Mpc. Calculate the recession velocity of one 
corner of the cube relative to the opposite corner.

 6. •• The Virgo Cluster is observed to have a recession velo city 
of 1200 km/s. For H0 = 70 km/s/Mpc and a critical-density 
universe, calculate the total mass contained within a sphere 
centered on Virgo and just enclosing the Milky Way. What is 
the escape speed from the surface of this sphere?

 7. • For a Hubble constant of 70 km/s/Mpc, the critical density 
is 9 × 10−23 kg/m3. (a) How much mass does this correspond 
to within a volume of 1 cubic astronomical unit? (b) How 
large a cube would be required to enclose 1 Earth mass of  
material?

 8. •• (a) What is the present peak wavelength of the cosmic micro -
wave background? Calculate the size of the universe relative 
to its present size when the radiation background peaked in  
(b) the infrared, at 10 μm, (c) in the ultraviolet, at 100 nm, and 
(d) in the gamma-ray region of the spectrum, at 1 nm.

Activities
Collaborative

 1. Make a model of a two-dimensional universe and examine 
Hubble’s law on it. Find a balloon that will expand into a 
nice large sphere. Blow it up about halfway and mark dots all 
over its surface, representing galaxies. Each group member 
should choose one dot as his/her home galaxy. Measure the 
distances to various other galaxies, numbering the dots so 
you will not confuse them later. Now blow the balloon up 
to full size and measure the distances again. Calculate the 
change in the distances for each galaxy; this is a measure 

of recession velocity. Plot the velocities versus the new 
distances as in Figure 24.17 or 26.11. Do you find a “Hubble” 
law? Does it matter which dot you choose as home?

Individual
 1. Isotropy is the extent to which things looks the same in 

every direction. Considering buildings, geographic features, 
and similar objects within a few miles of your current 
location, is your local universe isotropic? If not, is there any 
scale on which isotropy applies, even approximately?
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Left: Underground on the Swiss-French border near Geneva, scientists are using the 

world’s biggest physics experiment to explore matter more deeply than ever before. 

The Large Hadron Collider simulates events that occurred within the first second after 

the origin of the universe by violently smashing together subatomic protons. Here, 

inside a blue-shaded detector, two protons  (red streaks) collide, producing a spray of 

particles (yellow) that enable scientists to test their best theoretical ideas about how 

the universe began. (CERN)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

27
What were the conditions during the first few seconds of the 
universe, and how did those conditions change to give rise to the 
universe we see today? In studying the earliest moments of our 
universe, we enter a truly alien domain. As we move backward 
in time toward the Big Bang, our customary landmarks slip 
away one by one. Atoms vanish, then nuclei, and then even the 
elementary particles themselves.

In the beginning, the universe consisted of pure energy at 
unimaginably high temperatures. As it expanded and cooled, the 
ancient energy gave rise to the particles that make up everything 
we see around us today. Modern physics has now arrived at the 
point where it can reach back almost to the instant of the Big 
Bang itself, allowing scientists to unravel some of the mysteries of 
our beginnings in time.

Learning Outcomes

Studying this chapter will enable you to

1  Describe the characteristics of 
the universe immediately after its 
birth.

2  Explain how matter emerged from 
the primeval fireball.

3  Describe how radiation and matter 
evolved as the universe expanded 
and cooled.

4  State how and when the simplest 
nuclei formed.

5  Explain the consequences of the 
formation of the first atoms.

6  Summarize the horizon and 
flatness problems, and describe 
how the theory of cosmic inflation 
solves them.

7  Describe the formation of large-
scale structure in the cosmos.

8  Explain how studies of the 
microwave background allow 
astronomers to test and quantify 
their models of the universe.

The Early Universe
TowArD THE BEGinninG oF TiME

The Big Picture Modern cosmology maintains that the 
entire universe can be traced back to an extraordinarily hot and 
dense energy state billions of years ago. As mind-boggling as 
it may seem, all that we see around us apparently arose from 
microscopic “quantum” fluctuations that occurred a fraction 
of a second after the Big Bang. Ironically, the largest-scale 
structures observed in astronomy today are inextricably tied to 
the smallest scales known in physics.
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27.1 Back to the Big Bang
On the very largest scales, the universe is a roughly homo-
geneous mixture of matter (mostly dark), radiation, and 
dark energy.  (Sec. 26.5) As we have seen, “matter” 
includes both normal matter, made up of protons, neutrons, 
and electrons, and dark matter, whose composition is still 
being debated by astronomers. Dark energy is the mysteri-
ous repulsive force that permeates even the apparent vac-
uum of intergalactic space. As best we can tell, we live in 
a geometrically “flat” universe in which the total mass—
energy density of all the constituents of the cosmos exactly 
equals the critical value.  (Secs. 26.3, 26.4, 26.6) Accord-
ing to theoretical models, there is not enough matter in the 
cosmos for the attractive force of gravity to overcome the 
repulsion of dark energy and reverse the current expansion.

Thus, the future of the cosmos seems clear: The universe 
is destined to expand forever. In this chapter, we turn our 
attention to the past. To understand the early universe, just 
after the Big Bang, we must look more closely at the roles 
played by matter, radiation, and dark energy in the cosmos. 
We begin by taking stock of their contributions to the total 
energy density of the universe.

Cosmic Composition
On the basis of the best available observational data, cos-
mologists have concluded that, today, just over 70 percent  
of the total mass-energy of the universe exists in the form 
of dark energy.  (Sec. 26.6) Virtually all of the remain-
ing 30 percent is accounted for by matter. Thus, at the 
present moment, dark energy dominates the density of 
the universe, with matter a rather distant second. We can 
quantify this statement using the results of Chapter 26.  
For a Hubble constant H0 = 70 km/s/Mpc, the critical den-
sity is 9 × 10−27 kg/m3.  (Sec. 26.3) Thus, in round num-
bers, the density of dark energy in the universe today is 
just over 6 × 10−27 kg/m3; the current density of matter is 
slightly less than 3 × 10−27 kg/m3.

Most of the radiation in the universe is in the form of the 
cosmic microwave background—the low-temperature (3 K) 
radiation field that fills all space.  (Sec. 26.7) Surprisingly, 
although the microwave background radiation is very weak, 
it still contains more energy than has been emitted by all the 
stars and galaxies that have ever existed! The reason is that stars 
and galaxies, though very intense sources of radiation, occupy 
only a tiny fraction of space. Averaged out over the volume of 
the entire universe, their energy falls short of the energy of the 
microwave background by at least a factor of 10. For our cur-
rent purposes, then, we can ignore most of the first 26 chapters 
of this book and regard the cosmic microwave background as 
the only significant form of radiation in the universe!

Does radiation play an important role in the evolution 
of the universe on large scales? In order to compare matter 

and radiation, we must first as usual convert them to a “com-
mon currency”—either mass or energy. We will compare 
their masses. We can express the energy in the microwave 
background as an equivalent density by first calculating the 
number of photons in any meter of space and then convert-
ing the total energy of these photons into a mass using the 
relation E = mc2.  (Sec. 16.6) When we do this, we arrive 
at an equivalent density for the microwave background of 
about 5 × 10−31 kg/m3. Thus, at the present moment, the 
densities of both dark energy and matter in the universe far 
exceed the density of radiation.

Radiation in the Universe
Was the universe always dominated by dark energy? To 
answer this question, we must ask how the densities of 
dark energy, matter, and radiation changed as the universe 
expanded. To this end, cosmologists construct theoretical 
models of the universe, taking into account the effects of 
Einstein’s general relativity and incorporating both the 
known properties of matter and radiation and the assumed 
properties of dark energy.  (Sec. 22.6) These models 
describe how cosmic quantities (such as the densities of the 
various components) change as the universe evolves. They 
also make detailed predictions, which can be compared 
directly with observations.  (Sec. 1.2) The outstanding 
agreement between models and reality (see Section 27.5) is 
the main reason that astronomers attach so much weight 
to the measurements of cosmic density, composition, and 
evolution described in the previous chapter.

As illustrated in Figure 27.1, the models indicate 
that, as the scale of the universe increases, the densities 
of matter and radiation both decrease, with the expansion 
diluting the numbers of atoms and photons alike. But the 
radiation is also diminished in energy by the cosmological 
redshift, so its density falls faster than that of matter as the 
universe grows. The dark energy behaves in a very differ-
ent way. According to theory, it is a large-scale phenom-
enon, increasing in importance as the universe expands 
(see Figure 26.12). In fact (at least, if it behaves like Ein-
stein’s cosmological constant), the density associated with 
the dark energy remains constant as the universe expands. 

 (Discovery 26-1)
Hence, as we look back in time, closer and closer to the 

Big Bang, the density of the radiation increases faster than 
that of matter, and both increase faster than that of dark 
energy. These facts allow us to draw two important conclu-
sions about the composition of the universe in the past.

1. Even though dark energy dominates the density of the 
universe today, it was unimportant at early times, and we 
can neglect it in our discussion of conditions in the very 
early universe. Astronomers estimate that the densities 
of matter and dark energy were equal about 4 billion 
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years ago. Before then, in cosmological parlance, the 
universe was matter-dominated.

2. Although the radiation density is currently much less 
than that of matter, there must have been a time even 
farther in the past when they, too, were equal. Before 
that time, radiation was the main constituent of the cos-
mos, which is said to have been radiation-dominated. 
The crossover point—the time at which the densities 
of matter and radiation were equal—occurred about 
50,000 years after the Big Bang, when the universe was 
about 6000 times smaller than it is today. The tempera-
ture of the background radiation at that time was about 
16,000 K, so it peaked in the near-ultraviolet portion of 
the spectrum.  (Sec. 26.7)

Throughout this book, we have been concerned with the 
history of the universe long after it became dominated by mat-
ter and/or dark energy—the formation and evolution of gal-
axies, stars, and planets as the universe thinned and cooled 
toward the state we see today. In this chapter, we consider 
some important events in the early, hot, radiation-dominated 
universe, long before any star or galaxy existed, that played no 
less a role in determining the present condition of the cosmos.

Particle Production
The existence of the microwave background implies that the 
early universe was dominated by an intense radiation field 

whose temperature fell steadily as the cosmos expanded. 
The temperatures and densities prevailing at these times 
were far greater than anything we have encountered thus 
far, even in the hearts of supernovae. To understand con-
ditions in the universe shortly after the Big Bang, we must 
delve more deeply into the behavior of matter and radiation 
at very high temperatures.

The key to understanding events at very early times 
lies in a process called pair production, in which two 
photons give rise to a particle–antiparticle pair, as shown 
in Figure 27.2(a) for the particular case of electrons and 
positrons. Through pair production, matter is created 
directly from energy in the form of electromagnetic 
radiation. The reverse process can also occur: A particle 
and its antiparticle can annihilate each other to produce 
radiation, as depicted in Figure 27.2(b). Energy in the form 
of radiation can be converted into matter in the form of 
particles and antiparticles, and particles and antiparticles 
can be converted back into radiation, subject only to the law 
of conservation of mass and energy.

The higher the temperature of a radiation field, the 
greater the energy of the typical constituent photons, and 
the greater the masses of the particles that can be created by 
pair production.  (Secs. 3.4, 4.2, 16.6) For any given par-
ticle, the critical temperature above which pair production 
is possible and below which it is not is called the particle’s 
threshold temperature. The threshold temperature increases 
as the mass of the particle increases. For electrons, it is about 
6 × 109 K. For protons, which are nearly 2000 times more 
massive, it is just over 1013 K.

As an example of how pair production affected 
the composition of the early universe, consider the 
production of electrons and positrons as the universe 
expanded and cooled. At high temperatures—above 
about 1010 K—most photons had enough energy to 
form an electron or a positron, and pair production 
was commonplace. Space seethed with electrons and 
positrons, constantly created from the radiation field 
and annihilating one another to form photons again. 
Particles and radiation are said to have been in thermal 
equilibrium: New particle–antiparticle pairs were 
created by pair production at the same rate as they 
annihilated one another. As the universe expanded and 
the temperature decreased, so did the average photon 
energy. By the time the temperature had fallen below 1 
billion kelvins, photons no longer had enough energy for 
pair production to occur, and only radiation remained. 
Figure 27.3 illustrates how this change took place.

Pair production in the very early universe was directly 
responsible for all the matter that exists in the universe 
today. Everything we see around us was created out of 
radiation as the cosmos expanded and cooled. Because we 
are here to ponder the subject, we know that some matter 
must have survived those early violent moments. For some 

▲ figure 27.1 radiation–Matter Dominance As the universe 
expanded, the number of both matter particles and photons per 
unit volume decreased. The photons were additionally reduced 
in energy by the cosmological redshift. As a result, the density of 
radiation (blue curve) fell faster than the density of matter (red 
curve) as the universe grew, and radiation dominated matter at 
early times, before the crossover point. Today, dark energy (green 
line) dominates both matter and radiation.
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reason, there was a slight excess of matter over antimatter 
at early times—about one extra proton for every billion 
proton–antiproton pairs. That small residue of particles 
that outnumbered their antiparticles was left behind as the 
temperature dropped below the threshold for creating them. 
With no antiparticles left to annihilate them, the number of 
particles has remained constant ever since. These survivors 
are said to have frozen out of the radiation field as the 
universe expanded and cooled.

According to the models, the first hundred or so sec-
onds of the universe’s existence saw the creation of all 
of the basic “building blocks” of matter we know today. 
Protons and neutrons froze out when the temperature 
dropped below 1013 K, when the universe was only 0.0001 
seconds old; the lighter electrons froze out somewhat later, 
about a minute or so after the Big Bang, when the tem-
perature fell below 109 K. This “matter-creation” phase of 
the universe’s evolution ended when the electrons—the 
lightest known elementary particles—appeared out of the 
cooling primordial fireball. From then on, matter has con-
tinued to evolve, clumping into more and more complex 
structures, eventually forming the atoms, planets, stars, 
galaxies, and large-scale structure we see today, but for all 
practical purposes no new matter has been created since 
that early time.

▲ figure 27.2 Pair Production (a) Two photons can produce a particle–antiparticle pair—in this case an electron 
and a positron—if their total energy exceeds the mass energy of the particles produced. (b) The reverse process is 
particle–antiparticle annihilation, in which an electron and a positron destroy each other, vanishing in a flash of gamma 
rays. (c) This actual observation, on submicroscopic scales, shows two gamma rays (whose paths at left are invisible 
because they are electrically neutral) dislodging an atomic electron and sending it flying (the longest track). At the same 
time, the gamma rays provide enough energy to produce an electron–positron pair (the spiral paths, which curve in 
opposite directions in the detector’s magnetic field because of their opposite electric charges). (Fermi Laboratory)

Particle detectors can show the
tracks of otherwise invisible
subatomic particles.
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▲ figure 27.3 thermal equilibrium (a) At 10 billion K, 
most photons have enough energy to create particle–antiparticle 
(electron–positron) pairs, so these particles exist in great numbers in 
equilibrium with the radiation. The label e− refers to the electrons, e+ 
to positrons. (b) Below about 109 K, photons have too little energy for 
pair production to occur, so electrons and positrons are no longer in 
thermal equilibrium with the background radiation field.

Photons are depicted as
wavy blue arrows, and
electrons and positrons
as red arrows.
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ConCePt Check

4 What does it mean to say that the early universe was 
radiation dominated?

27.2 Evolution of the Universe
For the first few thousand years after the Big Bang, the uni-
verse was small, dense, and dominated by radiation. We 
will refer to this period as the radiation era. Some matter 
existed during this time, but it was a mere contaminant 
in the blinding gamma-ray light of the primeval Big Bang 
fireball. Afterward, in the matter era, matter came to domi-
nate. Atoms, molecules, and galaxies formed as the universe 
cooled and thinned toward the state we see today. Today we 
live in the dark-energy era, in which dark energy is becom-
ing an increasingly important component of the cosmos.

Let’s begin our study of the early universe by sum-
marizing in broad terms the history of the cosmos, start-
ing at the Big Bang. Figure 27.4 illustrates how the cosmic 
temperature and density dropped rapidly during the radia-
tion and matter eras and identifies eight significant epochs 
in the development of the universe. Notice how the time 
scale on the horizontal axis increases from tiny fractions 
of a second to thousands of years as we move from left to 

right—the rate of change of the cosmos slowed dramatically 
as the universe expanded. We will focus on these epochs in 
greater detail in the next few sections, but let’s not lose sight 
of the big picture and the place of each epoch in it.

Before the Big Bang?
The Big Bang was a singularity in space and time—an instant 
when the present laws of physics imply that the universe had 
zero size and infinite temperature and density. As we saw in 
Chapter 22, where we discussed the singularities at the center of 
black holes, these predictions should not be taken too literally. 

 (Sec. 22.7) The presence of singularities signals that, under 
extreme conditions, the theory making the predictions—in 
this case, general relativity—has broken down.

At present, no theory exists to let us penetrate the 
singularity at the start of the universe. We have no means 
of describing these earliest of times, so we have no way of 
answering the question “What came before the Big Bang?” 
Indeed, given the laws of physics as we currently know 
them, the question itself may be meaningless. The Big 
Bang represented the beginning of the entire universe—
mass, energy, space, and time came into being at that 
instant. Without time, the notion of “before” does not exist. 
Consequently, some cosmologists maintain that asking what 

happened before the Big Bang is a little 
like asking what lies north of the North 
Pole! Others disagree, however, arguing 
that when the correct theory of quantum 
gravity—the “Theory of Everything” 
that unifies gravity and quantum 
mechanics—is constructed it will remove 
the singularity and allow us to address the 
question of what came before.

The Birth of the Cosmos
Although ignorant of the moment of 
creation itself, theorists nevertheless think 
that the physical conditions in the universe 
can be understood in terms of present-day 
physics back to an extraordinarily short 
time—a mere 10−43 s, in fact—after the Big 
Bang.

Why can’t theorists push our knowl-
edge back to the Big Bang itself? The 
answer is that we presently have no theory 
capable of describing the universe at these 
earliest of times. Under the extreme con-
ditions of density and temperature within 
10−43 s of the Big Bang, gravity and the 
other fundamental forces (electromagne-
tism, the strong force, and the weak force, 
as described in More Precisely 27-1) were 

▲ figure 27.4 epochs in Cosmic History The average temperature and average 
density throughout the history of the universe. At the earliest times, the universe was a sea 
of radiation with a single unified force of nature. Some subsequent key events in the history 
of the cosmos as it expanded and cooled are marked; they are discussed later in the chapter.
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More on fundamental forces
In More Precisely 16-1, we noted that the behavior of all matter 
in the universe is ruled by just three fundamental forces: gravity, 
the electroweak force (the unification of the electromagnetic 
and weak forces), and the strong (nuclear) force. In terrestrial 
laboratories, these forces display properties that are very differ-
ent from one another (see Table 27.1). Gravity and electromag-
netism are long-range, inverse-square forces, whereas the strong 
and weak forces have very short ranges—10−15 and 10−17 m, 
respectively. Furthermore, the forces do not all affect the same 
particles. Gravity affects everything. The electro magnetic 
force affects only charged particles. The strong force operates 
between nuclear particles, such as protons and neutrons, but it 
does not affect electrons and neutrinos. The weak force shows 
up in certain nuclear reactions and radioactive decays. The 
strong force is 137 times stronger than the electromagnetic 
force, 100,000 times stronger than the weak force, and 1039 
times stronger than gravity.

In fact, there is more structure below the level of the 
nucleus. Protons and neutrons are not truly “elementary” in 
nature, but are actually made of subparticles called quarks. 
(The name derives from a meaningless word coined by novelist 
James Joyce in his book Finnegans Wake.) According to current 
theory, there are six distinct types of quark in the universe (with 
the obscure names up, down, charm, strange, top, and bottom). 
What we call the strong nuclear force is actually a manifestation 
of the interactions that bind quarks to one another.

On the face of it, one might not imagine that there could 
be any deep underlying connection between forces as dissimilar 
as those just described, yet there is strong evidence that they are 
really just different aspects of a single basic phenomenon. In the 
1960s, theoretical physicists succeeded in explaining the elec-
tromagnetic and weak forces in terms of the electroweak force. 
Shortly thereafter, the first attempts were made at combining 
the strong and electroweak forces into a single all-encompassing 
“superforce.” A central idea in the modern version of this super-
force is that there is a one-to-one correspondence between the 
quarks, which interact via the strong force, and particles called 
leptons, which are affected only by the electroweak force. The 
six known types of quark are paired with six distinct types of 
lepton: the electron, two related “electron-like” particles (called 
muons and taus), and three types of neutrino.

Theories that combine the strong and electroweak forces 
into one are generically known as Grand Unified Theories, or 
GUTs for short. (Note that the term is plural—no one GUT has 
yet been proven to be “the” correct description of nature.) One 
general prediction of GUTs is that the three nongravitational 
forces are indistinguishable from one another only at 
enormously high energies, corresponding to temperatures in 
excess of 1028 K. Below that temperature, the superforce splits 
into two, displaying its separate strong and electroweak aspects. 
In particle physics parlance, we say that there is a symmetry 
between the strong and the electroweak forces that is broken at 

temperatures below 1028 K, allowing the separate characters of 
the two forces to become apparent. At “low” temperatures—less 
than about 1015 K, a range that includes almost everything we 
know on Earth and in the stars—there is a second symmetry 
breaking, and the electroweak force splits to reveal its more 
familiar electromagnetic and weak natures.

The key predictions of the electroweak theory were 
experimentally verified in the 1970s, winning the theory’s 
originators (Sheldon Glashow, Steven Weinberg, and Abdus 
Salam) the 1979 Nobel Prize in physics. The GUTs have not yet 
been experimentally verified (or refuted), in large part because 
of the extremely high energies that must be reached in order to 
observe their predictions.

An important idea that has arisen from the realization 
that the strong and the electroweak forces can be unified is the 
notion of supersymmetry, which extends the idea of symmetry 
between fundamental forces to place all particles—those that 
are acted on by forces (such as protons and electrons) and those 
that transmit those forces (such as photons and gluons; see 
Section 27.4)—on an equal footing. One particularly important 
prediction of supersymmetry is that all particles should have so-
called supersymmetric partners—extra particles that must exist in 
order for the theory to remain self-consistent. None of these new 
particles has yet been detected, yet many physicists are convinced 
of the theory’s essential correctness.

These new particles, if they exist, would have been pro-
duced in abundance in the Big Bang and should still be around 
today. They are also expected to be very massive—at least a 
thousand times heavier than a proton. So-called supersym-
metric relics, the new particles, are among the current leading 
candidates for the dark matter in the universe (see Section 27.5).

Efforts to include gravity within this picture have so far 
been unsuccessful. Gravitation has not yet been incorporated 
into a single “Super GUT,” in which all the fundamental 
forces are united. Some theoretical efforts to merge gravity 
with the other forces have tried to fit gravity into the 
quantum world by postulating extra particles—called 
gravitons—that transmit the gravitational force. However, 
this is a different view of gravity from the geometric picture 
embodied in Einstein’s general relativity, and combining the 
two into a consistent theory of quantum gravity has proved 
very difficult.

One promising theory that is currently under active in-
vestigation seeks to interpret all particles and forces in terms of 
particular modes of vibration of submicroscopic objects known 
as strings. String theory is complex, but it solves a number of 
intractable technical problems that plagued previous efforts, and 
many theorists feel that it currently offers the greatest promise of 
unifying the forces of nature. Promise aside, though, realize that 
at present, no theory has yet succeeded in making any definite 
statement about conditions in the very early universe. A complete 
theory of quantum gravity continues to elude researchers.

MorE PrECiSELy 27-1
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A boson exchange
transmits force

between
particles.

Particle 1 Particle 2

▲ figure 27.5 fundamental forces Forces between 
elementary particles are transmitted through the exchange of other 
particles called bosons. As two particles interact, they exchange 
bosons, a little like playing catch with a submicroscopic ball.

force range (m) Particles Affected unification (temperature)

strong 10−15 matter composed of quarks 
(protons, neutrons, etc.)

     

electromagnetic infinite charged particles (protons, 
electrons, etc.) electroweak

GUT/superforce (1028 K) quantum gravity 
(1032 K)

weak 10−17 leptons (electrons, muons, 
taus, neutrinos)

 (1015 K)    

gravity infinite everything      

tAbLe 27.1 Fundamental Forces and Particles
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indistinguishable from one another—a far cry from the 
radically different characteristics we see today, listed in 
Table 27.1. The four forces are said to have been unified at 
that early time—there was, in effect, only one force of nature.

The theory that combines quantum mechanics (the 
proper description of microscopic phenomena) with gen-
eral relativity (which describes the universe on the largest 
scales) is generically known as quantum gravity.  (Sec. 
22.7) The period from the beginning to 10−43 s is often 
referred to as the Planck epoch, after Max Planck, one of the 
creators of quantum mechanics. Unfortunately, for now at 
least, there is no working theory of quantum gravity, so we 
simply cannot talk meaningfully about the universe during 
the Planck epoch.

By the end of the Planck epoch, the temperature was 
around 1032 K, and the universe was filled with radia-
tion and a vast array of subatomic particles created by the 
mechanism of pair production. At around that time, grav-
ity parted company with the other forces of nature—it 
became distinguishable from them and has remained so 
ever since. The strong, weak, and electromagnetic forces 
were still unified. The present-day theories that describe 
this epoch are collectively known as Grand Unified Theo-
ries, or GUTs for short (see More Precisely 27-1). Accord-
ingly, we refer to this period as the GUT epoch.

Freeze-Out
Grand Unified Theories predict that three of the four basic 
forces of nature—electromagnetism and the strong and 
weak nuclear forces—are in reality aspects of a single, all-
encompassing “superforce.” However, this unification is 
evident only at enormously high energies, corresponding to 
temperatures in excess of 1028 K. At lower temperatures, the 
superforce reveals its separate electromagnetic, strong, and 
weak characters.

A fundamental concept in quantum physics is the 
idea that forces between elementary particles are exerted, 
or mediated, by the exchange of another type of particle, 

generically called a boson. We might imagine the two 
particles as playing a rapid game of catch, using a boson 
as a ball, as illustrated in Figure 27.5. As the ball is thrown 
back and forth, the force is transmitted. For example, in 
ordinary electromagnetism, the boson involved is the 
photon—a bundle of electromagnetic energy that always 
travels at the speed of light. The strong force is mediated 
by particles known as gluons. The electroweak theory 
includes a total of four bosons—the massless photon and 
three other massive particles, called (for historical rea-
sons) W+, W−, and Z0, all of which have been observed in 
laboratory experiments. Gravity is (theoretically) medi-
ated by gravitons, and so on. All of the particles we have 
encountered so far in this book—electrons, protons, neu-
trons, neutrinos—play “catch” with at least some of these 
“balls.”

In Section 27.1 we saw how particles “froze out” 
of the universe as its temperature dropped below the 
threshold temperature for their creation by pair produc-
tion. Now that we know that the basic forces of nature 
are mediated by particles, we can understand—in general 
terms, at least—how the fundamental forces froze out, 
too, as the universe cooled. According to the GUTs, the 
particle that unifies the strong and electroweak forces is 
extremely massive—at least 1015 times the mass of the 
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proton (and possibly much more). It is because this par-
ticle is so massive that the unification of the strong and 
electroweak forces becomes evident only at extremely 
high temperatures.

At temperatures below 1028 K, the strong nuclear 
force becomes distinguishable from the electroweak 
force (the unified weak and electromagnetic forces). 
Once the universe had cooled to that temperature, 
about 10−35 s after the Big Bang, the GUT epoch ended. 
According to many GUTs, one important legacy of that 
epoch may have been the appearance and subsequent 
freeze-out of a veritable “zoo” of very massive (and as 
yet unobserved) elementary particles that interact only 
very weakly with normal matter. These “exotic” particles 
are prime candidates for the dark matter of unknown 
composition thought to exist in abundance both within 
galaxies and in the unseen depths of intergalactic space. 

 (Secs. 23.6, 25.1)

Quarks and Leptons
Our next major subdivision of the radiation era covers the 
period when all “heavy” elementary particles—that is, all 
the way down in mass to protons, neutrons, and their con-
stituent quarks—were in thermal equilibrium with the 
radiation. We refer to this period as the quark epoch, since 
quarks are the fundamental components of all particles that 
interact via the strong force.

The universe continued to expand and cool. At a tem-
perature of about 1015 K (10−10 s after the Big Bang), the 
weak and the electromagnetic components of the elec-
troweak force began to display their separate characters. The 
W and Z particles responsible for the electroweak force have 
masses about 100 times the mass of a proton. The threshold 
temperature for their production—roughly 1015 K—marks 
the point at which the weak and electromagnetic forces 
parted company.

By about 0.1 millisecond (10−4 s) after the Big Bang, 
the temperature had dropped well below the 1013 K thresh-
old for the creation of protons and neutrons (the lightest 
stable particles composed of quarks), and the quark epoch 
ended. The main constituents of the universe were now 
lightweight particles—muons (see More Precisely 27-1), 
electrons, neutrinos, and their antiparticles—all still in 
thermal equilibrium with the radiation. Compared with 
the numbers of these lighter particles, only very few pro-
tons and neutrons remained at this stage, because most 
had been annihilated.

Electrons, muons, and neutrinos are collectively 
known as leptons, after the Greek word meaning “light” 
(i.e., not heavy). Accordingly, we refer to this period 
in the history of the universe as the lepton epoch.  

During that epoch, at a temperature of about 3 × 1010 K— 
approximately 1 second after the Big Bang—the rapidly 
thinning universe became transparent to neutrinos, 
and these ghostly particles have been streaming freely 
through space ever since. (Most neutrinos have not inter-
acted with any other particle since the universe was a few 
seconds old!) The lepton epoch ended when the universe 
was about 100 seconds old and the temperature fell to 
about 109 K—too low for electron–positron pair produc-
tion to occur. The density of the universe by this time 
was about 10 times the density of water.

The final significant event in the radiation era occurred 
when protons and neutrons began to fuse into heavier 
nuclei. At the start of this period, which we will call the 
nuclear epoch, the temperature was a few hundred million 
kelvins, and fusion occurred very rapidly, forming deute-
rium (“heavy” hydrogen—see Section 16.6) and helium in 
quick succession before conditions became too cool for fur-
ther reactions to occur. By the time the universe was about 
15 minutes old, much of the helium we observe today had 
been formed.

The Matter and Dark-Energy Eras
Time passed, the universe continued to expand and cool, 
and radiation gave way to matter as the dominant con-
stituent of the universe. Our next major epoch extends 
in time from 50,000 years (the end of the radiation era) 
to about 100 million years after the Big Bang. As the pri-
meval fireball diminished in intensity, a crucial change 
occurred—perhaps the most important change in the 
history of the universe. At the end of the nuclear epoch, 
radiation still overwhelmed matter. As fast as protons and 
electrons combined, radiation broke them apart again, 
preventing the formation of even simple atoms or mol-
ecules. However, as the universe expanded and cooled, 
the early dominance of radiation eventually ended. Once 
formed, atoms remained intact. We will call this period 
the atomic epoch. It ended about 200 million years after 
the Big Bang, when the first stars formed and their intense 
radiation reionized the universe.

The last two epochs together bring us to the current age 
of the universe. During these late stages, change happened 
at a much more sedate pace. By the time the universe 
was about 3 billion years old, large-scale structure and 
most galaxies had formed. For the first time, the universe 
departed from homogeneity on macroscopic scales. The 
largely uniform universe of the radiation era became a  
universe containing large agglomerations of matter. We 
call the period from 200 million to 3 billion years after 
the Big Bang the galactic epoch, given that the main events 
at the time concerned galaxy construction. At its end, 
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large-scale structure and the bulk of most galaxies had 
formed, quasars were shining brightly, and early gen-
erations of stars were burning and exploding, helping to 
determine the future shape of their parent galaxies.

Since then, galaxies have continued to merge and 
evolve, stars peaked their formation rate, and planets 
and life appeared in the universe. These last two epochs, 
including the current stellar epoch—so named for the 
myriad stars that are still forming within galaxies—have 
been the subject of the first 25 chapters of this book.

ConCePt Check

4 Why did lighter and lighter particles “freeze out” of 
the universe as the cosmos expanded?

27.3  Formation of Nuclei  
and Atoms

We now have all the ingredients needed to complete our 
story of the creation of the elements, begun in Chapter 21, 
but never quite finished.  (Sec. 21.4) The theory of stel-
lar nucleosynthesis accounts very well for the observed 
abundances of heavy elements in the universe, but there 
are discrepancies between theory and observation when 
it comes to the abundances of the light elements, espe-
cially helium. Simply put, the total amount of helium 
in the universe today—about 25 percent by mass—is far 
too large to be explained by nuclear fusion in stars. The 
accepted explanation is that this base level of helium is 
primordial—that is, it was created during the early, hot 
epochs of the universe, before any stars had formed. The 
production of elements heavier than hydrogen by nuclear 
fusion shortly after the Big Bang is called primordial 
nucleosynthesis.

Helium Formation in the Early Universe
By about 100 s after the Big Bang, the temperature had fallen 
to about 1 billion K, and apart from “exotic” dark-matter 
particles, matter in the universe consisted of electrons, 
protons, and neutrons, with the protons outnumbering the 
neutrons by about five to one. The stage was set for nuclear 
fusion to occur. Protons and neutrons combined to produce 
deuterium nuclei (also called deuterons), containing 1 proton 
and 1 neutron:

1H (proton) + neutron S 2H (deuteron) + energy.

Although this reaction must have occurred frequently dur-
ing the lepton epoch, the temperature then was still so high 

that the deuterium nuclei were broken apart by high-energy 
gamma rays as soon as they formed. The universe had to 
wait until it became cool enough for the deuterium to sur-
vive. This waiting period is sometimes called the deuterium 
bottleneck.

Only when the temperature of the universe fell below 
about 900 million K, roughly 2 minutes after the Big Bang, 
was deuterium at last able to form and endure. Once that 
occurred, the deuterium was quickly converted into heavier 
elements by numerous reactions, including:

 2H + 1H S  3He + energy,

  2H + 2H S  3He + neutron + energy, 

 3He + neutron S  4He + energy.

The result was that, once the universe passed the deuterium 
bottleneck, fusion proceeded rapidly and large amounts of 
helium were formed. In just a few minutes most of the free 
neutrons were consumed, leaving a universe whose matter 
content was primarily hydrogen and helium. Figure 27.6 
illustrates some of the reactions responsible for helium for-
mation. Contrast it with Figure 16.27, which depicts how 
helium is formed today in the cores of main-sequence stars 
such as the Sun.*  (Sec. 16.6)

We might imagine that fusion could have continued to 
create heavier and heavier elements, just as it does in the 
cores of stars, but that did not occur. In stars, the density 
and the temperature both increase slowly with time, allow-
ing more and more massive nuclei to form, but in the early 
universe exactly the opposite was true. The temperature 
and density were both decreasing rapidly, making condi-
tions less and less favorable for fusion as time went on. 
Even before the supply of neutrons was completely used 
up, the nuclear reactions had effectively ceased. Reactions 
between helium nuclei and protons may also have formed 
trace amounts of lithium (the next element beyond helium) 
by this time, but for all practical purposes, the expan-
sion of the universe caused fusion to stop at helium. The 
brief epoch of primordial nucleosynthesis was over about  
15 minutes after it began.

By the end of the period of nucleosynthesis, some 1000 
seconds after the Big Bang, the temperature of the universe 
was about 300 million K and the cosmic elemental abun-
dances were set. Careful calculations indicate that about one 
helium nucleus had formed for every 12 protons remaining. 
Because a helium nucleus is four times more massive than a 

*The proton–proton chain that powers the Sun played no significant role 
in primordial helium formation. The proton–proton reaction that starts 
the chain is very slow compared with the proton–neutron discussed here 
and is important in the Sun only because the solar interior contains no free 
neutrons to make the latter reaction possible.



698 CHAPTER 27 The Early Universe

proton, helium accounted for about one-quarter of the total 
mass of matter in the universe:

1 helium nucleus
12 protons + 1 helium nucleus

=
4 mass units

12 mass units + 4 mass units
 

=
4

16
=

1
4

 .

The remaining 75 percent of the matter in the universe 
was hydrogen. It would be almost a billion years before 
nucleosynthesis in stars would change these numbers.  

 (Sec. 21.4)
The foregoing calculation implies that all stars and 

galaxies should contain at least 25 percent helium by mass. 
The figure for the Sun, for example, is about 28 percent. 
However, it is difficult to disentangle the contributions to 
the present-day helium abundance from primordial nucle-
osynthesis and later hydrogen burning in stars. Our best 
hope of determining the amount of primordial helium 
is to study the oldest stars known, since they formed 
early on, before stellar nucleosynthesis had had time to 
change the helium content of the universe significantly. 
Unfortunately, stars surviving from that early time are of  
low mass and hence quite cool, making the helium lines 
in their spectra very weak and hard to measure accurately. 

 (Secs. 17.5, 17.8) Nevertheless, despite this uncertainty, 
the observations are generally consistent with the theory 
just described.

Bear in mind that while all this was going on, matter 
was just an insignificant “contaminant” in the radiation-
dominated universe. Radiation outmassed matter by about 

a factor of 5000 at the time helium formed. The existence 
of helium is very important in determining the struc-
ture and appearance of stars today, but its creation was  
completely irrelevant to the evolution of the universe at  
the time.

Deuterium and the Density  
of the Cosmos
During the nuclear epoch, although most deuterium was 
quickly fused into helium as soon as it formed, a small 
amount was left over when the primordial nuclear reac-
tions ceased. Observations of deuterium—especially those 
made by orbiting satellites able to capture deuterium’s 
strongest spectral feature, which happens to be emitted in 
the ultraviolet part of the spectrum—indicate a present-
day abundance of about two deuterium nuclei for every 
100,000 protons. However, unlike helium, deuterium is 
not produced to any significant degree in stars (in fact, 
deuterium tends to be destroyed in stars), so any deute-
rium we see today must be primordial.

This observation is of great importance to astrono-
mers because it provides them with a sensitive method—
and one that is completely independent of the techniques 
discussed in previous chapters—of probing the present-
day density of matter in the universe. According to the-
ory, as illustrated in Figure 27.7, the denser the universe 
is today, the more particles there were at early times to 
react with deuterium as it formed and the less deuterium 
was left over when nucleosynthesis ended. A comparison 
of the observed deuterium abundance (marked on the 
figure) with the theoretical results implies a present-day 

Deuterons �rst fused
into a special form of
helium c

cand then again into
the normal form of helium.

Helium-4Helium-3

Neutron

Deuteron

Energy

Proton

◀ figure 27.6 Helium 
formation Some of the 
reaction sequences that led to  
the formation of helium in 
the early universe. (recall that 
a deuteron is a nucleus of 
deuterium, the heavy form of 
hydrogen.) Compare this figure 
with Figure 16.27, which depicts 
the proton–proton chain in  
the Sun.
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density of at most 5 × 10−28 kg/m3—only a few percent of 
the critical density.

But before we jump to any far-reaching cosmic con-
clusions based on this number, we must make a very 
important qualification. As just described, primordial 
nucleosynthesis depends only on the presence of protons 
and neutrons in the early universe. Thus, measurements 
of the abundance of helium and deuterium tell us only 
about the density of “normal” matter—matter made up 
of protons and neutrons—in the cosmos. This finding 
has a momentous implication for the overall composition 
of the universe. As we saw earlier, astronomers have con-
cluded, for a variety of reasons, that the total density of 
matter is about the critical value.  (Sec. 26.5) In that 
case, if the density of normal matter is only a few per-
cent of the critical value, then we are forced to admit that 
not only is most of the matter in the universe dark, but 
most of the dark matter is not composed of protons and 
neutrons.

We will see in Section 27.5 that, because normal 
matter and dark matter interact differently with the 
background radiation field, studies of the cosmic 
microwave background allow us to distinguish between 
these two types of matter. Observations made by the 
WMAP and Planck spacecraft have found the density of 
normal matter to be just 5 percent of the critical density, 

in excellent agreement with estimates based on the 
abundance of deuterium.

Thus, the bulk (about 90 percent) of the matter in the 
universe apparently exists in the form of elusive subatomic 
particles (for example, the WIMPs discussed as dark-
matter candidates in Chapter 23) whose nature we do 
not fully understand and whose very existence has yet to 
be conclusively demonstrated in laboratory experiments.  

 (Sec. 23.6) For the sake of brevity, from here on we will 
adopt the convention that the term “dark matter” refers 
only to these unknown particles and not to “stellar” dark 
matter, such as black holes and brown and white dwarfs 
(also discussed in Chapter 23), which are made of relatively 
well-understood normal matter.

The First Atoms
A few tens of thousands of years after the Big Bang, radi-
ation ceased to be the dominant component of the uni-
verse. The matter era had begun. At the start of the atomic 
epoch, matter consisted of electrons, protons, helium 
nuclei (formed by primordial nucleosynthesis), and dark 
matter. The temperature was several tens of thousands 
of kelvins—far too hot for atoms of hydrogen to exist 
(although some helium ions may already have formed). 
During the next few hundred thousand years, a major 
change occurred: The universe expanded by another fac-
tor of 10, the temperature dropped to a few thousand kel-
vins, and electrons and nuclei combined to form neutral 
atoms. By the time the temperature had fallen to about 
3000 K, the universe consisted of atoms, photons, and 
dark matter.

The period during which nuclei and electrons com-
bined to form atoms is called the epoch of decoupling, for it 
was during this period that the radiation background parted 
company with normal matter. Many astronomers also refer 
to this period as recombination (although, technically 
speaking, protons and electrons had never previously been 
combined in the form of atoms).

At early times, when matter was ionized, the uni-
verse was filled with large numbers of free electrons that 
interacted frequently with electromagnetic radiation of 
all wavelengths. As a result, a photon could not travel far 
before encountering an electron and scattering off it. In 
effect, the universe was opaque to radiation. Matter and 
radiation were strongly “tied,” or coupled, to one another 
by these interactions. After the electrons combined with 
nuclei to form atoms of hydrogen and helium, only cer-
tain wavelengths of radiation—the ones correspond-
ing to the spectral lines of those atoms—could interact 
with matter.  (Sec. 4.2) Radiation of other wavelengths 
could travel virtually forever without being absorbed. 
Thus, the universe became nearly transparent. From 
that time on, most photons passed generally unhindered 

▲ figure 27.7 Deuterium Abundance Today’s abundance 
of deuterium depends strongly on the amount of matter present 
at early times, and this, in turn, determines the present-day density 
of the universe. Thus, measuring the amount of deuterium in the 
universe gives us an estimate of the overall density of matter. The 
best deuterium measurements reside within the blue band, and imply 
that the density of matter in the universe is at most a few percent of 
the critical value.
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through space. As the universe expanded, the radiation 
simply cooled, eventually becoming the microwave back-
ground we see today.

The microwave photons now detected on Earth 
have been traveling through the universe ever since they 
decoupled. According to the models that best fit the 
observational data, the last interaction these photons had 
with matter (at the epoch of decoupling) occurred when 
the universe was about 400,000 years old and roughly 
1100 times smaller (and hotter) than it is today—that 
is, at a redshift of 1100. As illustrated in Figure 27.8, the 
epoch of atom formation created a kind of “photosphere” 
in the universe, completely surrounding Earth at a 
distance of approximately 14,000 Mpc, the distance  
at which photons last interacted before they decoupled. 

 (More Precisely 24-1)
On our side of the photosphere—that is, since decou-

pling—the universe is transparent. On the far side—before 
decoupling—it was opaque. Thus, by observing the micro-
wave background, we are probing conditions in the universe 
almost all the way back in time to the Big Bang, in much the 
same way as studying sunlight tells us about the surface lay-
ers of the Sun.

The universe is
opaque out here.

The universe is
transparent here.

This is the “photosphere”
at redshift of 1100.

14,000 Mpc

Atoms

Nuclei and
free electrons

Earth

▲ figure 27.8 radiation–Matter Decoupling when atoms 
formed, the universe became virtually transparent to radiation. 
Thus, observations of the cosmic background radiation reveal 
conditions in the universe around a time when the redshift was 
1100 and the temperature was less than about 3000 K. For an 
explanation of how we can see a region of space 14,000 Mpc  
(46 billion light-years) away when the universe is just 14 billion years 
old, see More Precisely 24-1.

ProCess of sCienCe Check

4 How do we know that most of the dark matter in the 
universe is not of “normal” composition?

27.4 The Inflationary Universe
In the late 1970s, cosmologists trying to piece together the 
evolution of the universe were confronted with two nagging 
problems that had no easy explanation within the standard 
Big Bang model. The resolution of these problems has caused 
cosmologists to completely rethink their views of the very 
early universe.

The Horizon and Flatness Problems
The first problem is known as the horizon problem, and it 
concerns the remarkable isotropy of the cosmic microwave 
background.  (Sec. 26.7) Recall that the temperature of 
this radiation is virtually constant, at about 2.7 K, in all 
directions. Imagine observing the microwave background 
in two opposite directions of the sky, as illustrated in 
Figure 27.9. As we have just seen, that radiation last inter-
acted with matter in the universe at around a redshift of 
1100. Thus, in observing these two distant regions of the 
universe, marked A and B on the figure, we are studying 

This is the “photosphere”
at redshift of 1100.

Earth

B

A

▲ figure 27.9 Horizon Problem The isotropy of the microwave 
background indicates that regions A and B in the universe were very 
similar to each other when the radiation we now observe left them, 
but there has not been enough time since the Big Bang for them 
ever to have interacted with one another. why then should they look 
the same?
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regions that were separated by several million parsecs 
when they emitted this radiation. The fact that the back-
ground radiation is isotropic to high accuracy means that 
regions A and B had similar densities and temperatures at 
the time the radiation we see left them.

The problem is, according to the Big Bang theory as 
just described, there is no good reason why these regions 
should in fact be similar to each other. To take an everyday 
example, we all know that heat flows from regions of high 
temperature to regions of low temperature, but it takes time 
for this to occur. If we light a fire in one corner of a room, 
we have to wait a while for the other corners to warm up. 
Eventually, the room reaches a more or less uniform tem-
perature, but only after the heat from the fire—or, more 
generally, the information that the fire is there—has had 
time to spread.

Similar reasoning applies to regions A and B in 
Figure 27.9. These regions are separated by many megapar-
secs, and there has not been enough time for information, 
which can go no faster than the speed of light, to travel from 
one to the other. In cosmological parlance, the two regions 
are said to be outside each other’s horizon. But if that is so, 
then how do they “know” that they are supposed to look 
the same? With no possibility of communication between 
them, the only alternative is that regions A and B simply 
started off looking alike—an assumption that cosmologists 
are reluctant to make.

The second problem with the standard Big Bang model 
is called the flatness problem. Whatever the exact value of 
Ω0, it appears to be very close to unity—the total density 
of the universe is fairly near the critical value. In terms of 
spacetime curvature, the universe is remarkably close to 
being flat.  (Sec. 26.4) We say “remarkably” here because, 
again, there is no particular reason that the universe should 
have formed with a density very close to the critical value. 
Why not a millionth of, or a million times, that value? 
Furthermore, as illustrated in Figure 27.10, a universe that 
starts off close to, but not exactly on, the critical curve 
soon deviates greatly from it, so if the universe is close to 
critical now, it must have been extremely close to critical in 
the past. (The acceleration due to dark energy does in fact 
tend to push the universe toward critical density, but dark 
energy has not dominated the expansion for long enough 
for this fact to change our basic conclusion.) For example, 
if Ω0 = 0.3 today (approximately the density of “known” 
normal and dark matter), then the departure from critical 
density at the time of nucleosynthesis would have been only 
1 part in 1015 (a thousand trillion)!

These observations constitute “problems” because cos-
mologists want to be able to explain the present condition 
of the universe, not just accept it “as is.” They would pre-
fer to resolve the horizon and flatness problems in terms of 
physical processes that could have taken a universe with no 

special properties and caused it to evolve into the cosmos 
we now see. The resolution of both problems takes us back 
in time even earlier than nucleosynthesis or the formation 
of any of the elementary particles we know today—back, in 
fact, almost to the instant of the Big Bang itself.

Cosmic Inflation
As we saw in Section 27.2, at very early times, during the 
GUT and Planck epochs, most or all of the fundamental 
forces of nature were unified—that is, indistinguishable 
from one another. The various theories that describe this 
unification (for example, those outlined in More Precisely 
27-1) predict—and in fact, rely upon—the existence of cer-
tain quantum-mechanical fields, generically called scalar 
fields in particle physics jargon, whose interactions with 
particles in the theory determine those particles’ proper-
ties. For our purposes, we can think of these fields as cos-
mic forces permeating all space, separate from, but closely 
related to, physical particles in the universe. These fields 
define the differences between the various forces of nature, 
and ultimately set the scale on which unification occurs.

What does all this have to do with cosmology? In 
the early 1980s, physicists realized that it was possible 
for these scalar fields to become temporarily increased 
in energy above their normal equilibrium states. Due to 
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▲ figure 27.10 flatness Problem if the universe deviates even 
slightly from critical density, that deviation grows rapidly in time. 
For the universe to be as close to critical as it is today, it must have 
differed from the critical density in the past by only a tiny amount.
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▲ figure 27.11 Cosmic inflation During the period of inflation, 
the universe expanded enormously in a very short time. Afterward, 
it resumed its earlier “normal” expansion rate, except that the size of 
the cosmos had become about 1050 times bigger than it was before 
inflation.

After the GUT epoch,
submicroscopic scales
had expanded to
“cosmic” sizes.

Earlier than the GUT epoch, most forces were uni�ed;
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random fluctuations at the quantum level, regions of the 
universe could find themselves in this “elevated” state 
for some period of time. Under these circumstances, the-
ory indicates that these parts of the universe would find 
themselves in a very odd and unstable condition—empty 
space would have acquired vacuum energy. Abstract as 
this may seem, these regions are of direct interest to us—
if theorists are correct, we live in one!

The temporary appearance of vacuum energy within 
such a region—ours, say—had dramatic consequences. For 
a short while, as illustrated in Figure 27.11, the extra energy 
caused the region to expand at an enormously accelerated 
rate. The vacuum energy density remained almost constant 
as the region grew, and the expansion accelerated with time 
while this condition persisted. In fact, the size of the region 
doubled many times over. For definiteness, Figure 27.11 
shows the expansion occurring near the end of the GUT 
epoch, with a doubling time of roughly 10−34 s. This period 
of unchecked cosmic expansion is known as the epoch of 
inflation.

Actually, bizarre though this may seem, we have 
already seen a universal expansion along these lines, albeit 
at a much more leisurely pace. The leading models for dark 
energy (the cosmological constant and quintessence) are 
both scalar fields. Their nonzero vacuum energy is respon-
sible for the cosmic acceleration discussed in Chapter 26. 

 (Sec. 26.5)

Eventually, the scalar field returned to its equilibrium 
state, the region recovered its normal vacuum, and inflation 
stopped. For the example shown in Figure 27.11, the whole 
episode lasted a mere 10−32 s, but during that time the patch 
of the universe that had become unstable swelled in size by 
the incredible factor of about 1050. After the inflationary 
phase, the universe once again resumed its (relatively) lei-
surely expansion. However, a number of important changes 
had occurred that would have far-reaching ramifications 
for the evolution of the cosmos.

The original theory of inflation was developed in 
the early 1980s and associated the inflationary period 
(as in Figure 27.11) with the end of the GUT epoch. 
The scalar field in that case was the one responsible for 
distinguishing between the strong and electroweak forces. 
However, since that time, researchers have realized that 
conditions suitable for inflation could have occurred 
under many different circumstances—and possibly 
many times—during the evolution of the early universe. 
This generalization actually strengthens inflation as a 
theory by loosening the restrictions on when it might 
have happened, although it blurs the question of exactly 
when the inflationary epoch(s) leading to “our” universe 
actually occurred.

Nevertheless, the basic idea of a quantum fluctuation 
expanding to become the universe we know is now quite well 
established. Some theorists have gone so far as to suggest that a 
quantum fluctuation during the Planck epoch may have been 
the trigger that caused the Big Bang. Others even speculate 
that we might be living in a sort of “self-creating universe” that 
erupted into existence spontaneously from inflation in one 
such random fluctuation! This sort of “statistical” creation of 
the primal cosmic energy from absolutely nothing has been 
dubbed “the ultimate free lunch.”

Note that it is possible—even likely, according to many 
theorists—that not all of the universe underwent inflation. 
Only some regions became unstable, causing huge inflated 
“bubbles” to appear in the cosmos. We apparently live in 
one such bubble; the universe outside is probably unknow-
able to us. Henceforth, we will use the term “universe” to 
refer to just this bubble and its contents.

Implications for the Universe
The inflationary epoch provides a natural solution to the 
horizon and flatness problems. The horizon problem is 
solved because inflation took regions of the universe that 
had already had time to communicate with one another—
and so had established similar physical properties—and 
then dragged them far apart, well out of communica-
tion range of one another. For example (again following 
Figure 27.11), regions A and B in Figure 27.9 have been 
out of contact since 10−32 s after creation, but they were 
in contact before then. As illustrated in Figure 27.12, their 
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This is the
limit of the 
observable
universe.

This is the eventual
location of the Milky

Way Galaxy.

1028 Mpc

104 Mpc

10–23 m10–26 m

1024 m = 30 Mpc

(a) Before in�ation (b) After in�ation (c) Today

A

B

A

B

A

B

▲ figure 27.12 inflation and the Horizon Problem inflation solves the horizon problem by taking a small 
region of the very early universe—whose parts had already had time to interact with one another and that had 
thus already become homogeneous—and expanding it to enormous size. in (a), points A and B are well within the 
(shaded) homogeneous region of the universe centered on the eventual site of the Milky way Galaxy. in (b), after 
inflation, A and B are far outside the horizon (indicated by the dashed line), so they are no longer visible from our 
location. Subsequently, the horizon expands faster than does the universe as a whole, so that today (c) A and B are 
just reentering our field of view. They have similar properties now because they had similar properties before the 
inflationary epoch.

properties are the same today because they were the same 
long ago, before inflation separated them.

Figure 27.12(a) shows a small piece of the universe 
just before the onset of inf lation. The point that will one 
day become the site of the Milky Way Galaxy is at the 
center of the shaded region, which represents the por-
tion of space “visible” to that point at that time—that is, 
there has been enough time since the Big Bang for light 
to have traveled from the edge of this region to its center. 
That entire region is more or less homogeneous, because 
different parts of it have been able to interact with one 
another, so any initial differences between the parts have 
largely been smoothed out. The points A and B of Figure 
27.9 are also marked. They lie within the homogeneous 
patch, so they have very similar properties. The actual 
size of the shaded region is about 10−26 m—only a tril-
lionth the size of a proton.

Immediately after inflation, as shown in Figure 27.12(b), 
the homogeneous region has expanded by 50 orders of 
magnitude, to a diameter of about 1024 m, or 30 Mpc—larger 
than the largest supercluster. By contrast, the visible portion 
of the universe, indicated by the dashed line, has grown only 
by a factor of a thousand and is still microscopic in size. In 
effect, the universe expanded much faster than the speed of 
light during the inflationary epoch, so what was once well 
within the horizon of the point that is to become the site of 
our Galaxy now lies far beyond it. In particular, points A and 

B are no longer visible, either to us or to each other, at this 
time. (Note that, while the theory of relativity restricts matter 
and energy to speeds less than the speed of light, it imposes 
no such limit on the universe as a whole.)  (Discovery 22-1)

Since the end of inflation, the universe has expanded by 
a further factor of 1027, so the size of the homogeneous region 
of space surrounding us is now about 1051 m (1028 Mpc)— 
10 trillion trillion times greater than the distance to the most 
distant quasar. As shown in Figure 27.12(c), the horizon has 
expanded faster than the universe, so points A and B are just 
now becoming visible again. As the portion of the universe 
that is now observable from Earth grows in time, it remains 
homogeneous because our cosmic field of view is simply 
reexpanding into a region of the universe that was within our 
horizon long ago. We will have to wait a very long time—at 
least 1035 years—before the edge of the homogeneous patch 
surrounding us comes back into view.

To see how inflation solves the flatness problem, let’s 
return to our earlier balloon analogy.  (Sec. 26.2) Imag-
ine that you are a 1-mm-long ant sitting on the surface of 
the balloon as it expands, as illustrated in Figure 27.13. 
When the balloon is just a few centimeters across, you can 
easily perceive the surface to be curved—its circumfer-
ence is only a few times your own size. When the balloon 
expands to, say, a few meters in diameter, the curvature of 
the surface is less pronounced, but perhaps still percepti-
ble. However, by the time the balloon has expanded to a few 
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kilometers across, an “ant-sized” patch of the surface will 
look quite flat, just as the surface of Earth looks flat to us.

Now imagine that the balloon expands 100 trillion tril-
lion trillion trillion times, as the universe did during the 
period of inflation. Your local patch of the surface is now 
completely indistinguishable from a perfectly flat plane, 
deviating from flatness by no more than one part in 1050. 
Exactly the same argument applies to the universe: Because it 
has expanded so much, for all practical purposes the universe 
is perfectly flat on all scales we can ever hope to observe.

Notice that this resolution of the flatness problem—the 
universe appears close to being flat because the universe is in 
fact precisely flat, to very high accuracy—has a very impor-
tant consequence: Because the universe is geometrically 
flat, relativity tells us that the total density must be exactly 
equal to the critical value of Ω0 = 1.  (Sec. 26.4) This is 
the key result that led us to conclude in Chapter 26 that dark 
energy—whatever it is—must dominate the density of the 
universe.  (Sec. 26.5) Thus, the combined weight of theory 
and observation forces us to the conclusion that not only is 
most matter dark (Section 27.3), but also most of the cosmic 
density isn’t made up of matter at all.

Inflation as a Theory
Even though inflation solves the horizon and flatness  
problems in a quite convincing way, for nearly two decades 
after it was first proposed the theory was resisted by many 
astronomers. The main reason was that its prediction of Ω0 
= 1 was clearly at odds with the growing evidence that the 
density of matter in the universe was no more than 30 per-
cent or so of the critical value. Actually, many cosmologists 
had considered the possibility that a cosmological constant 

offered a way to account for the remaining 70 percent of the 
cosmic density, but without independent corroboration a 
conclusive case could not be made. That is why the super-
nova observations were so important: By providing empiri-
cal evidence for acceleration in the cosmic expansion rate, 
they established independent evidence for the effects of 
dark energy and, in doing so, reconciled inflation with the 
otherwise discrepant observations.  (Sec. 26.5)

Physicists will probably never create in terrestrial 
laboratories conditions even remotely similar to those that 
existed in the universe during the inflationary epoch. The 
creation of our own vacuum energy is (safely) beyond our 
reach. Nevertheless, cosmic inflation seems to be a natural 
consequence of many Grand Unified Theories. It explains 
two otherwise intractable problems within the Big Bang 
theory—and, following the empirical observations of cos-
mic acceleration, it is now reconciled with measurements 
of the matter density of the universe with the inclusion of 
dark energy into the cosmic mix.

For all these reasons, despite the absence of direct 
evidence for the process, inflation theory has become an 
integral part of modern cosmology. Inflation makes defi-
nite, testable predictions about the large-scale geometry 
and structure of the universe that are critically important 
to current theories of galaxy formation. As we will see in 
the next section, astronomers are now subjecting these 
predictions to rigorous scrutiny.

ConCePt Check

4 Why does the theory of inflation imply that much of 
the energy density of the universe may be neither 
matter nor radiation?

◀ figure 27.13 inflation and the 
flatness Problem inflation solves the 
flatness problem by enormously expanding 
a curved surface, here represented by the 
surface of a balloon. To an ant on the surface, 
the balloon looks virtually flat when the 
expansion is complete.

Here, the ant can sense
the curvature c

cbut here, the curvature is
so slight that the ant senses
a �at surface.

Radius
= 1 km

Radius
= 1048 m

Radius
= 10 cm
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27.5  Formation of Structure  
in the Universe

Just as stars formed from inhomogeneities—deviations from 
perfectly uniform density—in interstellar clouds, so too are 
galaxies, galaxy clusters, and larger structures thought to 
have grown from small density fluctuations in the matter of 
the expanding universe.  (Sec. 19.1)

Where did these density fluctuations come from? 
According to current theories of structure formation, they 
were the result of microscopic “quantum” fluctuations in 
the very early universe, expanded to macroscopic scales by 
the effects of inflation! In a very real sense, the quantum 
universe just after the Big Bang is the progenitor of all the 
cosmic structure we see around us today.

Given the conditions in the universe during the atomic 
and galactic epochs (Table 27.1), cosmologists calculate 
that regions of higher-than-average density that contained 
more than about a million times the mass of the Sun would 
have begun to contract. There was thus a natural tendency 
for million-solar-mass “pregalactic” objects to form. In 
Chapter 25, we learned how these pregalactic fragments 
might have interacted and merged to form galaxies.  

 (Sec. 25.3) In the rest of this chapter, we concern 
ourselves mostly with the formation of structure on much 
larger scales.

Growth of Inhomogeneities
By the early 1980s, cosmologists had come to realize that 
galaxies could not have formed from the contraction of 
inhomogeneities involving only normal matter. The follow-
ing lines of reasoning led to this conclusion:

1. Calculations show that, before decoupling (which 
occurred at a redshift of 1100), the intense background 
radiation would have prevented clumps of normal mat-
ter from contracting. Matter and radiation were just too 
strongly coupled for structure to form. Thus, any such 
clumps would have had to wait until after decoupling 
before their densities could start to increase.

2. Because radiation was “tied” to normal matter up 
until decoupling, any variations in the matter density 
at that time would have led to temperature variations 
in the cosmic background radiation—denser regions 
would have been a little hotter than less dense ones. 
The high degree of isotropy observed in the micro-
wave background indicates that any density varia-
tions from one region of space to another at the time 
of decoupling must have been small—at most a few 
parts in 105.  (Sec. 26.7)

3. Galaxies—or, at least, quasars—are known to have 
formed by a redshift of 6. Furthermore, some theorists 
think that, in order to produce the densest galactic 

nuclei we see today, the formation process must have 
already been well established as long ago as a redshift 
of 20.  (Sec. 25.3) Thus, the initial fluctuations, 
which, as we have just seen, must have been very small 
at a redshift of 1100, had to grow to form the first stars 
and galaxies by a redshift of 20.

4. The contracting matter had to “fight” the general expan-
sion of the universe. As a result, theory shows, these 
contracting pregalactic clumps could have increased in 
density by a factor of at most 50 to 100 in the time avail-
able. As a result, the small inhomogeneities permitted 
by observations of the microwave background could not 
have grown into galaxies in the time available—the uni-
verse would still have been almost perfectly homogene-
ous at a time when we know galaxies had already formed.

Put another way, if galaxies had grown from density fluctua-
tions in the normal-matter component of the early universe, 
then the fluctuations would have had to be so large as to 
leave a clearly observable imprint on the cosmic microwave 
background. That imprint is not observed.

Dark Matter
Normal matter, then, cannot account for the large-scale 
structure we see today. Fortunately for cosmology (and 
for life on Earth), much of the universe is made of dark 
matter, which has properties quite different from those of 
normal matter and which provides a natural explanation 
for the large-scale structure we see today. Whatever the 
nature of dark matter, its defining property is that it inter-
acts only very weakly with normal matter and radiation, 
so its natural tendency to clump and contract under grav-
ity was not hindered by the radiation background. Dark 
matter started clumping well before decoupling (redshift 
1100)—in fact, density inhomogeneities in the dark-
matter component of the universe probably began to grow 
as soon as matter first began to dominate the universe at a 
redshift of about 6000.

Because the dark matter was not directly tied to the 
radiation, these inhomogeneities could have been quite large 
at the time of decoupling, without having a correspond-
ingly large effect on the microwave background. In short, 
dark matter could clump to form large-scale structure in 
the universe without running into any of the problems just 
described for normal matter.

Thus, as illustrated in Figure 27.14, dark matter deter-
mined the overall distribution of mass in the universe and 
clumped to form the observed large-scale structure with-
out violating any observational constraints on the micro-
wave background. Then, at later times, normal matter was 
drawn by gravity into the regions of highest density, even-
tually forming galaxies and galaxy clusters. This picture 
explains why so much dark matter is found outside the 
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Cold dark matter consists of very mas-
sive particles, possibly formed during the GUT 
epoch or even before. Computer simulations 
modeling the universe with these particles 
as the dark matter easily produce small-scale 
structure. With the understanding that galax-
ies form referentially in the densest regions—
as is predicted particularly by models that 
include a cosmological constant—these mod-
els also predict large-scale structure that is 
in excellent agreement with what is actually 
observed.

Figure 27.15 shows the results of a super-
computer simulation of a universe consisting 
of approximately 30 percent matter (most of 
it dark) and 70 percent dark energy (in the 

form of a cosmological constant).  (Sec. 26.6) Yellow 
dots represent regions in each frame where significant 
star formation is occurring—quasars at redshift 6 and 
bright interacting galaxies today. The similarities with real 
observations of cosmic structure, shown in Figures 25.21 
and 26.1, are striking, and more detailed statistical analy-
sis confirms that these models agree extremely well with 
reality. Notice the large-scale extended filamentary struc-
ture evident in the last two frames, which is comparable 
in both scale and appearance to the observed structure 
presented earlier in the text. Such filaments, which contain 
both dark and normal matter, are a generic feature of cold 
dark-matter cosmological simulations. The visible galaxies 
are also surrounded by extensive dark-matter halos.

Although calculations like this cannot prove that 
these models are the correct description of the universe, 
the agreement in detail between models and reality 
strongly favor the dark-energy/cold dark-matter model of 
the cosmos.

ConCePt Check

4 Why was dark matter necessary for structure 
formation in the universe?

The plots below are graphical representations
of structure growth.

The maps above show what those
structures might look like on the sky.

These yellow humps
denote galaxies
made of normal

matter.
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narrated figure 27.14 structure 
formation The formation of structure in the 
cosmos depended crucially on the existence 
of dark matter. (a) The very early universe was 
a mixture of (mostly) dark and normal matter. 

(b) A few thousand years after the Big Bang, the dark 
matter began to clump. (c) Eventually, the dark matter 
formed large structures (represented here by the two 
high-density peaks) into which normal matter flowed, 
ultimately to form the galaxies we see today.

visible galaxies. The luminous material is strongly concen-
trated near the density peaks and dominates the dark mat-
ter there, but the rest of the universe is largely devoid of 
normal matter. Like foam on the crest of an ocean wave, the 
universe we can see is only a tiny fraction of the total.

Given that the nature of the dark matter is still 
unknown, theorists have considerable freedom in choosing 
its properties when they attempt to simulate the formation 
of structure in the universe. Cosmologists conventionally 
classify dark matter as either “hot” or “cold,” on the basis 
of its temperature at the time when galaxies began to form. 
The two types predict quite different kinds of structure in 
the present-day universe.

Hot dark matter consists of lightweight particles—
much less massive than the electron. Neutrinos, which 
appear to have small, but nonzero, masses, are leading can-
didates for hot dark-matter particles.  (Sec. 16.6) How-
ever, simulations of a universe filled with hot dark matter 
indicate that, whereas large structures, such as superclusters 
and voids, form fairly naturally, structure on smaller scales 
does not. Small amounts of hot material tend to disperse, 
not clump together. As a result, most cosmologists have con-
cluded that models based on hot dark matter are unable to 
explain the observed structure of the universe.
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▲ figure 27.15 structure simulated The 
large-scale structure we see in the universe today is 
the direct descendent of quantum fluctuations in the early 
universe, inflated to macroscopic scales. These frames show three 
views of a (present-day) 100 × 100 × 100-Mpc cube in a simulated cold 
dark-matter universe with Ω0 = 1. The cube expands with the universe, so that it 
encloses the same material at all times. The three frames show structures progressively 
growing from small density fluctuations in the early universe, displayed at three different times 
after the Big Bang. (V. Springel)

14 billion years
z = 0

4 billion years
z = 2

1 billion years
z = 6

27.6  Cosmic Structure and the 
Microwave Background

Because dark matter does not interact directly with photons, 
its density variations do not cause large (and hence easily 
observable) temperature variations in the microwave back-
ground. However, theory suggests that, before decoupling, the 
cosmos must have been filled with sound waves—tiny fluctua-
tions in the densities of normal matter and the background 
radiation field—moving through space at just over half the 
speed of light. Most astronomers think that these fluctuations 
originated at the end of the inflationary epoch, as the uni-
verse regained its “normal” vacuum state after the period of 
unchecked expansion.

Because radiation and matter were tied to one another  
at this time, the fluctuations in the matter density corre-
sponded to temperature fluctuations in the radiation field, 
and these features were “imprinted” in the microwave 
background when matter and radiation finally parted com-
pany at a redshift of 1100. As a result, cosmological models 
predict that there should be tiny “ripples” in the microwave 
background—temperature variations of only a few tens of 
parts per million from place to place on the sky.

Ripples in the Radiation Background
Until the late 1980s these ripples were too small to be mea-
sured accurately, although cosmologists were confident that 

they would be found. In 1992, after almost 2 years of careful 
observation, the COBE team announced that the expected 
ripples had indeed been detected.  (Sec. 26.7) The tem-
perature variations are tiny—only 30–40 millionths of a 
kelvin from place to place in the sky—but they are there. 
The COBE results are displayed as a temperature map of the 
microwave sky in Figure 27.16. The temperature variation 
due to Earth’s motion (see Figure 26.18) has been subtracted 
out, as has the radio emission from the Milky Way, and tem-
perature deviations from the average are displayed.

The ripples seen by COBE, combined with computer 
simulations such as that shown in Figure 27.15, predict 
present-day structure that is consistent with the super-
clusters, voids, filaments, and Great Walls we see around 
us. Although the COBE data were limited by relatively low 
(roughly 7°) resolution, detailed analysis of the ripples also 
supports the key prediction of inflation theory—that the 
universe is of exactly critical density and hence spatially 
f lat. For these reasons, the COBE observations rank along-
side the discovery of the microwave background itself in 
terms of their importance to the field of cosmology. The 
lead investigators of the COBE program won the 2006 
Nobel Prize in physics for their groundbreaking work.

Subsequent missions have radically improved our view 
of the microwave background, confirming and extending 
the COBE results. NASA’s Wilkinson Microwave Anisotropy 
Probe (WMAP) operated from 2001 until 2009. Its angular 
resolution was roughly 20–30¿, some 20 times finer than that 
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of COBE, allowing extraordinarily detailed measurements of 
many cosmological parameters to be made. More recently, 
the European Space Agency’s Planck mission, launched in 
2009, has refined WMAP’s observations by a further factor of 
3 in resolution and 10 in sensitivity, making still more precise 
measurements of the microwave sky and largely confirming 
WMAP’s basic findings. Figure 27.17 shows an all-sky map 
of temperature fluctuations in the microwave background, 
based on the first year of Planck observations and released 
in 2013.

Unlike COBE, neither WMAP nor Planck orbited Earth. 
Rather, both were permanently stationed some 1.5 million 
km outside Earth’s orbit along the Sun–Earth line, always 
pointing away from the Sun to keep their delicate heat-
sensitive detectors in shadow and completing a scan of the 
entire sky every 6 months. The inset to Figure 27.17 shows 
a smaller scale (just 2° wide) but even higher resolution (7¿) 
image returned by Cosmic Background Imager, a ground-
based microwave telescope located high in the Chilean 
Andes. (Recall from Chapter 3 that the microwave part of the 

–300 –200 –100 100 200 300
300 mK–300 mK

0
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1°

interactive figure 27.17 early structure The entire microwave sky, as seen by the Planck spacecraft at 
frequencies as high as 90 GHz (3-mm wavelength), can be compared directly with the lower-resolution CoBE map 
shown in Figure 27.16. The inset at right shows an even higher resolution map of a small patch of sky, obtained 
by the ground-based Cosmic Background imager instrument at 30 GHz (1-cm wavelength). The bright blobs are 

slightly denser-than-average regions of the universe at an age of roughly 400,000 years; they will eventually contract to 
form clusters of galaxies. (ESA; CBI)

R I V U X G

◀ figure 27.16 Cosmic Microwave 
background Map This CoBE map of 
temperature fluctuations in the cosmic 
microwave background over the entire sky 
shows hotter-than-average regions in yellow 
and cooler-than-average regions in blue. 
The total range of temperature fluctuations 
shown is extremely small, in fact only ±200 
millionths of a kelvin. The temperature 
variation due to Earth’s motion has been 
subtracted, as has the radio emission from 
the Milky way Galaxy. (NASA)
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is far too weak to prevent the shell from escaping. Such 
interactions would have caused slightly overdense regions 
of space to oscillate, sending out waves much as when 
a pebble strikes the surface of a pond (see Figure 3.2)— 
like a bell ringing in space and time, its tone getting 
quieter and deeper as the universe expands. This is the 
origin of the cosmic sound waves discussed at the start 
of this section—the tongue-twisting technical name for 
which is baryon acoustic oscillations.

The shell continues to expand until the epoch of 
decoupling, at which time the push from the radiation 
stops and the shell stalls. Subsequently, the shell simply 
expands along with the rest of the universe. But because 
the shell itself represents a denser-than-average part of the 
universe, it too will tend to attract more matter, and it will 
eventually form galaxies of its own. The result is that every 
dark matter region that forms a galaxy or galaxy cluster 
is expected to have associated with it a secondary shell 
of galaxies. The radius of this shell is the distance sound 
can travel between the end of inflation and decoupling, 
which amounts to about 150 Mpc in present-day units 
(that is, adjusted for the expansion of the universe since 
decoupling).

The importance of this result is that this feature is 
imprinted on the galaxy distribution throughout the uni-
verse and at all redshifts. Figure 27.19 shows how such a 
ripple grows with the expansion of the universe; today, 
its radius would measure about 150 Mpc. If such features 
could be detected at different redshifts, they would con-
stitute a new “standard yardstick,” telling us precisely the 
scale of the universe at different times in the past. As such, 

spectrum is only partly transparent to electromagnetic radi-
ation, so microwave detectors must be placed above as much 
of Earth’s absorbing atmosphere as possible.)  (Sec. 3.3)

Both of these high-resolution maps show temperature 
fluctuations of a few hundred microkelvins, with a charac-
teristic angular scale of about 1°. This temperature range is 
larger than the fluctuations seen by COBE because COBE’s 
low resolution effectively averaged the data over a large area 
of the sky, smearing out the peaks and troughs seen in the 
higher resolution observations.

The amount of structure evident in the data on differ-
ent angular scales shows a peak at about 1°—pretty much 
what your eyes see in Figure 27.17. This scale is related to 
conditions in the early universe in a very important way: 
It corresponds to the maximum distance a sound wave can 
travel between the end of inflation and the time of decou-
pling. With reasonable assumptions, cosmologists can 
compute this distance, allowing direct comparison between 
observations and theory. In fact, although WMAP and 
Planck differ slightly in their detailed measurements of the 
cosmological parameters, the observed 1° fluctuations are 
in excellent agreement with the theoretical prediction for a 
universe with Ω0 = 1, having roughly 30 percent matter and 
70 percent dark energy, as noted in Chapter 26 and earlier 
in this chapter. This strongly supports the implication of 
inflation that Ω0 must be very close to 1, with a small mar-
gin of error.

More detailed analysis of the data provides a wealth 
of information on the history and composition of the 
universe. For example, before decoupling, although the 
radiation field was largely unaffected by dark matter, 
it was inf luenced slightly by the gravity of the growing 
dark clumps, resulting in a slight gravitational redshift 
that varied from place to place, depending on the dark-
matter density. As a result, careful analysis of the signal 
allows astronomers to infer the dark-matter density at 
decoupling. The WMAP and Planck data are our primary 
sources for the cosmological parameters used in More 
Precisely 24-1 and throughout this text.

Matter Oscillations
Further analysis of the epoch of decoupling allows us to 
obtain additional important information about the uni-
verse. Consider in more detail what happens to a sound 
wave in the early (pre-decoupling) universe. Imagine a 
small region of space that is slightly denser than its sur-
roundings. As we saw in Section 27.5, the dark matter in 
this overdense clump will one day grow to form a galaxy, 
but focus here on the normal matter and radiation in the 
same region. Because radiation and matter are strongly 
coupled, the radiation “pushes” on the normal matter, 
causing it to expand rapidly outward in a shell, as illus-
trated in Figure 27.18. The gravity of the dark matter clump 

Dark
matter

Normal matter
and radiation

This wave is propagating away
from the central spike.

▲ figure 27.18 Acoustic oscillation This sketch depicts a 
two-dimensional rendering of a three-dimensional wave of normal 
matter pushed by radiation away from a clump of dark matter in 
the early universe. in reality, myriad such sound waves would have 
propagated like this all over the sky wherever there were dark-matter 
concentrations.
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The Big Question How did the universe begin? Did it actually have an origin or has it existed 
forever? While no one knows the answers, for the first time in recorded history, human beings are using 
logic, rationality, and some very sophisticated (and expensive) experimental equipment to try to address 
these fundamental questions. It’s hard to gauge when success might be achieved, but the very fact that 
scientists are now fully engaged in this quest illustrates the breathtaking scope of modern scientific 
inquiry.

it represents an alternative powerful means of probing the 
expansion of the universe, independent of supernova stud-
ies described in Chapter 26.  (Sec. 26.5)

Of course, the universe is much more complicated 
than depicted artistically in Figures 27.18 and 27.19 (as 
can be seen by the observational mess in Figure 27.17). 
Every density f luctuation gave rise to a similar wave, and 
so every galaxy cluster should have a corresponding shell, 
with all the shells overlapping and mixed together on the 
sky. Nevertheless, astronomers can infer statistically the 
existence of these shells, and that has been a major goal 
of the Sloan Digital Sky Survey, which includes data from 
hundreds of thousands of galaxies.  (Discovery 25-1) 
Preliminary results show that the separations of those 

galaxies, again measured statistically, are very close to 
predictions of the acoustical process just described.

The first decade of the 21st century saw the basic 
parameters of the universe measured (even if not yet fully 
understood) to an accuracy only dreamed of just a few 
years ago. It now appears that the second decade is well on 
track to explore the nature of dark matter and dark energy 
with unprecedented precision.

ProCess of sCienCe Check

4 What do observations of fluctuations in the 
microwave background tell us about the structure  
of the universe?

The white ring depicts the propagation of sound waves at later times, remnants of which
can be detected on the sky.

13.8 5.5 3.8 billion years ago

◀ figure 27.19 Acoustic 
remnants The record of baryon 
acoustic oscillations (white circles) 
allow astronomers to retrace 
cosmic history. This simulation 
shows how the small density 
variations of the early universe (at 
left) grew to become the clusters, 
walls, and filaments seen in more 
recent times. (Z. Rostomian/
SDSS)
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1  At present, the universe is domi-
nated by dark energy, which exceeds the 
matter density by more than a factor of 
2. The densities of dark energy and mat-
ter both greatly exceed the equivalent 
mass density of radiation: The density of  
matter was much greater in the past, 
when the universe was smaller and the universe was matter-
dominated (p. 691), a few billion years ago. However, because 
radiation is redshifted as the universe expands, the density of 
radiation at early times was greater still. Thus, the early universe 
was radiation-dominated (p. 691).
2  During the first few minutes after the 

Big Bang, matter was formed out of the 
primordial fireball by the process of pair 
production (p. 691). In the early universe, 
matter and radiation were linked by this 
process. Particles and forces “froze out” of 
the radiation background as the temperature 
fell below the threshold for creating them. The existence of matter 
today means that there must have been unequal amounts of 
matter and antimatter early on.
3  The physical state of the uni-

verse can be understood in terms of 
present-day physics back to about 
10−43 s after the Big Bang. Before 
that, the four fundamental forces 
of nature—gravity, electromagne-
tism, the strong force, and the weak 
force—were all indistinguishable. There is presently no theory that 
can describe these extreme conditions. As the universe expanded 
and its temperature dropped, the forces became distinct from one 
another. First gravity, then the strong force, and then the weak and 
electromagnetic forces separated out. Subsequently, nuclei, then 
atoms, and eventually large clumps of matter destined to become 
galaxies and stars formed as the universe continued to cool.

4  All of the hydrogen in the universe 
is primordial, formed from radiation as 
the universe expanded and cooled. Most 
of the helium observed in the universe 
today is also primordial, created by pri-
mordial nucleosynthesis (p. 697) in the 
early universe a few minutes after the Big 
Bang. Some deuterium was also formed at 
these early times, and it provides a sensi-
tive indicator of the present density of the universe in the form of 
“normal” (as opposed to dark) matter. Studies of deuterium indi-
cate that normal matter can account for at most 3 or 4 percent of the 
critical density. The remaining mass inferred from studies of clusters 
must then be made of dark matter, in the form of unknown particles 
formed at some very early epoch.

5  When the universe was about 1100 times 
smaller than it is today, the temperature 
became low enough for atoms to form. At that 
time, the (then-optical) background radiation 
decoupled (p. 699) from the matter. The uni-
verse became transparent. The photons that 
now make up the microwave background have 
been traveling freely through space ever since.

6  Very early on, the universe under-
went a brief period of rapid expansion 
called the epoch of inflation (p. 702), 
during which the size of the cosmos 
increased by a huge factor—1050 or more. 
The horizon problem (p. 700) is the 
fact that, according to the standard (that 
is, noninflationary) Big Bang model, there is no good reason for 
widely separated parts of the universe to be as similar as they are. 
Inflation solves the horizon problem by taking a small homoge-
neous patch of the early universe and expanding it enormously. 
The patch is still homogeneous, but it is now much larger than 
the portion of the universe we can see today. Inflation also solves 
the flatness problem (p. 701), which is the fact that there is no 
obvious reason why the present density of the universe is so close 
to the critical value. Inflation implies that the cosmic density is, 
for all practical purposes, exactly critical.

7  Large-scale structure in 
the universe formed when 
density fluctuations in the 
dark matter clumped and grew 
to form the “skeleton” of the 
structure we observe. Normal matter then flowed into the dens-
est regions of space, eventually forming the galaxies we now see. 
Cosmologists distinguish between hot dark matter and cold dark 
matter (p. 706), depending on the temperature of dark matter 
at the end of the radiation era. In order to explain the observed 
large-scale structure in the universe, much of the dark matter 
must be cold.

8  “Ripples” in the microwave 
background are the imprint 
of early density inhomoge-
neities on the radiation field. 
These ripples were observed by 
the COBE satellite. Subsequent 
observations made by the WMAP 
spacecraft provided accurate measurements of many cosmological 
parameters and lend strong support to the inflationary prediction 
that we live in a flat, critical-density universe. Detailed observa-
tions of the microwave background, combined with studies of 
large-scale structure in the cosmos, provide precise information on 
the basic cosmological parameters of the universe.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • What was the distance between the points that would 
someday become, respectively, the center of the Milky Way 
Galaxy and the center of the Virgo Cluster at the time of 
decoupling? (The present separation is 18 Mpc.)

 2. •• What was the equivalent mass density of the cosmic radia-
tion field when the universe was one-thousandth its present 
size? (Hint: Don’t forget the cosmological redshift!)

Conceptual Self-Test: Multiple Choice
 1. Immediately after its birth, the universe (a) was dominated by 

photons; (b) was made mostly of protons; (c) had equal amounts 
of matter and antimatter; (d) formed stars and galaxies. 

 2. Present-day Grand Unified Theories unite all of the 
fundamental forces except (a) the strong force; (b) the weak 
force; (c) the electromagnetic force; (d) the gravitational force.

 3. About half a million years after the Big Bang, the universe 
had cooled to the point that (a) protons and electrons 
could combine to form atoms; (b) particle–antiparticle 
annihilation ceased; (c) gas could condense to form stars; 
(d) carbon condensed to make dust.

 4. One of the problems with the standard Big Bang model is 
that (a) galaxies are redshifted; (b) the temperature is almost 
exactly the same everywhere; (c) the universe is hottest in 
the center; (d) the galaxy will expand forever.

 5. VIS According to our best estimates, the line that best 
describes the universe in Figure 27.10 (“Flatness Problem”) 
is (a) accelerating; (b) open; (c) critical; (d) closed.

 6. It is likely that the density of the universe is made up mostly 
of (a) hydrogen; (b) electromagnetic radiation; (c) dark 
energy; (d) cold dark matter.

 7. The horizon problem in the standard Big Bang model is 
solved by having the universe (a) accelerate; (b) inflate 
rapidly early in its existence, (c) have tiny, but significant 
fluctuations in temperature; (d) be geometrically flat.

 8. The structure we observe in the universe is the result of  
(a) dark matter clumping long ago; (b) galaxies colliding;  
(c) the freezing out of electrons; (d) radiation dominance in 
the early universe.

 9. Elements more massive than lithium were not formed in  
the early universe because the temperature was (a) too high; 
(b) too low; (c) not related to density; (d) unstable.

 10. Matter and energy clumping in the early universe result in 
(a) the formation of atoms; (b) rapid inflation; (c) small but 
observable red shifts; (d) lower temperatures.

Review and Discussion

 9. When and how did the first atoms form?
 10. LO5 How can we observe the epoch at which the universe 

became transparent?
 11. LO6 What is the epoch of inflation, and what happened to 

the early universe during that time?
 12. POS How does inflation solve the horizon and flatness 

problems?
 13. What does inflation tell us about the total density of the 

universe?
 14. LO7 What is the connection between dark matter and the 

formation of large- and small-scale structures?
 15. LO8 POS What key measurements were made by the 

COBE and WMAP experiments?

 1. LO1 How long was the universe dominated by radiation? 
How hot was the universe when this period ended?

 2. What was the role of dark energy in the very early universe?
 3. LO2 How did matter “freeze out” of the early radiation 

field as the universe expanded?
 4. LO3 Describe how the relative importance of matter and 

radiation changed as the universe increased in size.
 5. LO4 When and how did the first helium nuclei form?
 6. Why do all stars, regardless of their abundance of heavy ele-

ments, seem to contain at least one-quarter helium by mass?
 7. Why didn’t heavier and heavier elements form in the early 

universe, as they do in stars?
 8. POS How do we know that most matter in the universe is 

not “normal”?

For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered Learning outcomes.
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the time when deuterium could first survive until the 
time at which all nuclear reactions ceased? By what factor  
did the matter density of the universe decrease during that 
period?

 7. • From Table 24.1, the “photosphere” of the universe cor-
responding to the epoch of decoupling presently lies some 
14,000 Mpc from us. (See Figure 27.8.) How far away was a 
point on the photosphere when the background radiation we 
see today was emitted?

 8. •• The blobs evident in the inset to Figure 27.17 are about 20¿ 
across. If those blobs represent clumps of matter around the 
time of decoupling (redshift = 1100), estimate the diameter 
of the clumps at the time of decoupling, assuming Euclidean 
geometry.

 3. •• Of matter and radiation, which dominated the universe, 
and by what factor in density (assuming critical density 
today), at the start of (a) decoupling, (b) nucleosynthesis?

 4. •• Given that the threshold temperature for the production 
of electron–positron pairs is about 6 × 109 K and that 
a proton is 1800 times more massive than an electron, 
calculate the threshold temperature for proton–antiproton 
pair production.

 5. • At what wavelength did the background radiation peak at 
the start of the epoch of nucleosynthesis? In what part of the 
electromagnetic spectrum does this wavelength lie?

 6. •• By what factor did the volume of the universe increase 
during the epoch of primordial nucleosynthesis, from  

Activities
Collaborative

 1. Discuss the philosophical differences between living in 
an infinite universe that will expand forever and a closed, 
spatially finite universe that will some day recollapse. Are 
there aspects of any of these two possibilities that are hard 
to accept? It appears, given the current state of cosmologi-
cal observations, that the former outcome is more likely. 
Our current models rest squarely on two quantities—dark 
matter and dark energy—whose nature remains largely 
unknown. How confident are you that our models of the 
universe are “set” and will not see further large shifts in 
the future?

Individual
 1. Go online and read about the steady-state universe, which 

enjoyed some measure of popularity in the 1950s and 1960s. 
How does it differ from the standard Big Bang model? Can 
you find any similarities between the steady-state model 
and our current view of the cosmos? Why do you think the 
steady-state model is not widely accepted today?
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Left: This fanciful painting, entitled Galaxyrise Over Alien Planet, suggests a plurality 

of life—some perhaps extinct, some perhaps exotic—on alien worlds well beyond 

Earth. Despite blockbuster movies, science-fiction novels, and a host of claims for 

extraterrestrial contact, astronomers have so far found no unambiguous evidence for 

life of any kind anywhere else in the universe. (© Dana Berry)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.
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Are we unique? Is life on our planet the only example of life in 
the universe? If so, then what might be the implications of such 
cosmic loneliness? If not, then how and where should we search 
for other intelligent beings? These are difficult questions since the 
subject of extraterrestrial life is one for which we have no data, 
yet they are important questions, with profound implications for 
the human species.

In this final chapter, we examine how humans evolved on 
Earth and then consider whether those evolutionary steps might 
have happened elsewhere. We then assess the likelihood of our 
having Galactic neighbors and consider how we might learn 
about them if they do exist.

Learning Outcomes

Studying this chapter will enable you to

1  Summarize the process of cosmic 
evolution as it is currently under-
stood.

2  Describe the basic ingredients of 
life on Earth.

3  Identify the most promising sites 
for life elsewhere in the solar 
system, and explain why they are 
promising.

4  Summarize the various probabili-
ties used to estimate the number 
of advanced civilizations that might 
exist in the Galaxy.

5  Outline some techniques we might 
use to search for extraterrestrials 
and to communicate with them.

Life in the Universe
ArE WE AlOnE?

The Big Picture Earth is the only place in the universe 
where we know for certain that life exists. Despite the likelihood 
of life elsewhere in the universe, we have no clear evidence 
for it. None of the hundreds of extrasolar planets discovered 
recently has yet shown any sign of life, intelligent or otherwise. 
Even so, astronomers keep watchful eyes on the sky, constantly 
aware that evidence for extraterrestrial intelligence (ETI) might 
emerge at any moment.
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28.1 Cosmic Evolution
In our study of the universe, we have been very careful to 
avoid any inference or conclusion that places Earth in a special 
place in the cosmos. This Copernican principle, or principle of 
mediocrity, has been our invaluable guide in helping us define 
our place in the “big picture.” However, when discussing life 
in the universe, we face a problem: Ours is the only planet we 
know of on which life and intelligence have evolved, making it 
hard for any discussion of intelligent life not to treat humans as 
special cases.

Accordingly, in this final chapter we adopt a decidedly 
different approach. We first describe the chain of events 
leading to the only technologically proficient, intelligent 
civilization we know—us. Then we try to assess the likeli-
hood of finding and communicating with intelligent life 
elsewhere in the cosmos.

Life in the Universe
With this human-centered view clearly evident, Figure 28.1 
identifies seven major evolutionary phases that have con-
tributed to development of life on our planet: particulate, 
galactic, stellar, planetary, chemical, biological, and cultural 
evolution. Matter formed from energy in the early universe, 
then cooled and clumped to form galaxies and stars. Within 
galaxies, generation after generation of stars formed and 
died, seeding the interstellar medium with heavy elements 
so that, when our Sun formed billions of years after the first 
star blazed, the rocky planet Earth formed along with it. 
Eventually, on Earth, life appeared and slowly evolved into 
the diverse environment we see today.

Together, these evolutionary phases represent the grand 
sweep of cosmic evolution—the continuous transformation 

of matter and energy that has led to the appearance of life 
and civilization on our planet. The first four represent, in 
reverse order, the contents of this book. We now expand our 
field of view beyond astronomy to include the other three.

From the Big Bang, to the formation of galaxies, to 
the birth of the solar system, to the emergence of life, to 
the evolution of intelligence and culture, the universe has 
evolved from simplicity to complexity. We are the result of 
an incredibly complex chain of events that spanned billions 
of years. Were those events random, making us unique, or 
are they in some sense natural, so that technological civili-
zation—which, as a practical matter, we will take to mean 
“civilization capable of off-planet communication by elec-
tromagnetic or other means”—is inevitable? Put another 
way, are we alone in the universe, or are we just one among 
countless other intelligent life-forms in our Galaxy?

Before trying to answer these important questions, we 
need a working definition of life. Defining life, however, is 
not an easy task: The distinction between the living and 
the nonliving is not as obvious as we might at first think. 
Although most physicists would agree on the definitions of 
matter and energy, biologists have not arrived at a clear-cut 
definition of life. Generally speaking, scientists regard the 
following as characteristics of living organisms: (1) They can 
react to their environment and can often heal themselves 
when damaged; (2) they can grow by taking in nourish-
ment from their surroundings and processing it into energy;  
(3) they can reproduce, passing along some of their own char-
acteristics to their offspring; and (4) they have the capacity 
for genetic change and can therefore evolve from generation 
to generation and adapt to a changing environment.

These rules are not strict, and there is great leeway in 
interpreting them. Stars, for example, react to the gravity 
of their neighbors, grow by accretion, generate energy, and 

▼ figure 28.1 Arrow of time Some highlights of cosmic history, as it relates to the emergence of life on Earth, are 
noted along this arrow of time, from the beginning of the universe to the present. At the bottom of the arrow are seven 
“windows” outlining the major phases of cosmic evolution: evolution of primal energy into elementary particles; 
of atoms into galaxies and stars; of stars into heavy elements; of elements into solid, rocky 
planets; of those elements into the molecular building blocks of life; of those 
molecules into life itself; and of advanced life forms into intelligence, 
culture, and technological civilization. (D. Berry)
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“reproduce” by triggering the formation of new stars, but no 
one would suggest that they are alive. By contrast, a virus 
(see Discovery 28-1) is inert when isolated from living organ-
isms, but once inside a living system, it exhibits all the prop-
erties of life, seizing control of a living cell and using the 
cell’s own genetic machinery to grow and reproduce. Most 
researchers now think that the distinction between living 
and nonliving matter is more one of structure and complex-
ity than a simple checklist of rules.

The general case in favor of extraterrestrial life is 
summed up in what are sometimes called the assumptions 
of mediocrity: (1) Because life on Earth depends on just 
a few basic molecules, and (2) because the elements that 
make up these molecules are (to a greater or lesser extent) 
common to all stars, and (3) if the laws of science we know 
apply to the entire universe, as we have supposed through-
out this book, then—given sufficient time—life must have 
originated elsewhere in the cosmos. The opposing view 
maintains that intelligent life on Earth is the product of 
a series of extremely fortunate accidents—astronomical, 
geological, chemical, and biological events unlikely to 

have occurred anywhere else in the universe. The purpose 
of this chapter is to examine some of the arguments for 
each of these viewpoints.

Chemical Evolution
What information do we have about the earliest stages of 
planet Earth? Unfortunately, not very much. Geological 
hints about the first billion years or so were largely erased 
by violent surface activity, as volcanoes erupted and 
meteorites bombarded our planet; subsequent erosion 
by wind and water has seen to it that little evidence of 
that era has survived to the present. Scientists think that  
the early Earth was barren, with shallow, lifeless seas 
washing upon grassless, treeless continents. Gases ema-
nating from our planet’s interior through volcanoes, 
fissures, and geysers produced an atmosphere rich in 
hydrogen, nitrogen, and carbon compounds and poor in 
free oxygen. As Earth cooled, ammonia, methane, car-
bon dioxide, and water formed. The stage was set for the 
appearance of life.

the Virus
The central idea of chemical evolution is that life evolved from 
nonliving molecules. But aside from insight based on bio-
chemical knowledge and laboratory simulations of some key 
events on primordial Earth, do we have any direct evidence 
that life could have developed from nonliving molecules? The 
answer is yes.

The smallest and simplest entity that sometimes appears to 
be alive is a virus. We say “sometimes” because viruses seem to 
have the attributes of both nonliving molecules and living cells. 
Virus is the Latin word for “poison,” an appropriate name, since 
viruses often cause disease. Although they come in many sizes 
and shapes—a representative example is the polio virus, shown 
here magnified 300,000 times—all viruses are smaller than the 
size of a typical modern cell. Some are made of only a few thou-
sand atoms. In terms of size, then, viruses seem to bridge the 
gap between cells that are living and molecules that are not.

Viruses contain some proteins and genetic information 
(in the form of DNA or the closely related molecule RNA, the 
two molecules responsible for transmitting genetic characteris-
tics from one generation to the next), but not much else—none 
of the material by which living organisms normally grow and 
reproduce. How, then, can a virus be considered alive? Indeed, 
alone, it cannot; a virus is absolutely lifeless when it is isolated 
from living organisms. But when it is inside a living system, a 
virus has all the properties of life.

Viruses come alive by transferring their genetic material 
into living cells. The genes of a virus seize control of a cell and 
establish themselves as the new master of chemical activity. 

Viruses grow and reproduce copies of themselves by using the 
genetic machinery of the invaded cell, often robbing the cell of 
its usual function. Some viruses multiply rapidly and wildly, 
spreading disease and—if unchecked—eventually killing the 
invaded organism. In a sense, then, viruses exist within the gray 
area between the living and the nonliving.

DISCOVEry 28-1

10 mm

R I V U X G
(R. Williams)
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The surface of the young Earth was a very violent place. 
Natural radioactivity, lightning, volcanism, solar ultra-
violet radiation, and meteoritic impacts all provided large 
amounts of energy that eventually shaped the ammonia, 
methane, carbon dioxide, and water on our planet into more 
complex molecules known as amino acids and nucleotide 
bases—organic (carbon-based) molecules that are the build-
ing blocks of life as we know it. Amino acids build proteins, 
and proteins control metabolism, the daily utilization of 
food and energy by means of which organisms stay alive and 
carry out their vital activities. Sequences of nucleotide bases 
form genes—parts of the DNA molecule—which direct the 
synthesis of proteins and thus determine the characteris-
tics of the organism (Figure 28.2). These same genes, via the 
DNA contained within every cell in the organism, transfer 
hereditary characteristics from one generation to the next 
through reproduction. In all living creatures on Earth—
from bacteria to amoebas to humans—genes mastermind 
life and proteins maintain it.

The idea that complex molecules could have evolved 
naturally from simpler ingredients found on the primitive 
Earth has been around since the 1920s. The first experimen-
tal verification was provided in 1953, when scientists Harold 
Urey and Stanley Miller, using laboratory equipment some-
what similar to that shown in Figure 28.3. The Urey-Miller 
experiment took a mixture of the materials thought to be 
present on Earth long ago—a “primordial soup” of water, 

methane, carbon dioxide, and ammonia—and energized it 
by passing an electrical discharge (“lightning”) through the 
gas. After a few days, they analyzed their mixture and found 
that it contained many of the same amino acids found in all 
living things on Earth. About a decade later, scientists suc-
ceeded in constructing nucleotide bases in a similar manner. 
These experiments have been repeated in many different 
forms, with more realistic mixtures of gases and a variety 
of energy sources, but always with the same basic outcomes.

Although none of these experiments has ever produced 
a living organism, or even a single strand of DNA, they do 
demonstrate conclusively that “biological” molecules—the 
molecules involved in the functioning of living organisms—
can be synthesized by strictly nonbiological means, using 
raw materials available on the early Earth. More advanced 
experiments, in which amino acids are united under the 
influence of heat, have fashioned protein-like blobs that 
behave to some extent like true biological cells. Such near-
protein material resists dissolution in water (so it would 
remain intact when it fell from the primitive atmosphere 
into the ocean) and tends to cluster into small droplets called 
microspheres—a little like oil globules floating on the surface 
of water. Figure 28.4 shows some of these laboratory-made 
proteinlike microspheres, whose walls permit the inward 
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▲ figure 28.2 DNA Molecule DnA (deoxyribonucleic acid) is the 
molecule containing all the genetic information needed for a living 
organism to reproduce and survive. Often consisting of literally tens 
of billions of individual atoms, its double-helix structure allows it to 
“unzip,” exposing its internal structure to control the creation of 
proteins needed for a cell to function. The ordering of its constituent 
parts is unique to each individual organism.

These wires deliver electrical current
to energize the chemical reactions.

Water trapped here
contains amino acids.

Condenser

Gases

Boiling water

Spark
discharge

▲ figure 28.3 urey-Miller experiment This chemical 
apparatus is designed to synthesize complex biochemical molecules 
by energizing a mixture of simple chemicals. Gases (ammonia, 
methane, carbon dioxide, and water vapor) are placed in the upper 
bulb to simulate Earth’s primordial atmosphere and then zapped 
by spark-discharge electrodes akin to lightning. After about a week, 
amino acids and other complex molecules emerge in the trap at the 
bottom, which simulates the primordial oceans into which heavy 
molecules produced in the overlying atmosphere would have fallen.
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passage of small molecules, which then combine within the 
droplet to construct more complex molecules that are too 
large to pass back out through the walls. As the droplets 
“grow,” they tend to “reproduce,” forming smaller droplets.

Can we consider these protein-like microspheres to be 
alive? Almost certainly not. Most biochemists would say that 
the microspheres are not life itself, but they contain many of 
the basic ingredients needed to form life. The microspheres 
lack the hereditary DNA molecule. However, as illustrated in 
Figure 28.5, they do have similarities to ancient cells found 
in the fossil record, which in turn have many similarities to 
modern organisms (such as blue-green algae). Thus, while 
no actual living cells have yet been created “from scratch” 
in any laboratory, many biochemists feel that the chain of 
events leading from simple nonbiological molecules almost 
to the point of life itself has been amply demonstrated.

An Interstellar Origin?
Recently, a dissenting view has emerged. Some scientists have 
argued that Earth’s primitive atmosphere might not in fact 
have been a particularly suitable environment for the produc-
tion of complex molecules. These scientists say that there may 
not have been sufficient energy available to power the neces-
sary chemical reactions and that the early atmosphere may 

not have contained enough raw material for the reactions to 
have become important in any case. They suggest instead that 
much, if not all, of the organic (carbon-based) material that 
combined to form the first living cells was produced in inter-
stellar space and subsequently arrived on Earth in the form of 
comets, interplanetary dust, and meteors that did not burn up 
during their descent through the atmosphere.

Several pieces of evidence support this idea. Interstellar 
molecular clouds are known to contain complex molecules—
indeed, there have even been reports (still unconfirmed)  
of at least one amino acid (glycine) in interstellar space.  

 (Sec. 18.5)
To test the interstellar space hypothesis, NASA research-

ers have carried out their own version of the Urey-Miller 
experiment in which they exposed an icy mixture of water, 
methanol, ammonia, and carbon monoxide—representa-
tive of many interstellar grains—to ultraviolet radiation to 
simulate the energy from a nearby newborn star. As shown 
in Figure 28.6, when they later placed the irradiated ice in 
water and examined the results, they found that the ice had 
formed droplets surrounded by membranes and contain-
ing complex organic molecules. As with the droplets found 
in earlier experiments, no amino acids, proteins, or DNA 
were observed in the mix, but the results, repeated numer-
ous times, clearly show that even the harsh, cold vacuum of 
interstellar space can be a suitable medium in which com-
plex molecules and primitive cellular structures can form.

▲ figure 28.4 Chemical evolution These carbon-rich, 
protein-like droplets contain as many as a billion amino acid 
molecules in a liquid sphere. The droplets can “grow,” and parts 
of them can separate from their “parent” droplet to become new 
individual droplets (as at A, B, and C). (S. Fox)

These three photographs, taken through
a microscope, show structures on the
scale of 1 micrometer, which equals
1/10,000 of a centimeter.

R I V U X G

2.5 mm

▲ figure 28.5 Primitive Cells (a) This photograph shows 
primitive fossils that display concentric spheres or walls connected 
by smaller spheroids. They were found in sediments radioactively 
dated to be about 2 billion years old. (b) For comparison, modern 
blue-green algae found a backyard stream are shown on 
approximately the same scale. (E. Barghoorn)

(a) (b)
R I V U X G

10 mm
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As described in Chapter 15, these icy interstellar grains 
are thought to have formed the comets in our own solar sys-
tem.  (Sec. 15.3) Large amounts of organic material were 
detected on comet Halley by space probes when Halley last 
visited the inner solar system, and similarly complex mol-
ecules have been observed on many other well-studied com-
ets, such as Hale-Bopp.  (Sec. 14.2) Also as discussed in 
Chapter 15, there is reason to suspect that cometary impacts 
were responsible for most of Earth’s water, and it is perhaps 
a small step to imagining that this water already contained 
the building blocks for life.  (Sec. 15.3)

In addition, a small fraction of the meteorites that 
survive the plunge to Earth’s surface—including perhaps 
the controversial “Martian meteorite” discussed in Chapter 
10—contain organic compounds.  (Discovery 10-1) 
The Murchison meteorite (Figure 28.7), which fell near 

Murchison, Australia, in 1969, is a particularly well-studied 
example. Located soon after crashing to the ground, this 
meteorite has been shown to contain 12 of the amino 
acids normally found in living cells, although the detailed 
structures of these molecules indicate potentially important 
differences between those found in space and those found 
on Earth. At the very least, though, these discoveries argue 
that complex molecules can form in an interplanetary or 
interstellar environment and that they could have reached 
Earth’s surface unscathed after their fiery descent.

Thus, the hypothesis that organic matter is constantly 
raining down on Earth from space in the form of interplan-
etary debris is quite plausible. However, whether this was the 
primary means by which complex molecules first appeared 
in Earth’s oceans remains unclear.

Diversity and Culture
However the basic materials appeared on Earth, we know 
that life did appear. The fossil record chronicles how life on 
Earth became widespread and diversified over the course of 

R I V U X G10 mm

▲ figure 28.6 interstellar globules These oily, hollow droplets 
rich in organic molecules were made by exposing a freezing mixture 
of primordial matter to harsh ultraviolet radiation. When immersed in 
water, the larger ones display cell-like membrane structure. Although 
they are not alive, they bolster the idea that life on Earth could have 
come from space. (NASA)

R I V U X G10 mm

▲ figure 28.7 Murchison Meteorite The Murchison meteorite 
contains relatively large amounts of amino acids and other organic 
material, indicating that chemical evolution of some sort occurred 
beyond our own planet. In this magnified view of a fragment from 
the meteorite, an arrow points to a microscopic sphere of organic 
matter. (Harvard-Smithsonian CfA)
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time. The study of fossil remains shows the initial appearance 
of simple one-celled organisms such as blue-green algae 
more than 3.5 billion years ago. These were followed by more 
complex one-celled creatures, such as the amoeba, about 2 
billion years ago. Multicellular organisms such as sponges 
did not appear until about 1 billion years ago, after which 
there flourished a wide variety of increasingly complex 
organisms—insects, reptiles, and mammals. Figure 28.8 
illustrates some of the key developments in the evolution of 
life on our planet.

The fossil record leaves no doubt that biological organ-
isms have changed over time—all scientists accept the real-
ity of biological evolution. As conditions on Earth shifted 
and Earth’s surface evolved, those organisms that could best 
take advantage of their new surroundings succeeded and 
thrived—often at the expense of organisms that could not 
make the necessary adjustments and consequently became 
extinct.

What led to these changes? Chance. An organism that 
happened to have a certain useful genetically determined 
trait—for example, the ability to run faster, climb higher, 
or even hide more easily—would find itself with the upper 
hand in a particular environment. That organism was there-
fore more likely to reproduce successfully, and its advanta-
geous characteristic would then be more likely to be passed 
on to the next generation. The evolution of the rich variety 
of life on our planet, including human beings, occurred as 
chance mutations—changes in genetic structure—led to 
changes in organisms over millions of years.

What about the development of intelligence? Many 
anthropologists think that, like any other highly advanta-
geous trait, intelligence is strongly favored by natural selec-
tion. As humans learned about fire, tools, and agriculture, 
the brain became more and more elaborate. The social 
cooperation that went with coordinated hunting efforts was 

another important competitive advantage that developed as 
brain size increased.

Perhaps most important of all was the development of 
language. Indeed, some anthropologists have gone so far 
as to suggest that human intelligence is human language. 
Through language, individuals could signal one another 
while hunting for food or seeking protection. Even more 
importantly, now our ancestors could share ideas as well as 
food and shelter. Experience, stored in the brain as memory, 
could be passed down from generation to generation. A new 
kind of evolution had begun, namely, cultural evolution, the 
changes in the ideas and behavior of society. Within only 
the past 10,000 years or so, our more recent ancestors have 
created the entirety of human civilization.

To put all this into historical perspective, let’s imag-
ine the entire lifetime of Earth to be 46 years rather than  
4.6 billion years. On this scale, we have no reliable record of 
the first decade of our planet’s existence. Life originated at 
least 35 years ago, when Earth was about 10 years old. Our 
planet’s middle age is largely a mystery, although we can be 
sure that life continued to evolve and that generations of 
mountain chains and oceanic trenches came and went. Not 
until about 6 years ago did abundant life flourish through-
out Earth’s oceans. Life came ashore about 4 years ago, and 
plants and animals mastered the land only about 2 years 
ago. Dinosaurs reached their peak about 1 year ago, only 
to die suddenly about 4 months later.  (Discovery 11-1)  
Humanlike apes changed into apelike humans only last 
week, and the latest ice ages occurred only a few days ago. 
Homo sapiens—our species—did not emerge until about 4 
hours ago. Agriculture was invented within the last hour, 
and the Renaissance—along with all of modern science—is 
just 3 minutes old!

▼ figure 28.8 Life on earth This simplified timeline of the 
origin and evolution of life on our planet begins at the far left with 
the origin of Earth about 4.6 billion years ago and extends linearly to 
the present day at right. notice how life forms most familiar to us—
fish, reptiles, mammals—emerged relatively recently in the history 
of our planet. Technological civilization has existed on Earth for just a 
few millionths of 1 percent of our planet’s lifetime.
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4 Has chemical evolution been verified in the laboratory?

28.2 Life in the Solar System
Simple one-celled life-forms reigned supreme on Earth for 
most of our planet’s history. It took time—a great deal of 
time—for life to emerge from the oceans, to evolve into sim-
ple plants, to continue to evolve into complex animals, and 
to develop intelligence, culture, and technology. Have those 
(or similar) events occurred elsewhere in the universe? Let’s 
try to assess what little evidence we have on the subject.

Life as We Know It
“Life as we know it” is generally taken to mean carbon-based 
life that originated in a liquid water environment—in other 
words, life on Earth. Might such life exist elsewhere in our 
solar system?

The Moon and Mercury lack liquid water, protective 
atmospheres, and magnetic fields, so these two bodies are 
subjected to fierce bombardment by solar ultraviolet radia-
tion, the solar wind, meteoroids, and cosmic rays. Simple 
molecules could not survive in such hostile environments. 
Venus, by contrast, has far too much protective atmosphere! 
Its dense, dry, scorchingly hot atmospheric blanket effec-
tively rules it out as an abode for life, at least like us.

The jovian planets have no solid surfaces (although 
some researchers have suggested that life might have evolved 
in their atmospheres), and most of their moons (apart from 
volcanic Io) have frozen surfaces far too cold to support 
Earth-like life. One possible exception is Saturn’s moon 
Titan. With its thick atmosphere of methane, ammonia, 
and nitrogen gases; liquid hydrocarbon lakes; and apparent 
geological activity, Titan might conceivably be a place where 
surface life could have arisen, although the most recent 
results from the Cassini-Huygens mission suggest that the 
environment there would be hostile to anything remotely 
familiar to us.  (Sec. 12.5)

A more promising scenario comes from the discovery 
that four jovian moons—Jupiter’s Europa and Ganymede 
and Saturn’s Titan and Enceladus—may contain significant 
amounts of liquid water in their interiors.  (Sec. 11.5) This 
possibility has fueled speculation about the development of 
life within these bodies, making them prime candidates for 
future exploration. Europa in particular is high on the prior-
ity lists of both NASA and the European Space Agency. Again, 
conditions in or on these moons are far from ideal by Earthly 
standards, but, as we discuss below, scientists are finding 
more and more examples of terrestrial organisms that thrive 
in extreme environments once regarded as uninhabitable.

The planet most likely to harbor life (or, more likely, to 
have harbored it in the past) still seems to be Mars. The Red 

Planet is harsh by Earth standards: Liquid water is scarce, 
the atmosphere is thin, and the absence of magnetism 
and an ozone layer allows solar high-energy particles and 
ultraviolet radiation to reach the surface unabated. But the 
Martian atmosphere was thicker, and the surface probably 
warmer and much wetter, in the past.  (Sec. 10.5) Indeed, 
there is strong photographic evidence from orbiters such as 
Viking and Mars Global Surveyor for flowing and standing 
water on Mars in the distant (and perhaps even relatively 
recent) past. In 2004, the European Mars Express orbiter 
confirmed the long-hypothesized presence of water ice at 
the Martian poles, and NASA’s Opportunity rover reported 
strong geological evidence that the region around its land-
ing site was once “drenched” with water for an extended 
period.

All of these lines of reasoning strongly suggest that 
Mars—at least at some time in its past—harbored liquid 
water. However, none of the Mars landers has detected any-
thing that might be interpreted as the remains (fossilized or 
otherwise) of large plants or animals, and only the Viking 
and Curiosity landers have carried equipment capable of 
performing the detailed biological analysis needed to detect 
bacterial life (or its fossil remnants). The Viking robots 
scooped up Martian soil and tested it for the presence of 
life by conducting chemical experiments designed to detect 
the waste gases and other products of metabolic activity, 
but no unambiguous evidence of Martian life has emerged. 

 (Discovery 10-1) The Curiosity rover that landed in 2012 
(Figure 28.9) is now at work near what resembles ancient, 
dry lake beds, but so far no Martian life, dead or alive, has 
been detected.

Some scientists have suggested that a different type of 
biology may be operating on the Martian surface. They pro-
pose that Martian microbes capable of eating and digest-
ing oxygen-rich compounds in the Martian soil could also 
explain the Viking results. This speculation would be greatly 
strengthened if recent announcements of fossilized bacteria 
in meteorites originating on Mars were confirmed (although 
it seems that the weight of scientific opinion is currently 
running against that interpretation of the data). The consen-
sus among biologists and chemists today is that Mars does 
not house any life similar to that on Earth, but a solid verdict 
regarding past life on Mars will not be reached until we have 
thoroughly explored our intriguing neighbor.

In considering the emergence of life under adversity, 
we should perhaps not be too quick to rule out an envi-
ronment based solely on its extreme properties. Figure 
28.10 shows a very hostile environment on a deep-ocean 
floor, where hydrothermal vents spew forth boiling hot 
water from vertical tubes a few meters tall. The conditions 
are quite unlike anything on our planet’s surface, yet life 
thrives in an environment rich in sulfur, poor in oxygen, 
and completely dark. Such underground hot springs might 
conceivably exist on alien worlds, raising the possibility of 
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life-forms with much greater diversity over a 
much wider range of conditions than those 
known to us on Earth.

In recent years scientists have discov-
ered many instances of so-called extremo-
philes—life-forms that have adapted to live 
in extreme environments. The superheated 
hydrothermal vents in Figure 28.10 are one 
example, but extremophiles have also been 
found in frigid lakes buried deep under the 
Antarctic glaciers, in the dark, oxygen-poor 
and salt-rich floor of the Mediterranean Sea, 
in the mineral-rich superalkaline environ-
ment of California’s Mono lake, and even 
in the hydrogen-rich volcanic darkness far 
below Earth’s crust. In many cases these 

▲ figure 28.9 Search for Martian Life Samples of Martian dirt were collected and examined by the Curiosity 
robot, seen partially at left while experimenting in a shallow depression called “yellowknife Bay” near the equator. no 
signs of life have yet been found. (NASA)

◀ figure 28.10 Hydrothermal Vents A two-person submarine 
(the Alvin, partly seen at bottom) took this picture of a hot spring, 
or “black smoker”—one of many along the midocean ridge in the 
eastern Pacific Ocean. As hot water rich in sulfur pours out of the top 
of the vent’s tube (near center), black clouds billow forth, providing 
a strange environment for many life-forms thriving near the vent. 
The inset shows a close-up of the vent base, where extremophilic 
life thrives, including, as seen here, giant red tube worms and huge 
crabs. (WHOI)
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organisms have evolved to create the energy they need by 
purely chemical means, using chemosynthesis instead of 
photosynthesis, the process whereby plants turn sunlight 
into energy. These environments may present conditions 
not so different from those found on Mars, Europa, or Titan, 
suggesting that even “life as we know it” might well be able 
to thrive in these hostile, alien worlds.

Alternative Biochemistries
Conceivably, some types of biology might be so different 
from life on Earth that we would not recognize them and 
would not know how to test for them. What might these 
other biologies be?

Some scientists have pointed out that the abundant ele-
ment silicon has chemical properties somewhat similar to 
those of carbon and have suggested silicon as a possible alter-
native to carbon as the basis for living organisms. Ammo-
nia (made of the common elements hydrogen and nitrogen) 
is sometimes put forward as a possible liquid medium in 
which life might develop, at least on a planet cold enough for 
ammonia to exist in the liquid state. Together or separately, 
these alternatives would surely give rise to organisms with 
biochemistries (the basic biological and chemical processes 
responsible for life) radically different from those we know 
on Earth. Conceivably, we might have difficulty even identi-
fying these organisms as alive.

Although the possibility of such alien life-forms is a fas-
cinating scientific problem, most biologists would argue that 
chemistry based on carbon and water is the one most likely 
to give rise to life. Carbon’s flexible chemistry and water’s 
wide liquid temperature range are just what are needed 
for life to develop and thrive. Silicon and ammonia seem 
unlikely to fare as well as bases for advanced life-forms. 
Silicon’s chemical bonds are weaker than those of carbon 
and may not be able to form complex molecules—an appar-
ently essential aspect of carbon-based life. Also, the colder 
the environment, the less energy there is to drive biological 
processes. The low temperatures necessary for ammonia to 
remain liquid might inhibit or even completely prevent the 
chemical reactions leading to the equivalent of amino acids 
and nucleotide bases.

Still, we must admit that we know next to nothing about 
noncarbon, nonwater biochemistries, for the very good 

reason that there are no examples of them to study experi-
mentally. We can speculate about alien life-forms and try to 
make general statements about their characteristics, but we 
can say little of substance about them.

CoNCePt Check

4 Which solar system bodies (other than Earth) are the 
leading candidates in the search for extraterrestrial 
life?

28.3 Intelligent Life in the Galaxy
With humans apparently the only intelligent life in the solar 
system, we must broaden our search for extraterrestrial 
intelligence to other stars and perhaps even other galaxies. 
At such distances, though, we have little hope of actually 
detecting life with current equipment. Instead, we must ask, 
“How likely is it that life in any form—carbon based, silicon 
based, water based, ammonia based, or something we can-
not even dream of—exists?” Let’s look at some numbers to 
develop estimates of the probability of life elsewhere in the 
universe.

The Drake Equation
An early approach to this problem is known as the Drake 
equation, after the U.S. astronomer who pioneered the anal-
ysis (below). It attempts to express the probability of life in 
our Galaxy in terms of specific factors with roots in astron-
omy, biology, and anthropology.

Of course, several of the factors in this formula are 
largely a matter of opinion. We do not have nearly enough 
information to determine—even approximately—every fac-
tor in the equation, so the Drake equation cannot give us a 
hard-and-fast answer. Its real value is that it subdivides a large 
and difficult question into smaller pieces that we can attempt 
to answer separately. The equation provides the framework 
within which the problem can be addressed and parcels out 
the responsibility for the final solution among many differ-
ent scientific disciplines. Figure 28.11 illustrates how, as our 
requirements become more and more stringent, only a small 
fraction of star systems in the Milky Way is likely to generate 
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the advanced qualities specified by the combination of fac-
tors on the right-hand side of the equation.

Let’s examine the factors in the equation one by one 
and make some educated guesses about their values. Bear 
in mind, though, that if you ask two scientists for their best 
estimates of any given factor, you will likely get two very 
different answers!

Rate of Star Formation
We can estimate the average number of stars forming each 
year in the Galaxy simply by noting that at least 100 billion 
stars now shine in the Milky Way. Dividing this number by 
the 10-billion-year lifetime of the Galaxy, we obtain a for-
mation rate of 10 stars per year. This rate may be an overes-
timate, because we think that fewer stars are forming now 
than formed at earlier epochs of the Galaxy, when more 
interstellar gas was available. However, we do know that 
stars are forming today, and our estimate does not include 
stars that formed in the past and have since died, so our 
value of 10 stars per year is probably reasonable when aver-
aged over the lifetime of the Milky Way.

Fraction of Stars Having Planetary 
Systems
Many astronomers regard planet formation as a natural 
result of the star-formation process. If the condensation 
theory (Chapter 16) or some variant of it is correct, and if 
there is nothing special about our Sun, as we have argued 
throughout this book, then we would expect many stars to 
have at least one planet.  (Secs. 6.7, 15.5) Indeed, as we 

have seen, increasingly sophisticated observations indicate 
the presence of disks around young stars. Could these disks 
be protosolar systems? The condensation theory suggests 
that they are, and the short (theoretical) lifetimes of disks 
imply the existence of many planet-forming systems in the 
neighborhood of the Sun.

As observational techniques have improved over the 
past two decades, these expectations have been borne out, 
and there is now overwhelming evidence for planets orbit-
ing hundreds of other stars. The first planets discovered 
were much larger than Earth, and mostly moved on eccen-
tric or “hot” orbits, but as we saw in Chapter 15, these were 
the only planets that could have been detected with the 
instruments available at the time.  (Sec. 15.4) However, 
as detection technology has advanced, more and more plan-
ets with masses comparable to Earth have been discovered, 
to the point that, today, several dozen Earth-sized planets, 
many on roughly Earth-like orbits, have been confirmed. 

 (Sec. 15.5) These observations are at the very edge of 
current capabilities, and many astronomers expect the num-
bers of “Earth-like” planets to grow rapidly as new detectors 
come on line.

Only about 10 percent of the nearby stars surveyed 
to date have been found to have planets. However, most 
researchers think that this is a significant underestimate of 
the true fraction because of observational limitations and 
selection biases.  (Sec. 15.4) Thus, accepting the conden-
sation theory and its consequences, and without being either 
too conservative or naively optimistic, we assign a value 
near unity to this factor—that is, we think that essentially all 
stars form with planetary systems of some sort.

Number of Habitable Planets  
per Planetary System
What determines the feasibility of life on a given planet? 
Temperature is perhaps the single most important factor, 
although the possibility of catastrophic external events, such 
as cometary impacts or even distant supernovae, must also 
be considered.  (Discovery 11-1, Sec. 21.3)

The surface temperature of a planet depends on two 
things: the planet’s distance from its parent star and the 
thickness of the planet’s atmosphere. Planets with a nearby 
parent star (but not too close) and some atmosphere (though 
not too thick) should be reasonably warm, like Earth or 
Mars. Planets far from the star and with no atmosphere, like 
Pluto, will surely be cold by our standards. And planets too 
close to the star and with a thick atmosphere, like Venus, 
will be very hot indeed.

As discussed in Chapter 15, a three-dimensional stellar 
habitable zone of “comfortable” temperatures surrounds 
every star.  (Sec. 15.7) (The zones are indicated as rings 
in our two-dimensional figure, Figure 28.12.) The habitable 
zone represents the range of distances within which a planet 

Enduring technological societies are
represented by the smallest box.

All the stars in the Milky Way
are represented by this large box.

Star systems
with:
planets
habitats
life
intelligence
culture

Narrated figure 28.11 Drake equation Of all the 
star systems in our Milky Way Galaxy, progressively fewer 
and fewer have each of the qualities typical of a long-lasting 
technological society.
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of mass and composition similar to Earth’s would have a 
surface temperature between the freezing and boiling points 
of water. (Our Earth-based bias is again clear here!) The 
hotter the star, the larger is this zone (Figure 28.12). A- and 
F-type stars have rather large habitable zones, but the size 
of the zone diminishes rapidly as we proceed through G-, 
K-, and M-type stars (although, as we saw in Chapter 15, 
numerous Earths and super-Earths do in fact lie within the 
habitable zones of their low-mass parent stars).  (Sec. 15.7)

In addition to their small habitable zones, lightweight 
M-type stars are thought to be prone to such violent surface 
activity that they are generally not considered likely hosts of 
life-bearing planets, despite their large numbers.  (Sec. 17.8)  
At the other extreme, massive O- and B-type stars are also 
considered unlikely candidates, both because they are rare 
and because they are not expected to last long enough for life 
to develop, even if they do have planets.

Three planets—Venus, Earth, and Mars—reside in or 
near the habitable zone surrounding our Sun. Venus is too 
hot because of its thick atmosphere and proximity to the 
Sun. Mars is a little too cold because its atmosphere is too 
thin and it is too far from the Sun. But if the orbits of Venus 
and Mars were swapped—not inconceivable, since chance 
played such a large role in the formation of the terrestrial 
planets—then both of these nearby planets might conceiv-
ably have evolved surface conditions resembling those on 
Earth.  (Secs. 10.5, 15.4) In that case our solar system 
would have had three habitable planets instead of one. Per-
haps just as important, proximity to a giant planet may also 
render the interior of a moon (such as Europa or Titan) hab-
itable, the planet’s tidal heating making up for the lack of 
sunlight.  (Sec. 11.5) Sheltered by its parent planet’s grav-
ity, such a moon might be largely immune to the habitable 
limitations just described for planets.

A planet moving on a “habitable” orbit may still be 
rendered uninhabitable by external events. Many scientists 
think that the outer planets in our own solar system are 
critical to the habitability of the inner worlds, both by sta-
bilizing their orbits and by protecting them from cometary 
impacts, deflecting would-be impactors away from the inner 
part of the solar system. The theory presented in Chapter 15 
suggests that a star with inner terrestrial planets on stable 
orbits would probably also have the jovian worlds needed 
to safeguard their survival.  (Sec. 15.2) However, obser-
vations of extrasolar planets are not yet sufficiently refined 
to determine the fraction of stars having “outer planet” sys-
tems like our own.  (Sec. 15.7)

Other external forces may also influence a planet’s 
survival. Some researchers have suggested that there is a 
galactic habitable zone for stars in general, outside of which 
conditions are unfavorable for life (see Figure 28.13). Far from 
the Galactic center, the star formation rate is low and few 
cycles of star formation have occurred, so there are insufficient 
heavy elements to form terrestrial planets or populate 
them with technological civilizations if any should form.  

 (Sec. 21.5) Too close, and the radiation from bright 
stars and supernovae in the crowded inner part of the 
Galaxy might be detrimental to life. More importantly, 
the gravitational effects of nearby stars may send frequent 
showers of comets from the counterpart of the Oort cloud 
into the inner regions of a planetary system, striking the 
terrestrial planets and terminating any chain of evolution 
that might lead to intelligent life.

Thus, to estimate the number of habitable planets per 
planetary system, we must first take inventory of how many 
stars of each type shine in the Galactic habitable zone, then 
calculate the sizes of their stellar habitable zones and estimate 
the number of planets likely to be found there. In doing so, 

◀ figure 28.12 Stellar Habitable 
Zones Hot stars have bigger habitable 
zones than do cool ones. For a G-type 
star like the Sun, the zone extends 
from about 0.8 AU to 2 AU. For a hotter 
F-type star, the range is 1.2 to 2.8 AU. 
For a cool M-type star, only Earth-like 
planets orbiting between about 0.02 
and 0.06 AU would be habitable.

F-type star

G-type

1 AU

M-type
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fact is that we still have insufficient data about 
most stars to make any strong statement about 
habitable worlds in their planetary systems.

Taking the many uncertainties into account 
as best we can, we assign a value of 1/10 to this fac-
tor in our equation. In other words, we think that, 
on average, there is 1 potentially habitable planet 
for every 10 planetary systems that might exist in 
our Galaxy. Single F-, G-, and K-type stars are the 
best candidates.

Fraction of Habitable Planets on 
Which Life Actually Arises

The number of possible combinations of atoms is incredibly 
large. If the chemical reactions that led to the complex mol-
ecules that make up living organisms occurred completely 
at random, then it is extremely unlikely that those molecules 
could have formed at all. In that case, life is extraordinarily 
rare, this factor is close to zero, and we are probably alone in 
the Galaxy, perhaps even in the entire universe.

◀ figure 28.13 galactic Habitable Zone Some 
regions of the Galaxy may be more conducive to life than 
others. Too far from the Galactic center, there may not be 
enough heavy elements for terrestrial planets to form or 
technological society to evolve. Too close, the radiative 
or gravitational effects of nearby stars may render life 
impossible. The result is a ring-shaped habitable zone, 
colored here in green, although its full extent is uncertain.

High star densities
and intense radiation
are present in here.

Heavy elements are
scarce way out here.

The Sun’s orbit
(yellow) is well
inside the Galaxy’s
habitable zone.

Galactic habitable zone

(a)

(b)

(c)

▶ figure 28.14 Binary-Star Planets In binary-star systems, 
planets are restricted to only a few kinds of orbits that are 
gravitationally stable. (a) This orbit is stable only if the planet lies 
very close to its parent star, so that the gravity of the other star is 
negligible. (b) A planet circulating at a great distance about both 
stars in an elliptical orbit is stable only if it lies far from both stars. 
(c) Another possible path interweaves between the two stars in a 
figure-eight pattern.

we eliminate almost all of the stars around which planets 
have so far been observed, and presumably a similar fraction 
of stars in general. The large jovian planets seen in most 
cases have eccentric orbits that would destabilize the motion 
of any inner terrestrial world, either ejecting it completely 
from the system or making conditions so extreme that the 
chances for the development of life are severely reduced. 

 (Sec. 15.6) We also exclude the majority of binary-star 
systems: Given the observed properties of binaries in our 
Galaxy, “habitable” planetary orbits in binary systems would 
be unstable in many cases, as illustrated in Figure 28.14, so 
there would not be time for life to develop.

The scant observational evidence currently available 
on Earth-like planets in habitable orbits suggests that only a 
few percent of known planetary systems contain a habitable 
planet.  (Sec. 5.5) However, because these planets are so 
close to the limits of detectability with current equipment, 
many astronomers think the true fraction will turn out to 
be much higher. Potentially habitable jovian moons could 
increase the fraction still further. However, many uncertain-
ties remain. The inner and outer radii of the Galactic habit-
able zone are not known with any certainty, and the simple 



728 CHAPTER 28 Life in the Universe

A
N

IM
A

TI
O

N
/V

ID
E

O
 A

st
er

o
id

 Im
p

ac
ti

n
g

 t
h

e 
Ea

rt
h

However, laboratory experiments (such as the Urey-
Miller experiment described earlier) seem to suggest that 
certain chemical combinations are strongly favored over 
others—that is, the reactions are not random. Of the billions 
upon billions of basic organic groupings that could occur on 
Earth from the random combination of all sorts of simple 
atoms and molecules, only about 1500 actually do occur. 
Furthermore, these 1500 organic groups of terrestrial biol-
ogy are made from only about 50 simple “building blocks” 
(including the amino acids and nucleotide bases mentioned 
earlier). This suggests that molecules critical to life are not 
assembled by chance alone; apparently, additional factors are 
at work on the microscopic level. If a relatively small number 
of chemical “evolutionary tracks” are likely to exist, then the 
formation of complex molecules—and hence, we assume, 
life—becomes much more likely, given sufficient time.

To assign a very low value to this factor in the equation 
is to think that life arises randomly and rarely. To assign a 
value close to unity is to think that life is inevitable, given 
the proper ingredients, a suitable environment, and a long 
enough time. No simple experiment can distinguish between 
these extreme alternatives, and there is little or no middle 
ground. To many researchers, the discovery of life (past or 
present) on Mars, Europa, Titan, or some other body in our 
solar system would convert the appearance of life from an 
unlikely miracle to a virtual certainty throughout the Gal-
axy. Working on the principle that a universe with other life 
forms is far more interesting than one without, we will take 
the optimistic view and adopt a value of unity.

Fraction of Life-Bearing Planets on 
Which Intelligence Arises
As with the evolution of life, the appearance of a well-
developed brain is a highly unlikely event if only chance 
is involved. However, biological evolution through natural 
selection is a mechanism that generates apparently highly 
improbable results by singling out and refining useful char-
acteristics. Organisms that profitably use adaptations can 
develop more complex behavior, and complex behavior pro-
vides organisms with the variety of choices needed for more 
advanced development.

One school of thought maintains that, given enough 
time, intelligence is inevitable. In this view, assuming that 
natural selection is a universal phenomenon, at least one 
organism on a planet will always rise to the level of “intelli-
gent life.” If this is correct, then the fifth factor in the Drake 
equation equals or nearly equals unity.

Others argue that there is only one known case of intel-
ligence: human beings on Earth. For 2.5 billion years—
from the start of life about 3.5 billion years ago to the first 
appearance of multicellular organisms about 1 billion years 
ago—life did not advance beyond the one-celled stage. Life 
remained simple and dumb, but it survived. If this latter 

view is correct, then the fifth factor in our equation is very 
small, and we are faced with the depressing prospect that 
humans may be the smartest form of life anywhere in the 
Galaxy. As with the previous factor, we will be optimistic 
and simply adopt a value of unity here.

Fraction of Planets on Which 
Intelligent Life Develops and Uses 
Technology
To evaluate the sixth factor of our equation, we need to esti-
mate the probability that intelligent life eventually develops 
technological competence. Should the rise of technology be 
inevitable, this factor is close to unity, given a long enough 
time. If it is not inevitable—if intelligent life can somehow 
“avoid” developing technology—then this factor could be 
much less than unity. The latter scenario envisions a uni-
verse possibly teeming with intelligent civilizations, but very 
few among them ever becoming technologically competent. 
Perhaps only one managed it—ours.

Again, it is difficult to decide conclusively between these 
two views. We don’t know how many prehistoric Earth cul-
tures failed to develop simple technology or rejected its use. 
We do know that the roots of our present civilization arose 
independently at several different places on Earth, includ-
ing Mesopotamia, India, China, Egypt, Mexico, and Peru. 
Because so many of these ancient cultures originated at about 
the same time, it is tempting to conclude that the chances are 
good that some sort of technological society will inevitably 
develop, given some basic intelligence and enough time.

If technology is inevitable, then why haven’t other life-
forms on Earth also found it useful? Possibly the competi-
tive edge given to humans, by intellectual and technological 
skills the first species to develop them, allowed us to domi-
nate so rapidly that other species—gorillas and chimpan-
zees, for example—simply haven’t had time to catch up. The 
fact that only one technological society exists on Earth does 
not imply that the sixth factor in our Drake equation must 
be very much less than unity. On the contrary, it is precisely 
because some species will probably always fill the niche of 
technological intelligence that we will take this factor to be 
close to unity.

Average Lifetime of a Technological 
Civilization
The reliability of the estimate of each factor in the Drake 
equation declines markedly from left to right. For example, 
our knowledge of astronomy enables us to make a reason-
ably good stab at the first factor, namely, the rate of star 
formation in our Galaxy, but it is much harder to evaluate 
some of the later factors, such as the fraction of life-bearing 
planets that eventually develop intelligence. The last fac-
tor on the right-hand side of the equation, the longevity of 
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technological civilizations, is totally unknown. There is only 
one known example of such a civilization: humans on planet 
Earth. Our own civilization has survived in its “technologi-
cal” state for only about 100 years, and how long we will be 
around before a natural or human-made catastrophe ends it 
all is impossible to tell.  (Discovery 11-1)

Number of Technological Civilizations 
in the Galaxy
One thing is certain: If the correct value for any one factor in 
the equation is very small—and we have just seen at least two 
for which this could well be the case, our optimistic choices 
notwithstanding—then few technological civilizations now 
exist in the Galaxy. In other words, if the pessimistic view of 
the development of life or of intelligence is correct, then we are 
unique, and that is the end of our story. However, if both life 
and intelligence are inevitable consequences of chemical and 
biological evolution, as many scientists think, and if intelligent 
life always becomes technological, then we can plug the higher, 
more optimistic values into the Drake equation. In that case, 
combining our estimates for the other six factors (and noting 
that 10 * 1 * 1/10 * 1 * 1 * 1 = 1), we have

number of technological 
intelligent civilizations 
now present in the  
Milky Way Galaxy

5

average lifetime of a 
technologically  
competent civilization  
in years.

Thus, if civilizations typically survive for 1000 years, there 
should be 1000 of them currently in existence scattered 
throughout the Galaxy. If they live for a million years, on 
average, we would expect there to be a million advanced 
civilizations in the Milky Way, and so on.

Note that, even setting aside language and cultural 
issues, the sheer size of the Galaxy presents a signifi-
cant hurdle to communication between technological 
civilizations. The minimum requirement for a two-way 
conversation is that we can send a signal and receive a 
reply in a time shorter than our own lifetime. If the life-
time is short, then civilizations are literally few and far 
between—small in number, according to the Drake equa-
tion, and scattered over the vastness of the Milky Way—
and the distances between them (in light-years) are much 
greater than their lifetimes (in years). In that case, two-
way communication, even at the speed of light, will be 
impossible. However, as the lifetime increases, the dis-
tances get smaller as the Galaxy becomes more crowded, 
and the prospects improve.

Taking into account the size, shape, and distribution of 
stars in the Galactic disk (why do we exclude the halo?), and 
under the optimistic assumptions just made, we find that, 
unless the life expectancy of a civilization is at least a few 
thousand years, it is unlikely to have time to communicate 
with even its nearest neighbor.

ProCeSS of SCieNCe Check

4 If most of the factors are largely a matter of opinion, 
how does the Drake equation assist astronomers in 
refining their search for extraterrestrial life?

28.4  The Search for  
Extraterrestrial Intelligence

Let us continue our optimistic assessment of the prospects 
for life and assume that civilizations enjoy a long stay on 
their parent planet once their initial technological “teeth-
ing problems” are past. In that case, intelligent, technologi-
cal, and perhaps also communicative cultures are likely to 
be plentiful in the Galaxy. How might we become aware 
of their existence? The ongoing search for extraterrestrial 
intelligence (known to many by its acronym, SETI) is the 
topic of this final section.

Meeting Our Neighbors
For definiteness, let’s assume that the average lifetime of 
a technological civilization is 1 million years—only 1 per-
cent of the reign of the dinosaurs, but 100 times longer than 
human civilization has survived thus far. Given the size and 
shape of our Galaxy and the known distribution of stars in 
the Galactic disk, we can then estimate the average distance 
between these civilizations to be some 30 pc, or about 100 
light-years. Thus, any two-way communication with our 
neighbors—using signals traveling at or below the speed of 
light—will take at least 200 years (100 years for the message 
to reach the planet and another 100 years for the reply to 
travel back to us).

One obvious way to search for extraterrestrial life would 
be to develop the capability to travel far outside our solar 
system. However, that may never be a practical possibility. 
At a speed of 50 km/s, the speed of the fastest space probes 
operating today, the round-trip to even the nearest Sun-like 
star, Alpha Centauri, would take about 50,000 years. The 
journey to the nearest technological neighbor (assuming 
a distance of 30 pc) and back would take 600,000 years—
almost the entire lifetime of our species! Interstellar travel 
at these speeds is clearly not feasible. Speeding up our ships 
to near the speed of light would reduce the travel time, but 
doing that is far beyond our present technology.

Actually, our civilization has already launched some 
interstellar probes, although they have no specific stel-
lar destination. Figure 28.15 is a reproduction of a plaque 
mounted on board the Pioneer 10 spacecraft launched in the 
mid-1970s and now well beyond the orbit of Pluto, on its way 
out of the solar system. Similar information was included 
aboard the Voyager probes launched in 1978. Although these 
spacecraft would be incapable of reporting back to Earth the 
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news that they had encountered an alien culture, scientists 
hope that the civilization on the other end would be able to 
unravel most of its contents using the universal language 
of mathematics. The caption to Figure 28.15 notes how the 
aliens might discover from where and when the Pioneer and 
Voyager probes were launched.

Setting aside the many practical problems that arise in 
trying to establish direct contact with extraterrestrials, some 
scientists have argued that it might not even be a particu-
larly good idea. Our recent emergence as a technological civ-
ilization implies that we must be one of the least advanced 
technological intelligences in the entire Galaxy. Any other 
civilization that discovers us will almost surely be more 
advanced than us. Consequently, a healthy degree of caution 
may be warranted. If extraterrestrials behave even remotely 
like human civilizations on Earth, then the most advanced 
aliens may naturally try to dominate all others. The behav-
ior of the “advanced” European cultures toward the “primi-
tive” races they encountered on their voyages of discovery 
in the seventeenth, eighteenth, and nineteenth centuries 
should serve as a clear warning of the possible undesirable 
consequences of contact. Of course, the aggressiveness of 
Earthlings may not apply to extraterrestrials, but given the 
history of the one intelligent species we know, the cautious 
approach may be in order.

Radio Communication
A cheaper and much more practical alternative to direct 
contact is to try to communicate with extraterrestrials by 

using only electromagnetic radiation, the fastest known 
means of transferring information from one place to 
another. Because light and other high-frequency radiation 
is heavily scattered while moving through dusty interstellar 
space, long-wavelength radio radiation seems to be the natu-
ral choice. We would not attempt to broadcast to all nearby 
candidate stars, however—that would be far too expensive 
and inefficient. Instead, radio telescopes on Earth would lis-
ten passively for radio signals emitted by other civilizations. 
Indeed, some preliminary searches of selected nearby stars 
are now underway, thus far without success.

In what direction should we aim our radio telescopes? 
The answer to this question, at least, is fairly easy: On the 
basis of our earlier reasoning, we should target all F-, G-, 
and K-type stars in our vicinity. But are extraterrestrials 
broadcasting radio signals? If they are not, this search tech-
nique will obviously fail. And even if they are, how do we 
distinguish their artificially generated radio signals from 
signals naturally emitted by interstellar gas clouds? To what 
frequency should we tune our receivers? The answer to 
this question depends on whether the signals are produced 
deliberately or are simply “waste radiation” escaping from a 
planet.

Consider how Earth would look at radio wavelengths 
to extraterrestrials. Figure 28.16 shows the pattern of radio 
signals we emit into space. From the viewpoint of a distant 
observer, the spinning Earth emits a bright flash of radio 
radiation every few hours. In fact, Earth is now a more 
intense radio emitter than the Sun. The flashes result from 
the periodic rising and setting of hundreds of FM radio sta-
tions and television transmitters. Each station broadcasts 
mostly parallel to Earth’s surface, sending a great “sheet” 
of electromagnetic radiation into interstellar space, as illus-
trated in Figure 28.16(a). (The more common AM broad-
casts are trapped below our ionosphere, so those signals 
never leave Earth.)

Because the great majority of these transmitters are 
clustered in the eastern United States and western Europe, 
a distant observer would detect periodic blasts of radiation 
from Earth as our planet rotates each day (Figure 28.16b). 
This radiation races out into space and has been doing so 
since the invention of these technologies more than seven 
decades ago. Another civilization at least as advanced as 
ours might have constructed devices capable of detecting 
these blasts of radiation. If any sufficiently advanced (and 
sufficiently interested) civilization resides on a planet orbit-
ing any of the thousand or so stars within roughly 70 light-
years (20 pc) of Earth, then we have already broadcast our 
presence to them.

Of course, it may very well be that, having discovered 
cable and fiber-optics technology, most civilizations’ indis-
criminate transmissions cease after a few decades. In that 
case, radio silence becomes the hallmark of intelligence, and 
we must find an alternative means of locating our neighbors.

▲ figure 28.15 interstellar Message This replica of a plaque 
mounted on board the Pioneer 10 spacecraft shows a scale drawing 
of the craft, a man, and a woman; a diagram of the hydrogen 
atom undergoing a change in energy (top left); a starburst pattern 
representing various pulsars and the frequencies of their radio waves 
that can be used to estimate when the craft was launched (middle 
left); and a depiction of the solar system, showing that the spacecraft 
departed the third planet from the Sun and passed the fifth planet on 
its way toward interstellar space (bottom). (NASA)
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The Water Hole
Now let us suppose that a civilization has decided to assist 
searchers by actively broadcasting its presence to the rest of 
the Galaxy. At what frequency should we listen for such an 
extraterrestrial beacon? The electromagnetic spectrum is 
enormous; the radio domain alone is vast. To hope to detect 
a signal at some unknown radio frequency is like searching 
for a needle in a haystack. Are some frequencies more likely 
than others to carry alien transmissions?

Some basic arguments suggest that civilizations might 
communicate at a wavelength near 20 cm. As we saw in 
Chapter 18, the basic building blocks of the universe, namely, 
hydrogen atoms, radiate naturally at a wavelength of 21 cm. 

 (Sec. 18.4) Also, one of the simplest molecules, hydroxyl 
(OH), radiates near 18 cm. Together, these two substances 
form water (H2O). Arguing that water is likely to be the 
interaction medium for life anywhere and that radio radia-
tion travels through the disk of our Galaxy with the least 
absorption by interstellar gas and dust, some researchers have 
proposed that the interval between 18 and 21 cm is the best 
range of wavelengths for civilizations to transmit or monitor. 

▲ figure 28.16 earth’s radio Leakage radio radiation leaks from Earth into space because of the daily activities 
of our technological civilization. (a) Most radio and television transmitters broadcast their energy parallel to Earth’s 
surface (where people live), sending a great “sheet” of electromagnetic radiation into interstellar space. (b) Because 
most transmitters are clustered in the eastern United States and western Europe, a distant observer would detect 
blasts of radio radiation from Earth as our planet rotates each day.

Earth’s radio signal
from afar would seem
to vary like that shown
in the graph.
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Called the water hole, this radio interval might serve as an 
“oasis” where all advanced galactic civilizations would gather 
to conduct their electromagnetic business. So, if ET wants to 
be found, the reasoning goes, this is where we should look!

The water-hole frequency interval is only a guess, of 
course, but it is supported by other arguments as well. Fig-
ure 28.17 shows the water hole’s location in the electromag-
netic spectrum and plots the amount of natural emission 
from our Galaxy and from Earth’s atmosphere. The 18- to 
21-cm range lies within the quietest part of the spectrum, 
where the galactic “static” from stars and interstellar clouds 
happens to be minimized. Furthermore, the atmospheres of 
typical planets—or, at least, planets comparable to Earth—
are also expected to interfere least at these wavelengths. 
Thus, the water hole seems like a good choice for the fre-
quency of an interstellar beacon, although we cannot be sure 
of this reasoning until contact is actually achieved.

A few radio searches are now in progress at frequen-
cies in and around the water hole. One of the most sensitive 
and comprehensive projects in the search for extraterrestrial 
intelligent life (known to many by its acronym SETI) is now 
underway with the Allen Telescope Array (Figure 28.18a). 
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This collection of many small dishes is currently search-
ing millions of channels simultaneously in the 1- to 3-GHz 
range. Actually, in these searches, computers do most of 
the “listening;” humans get involved only if the signals look 
intriguing. Figure 28.18(b) shows what a typical narrow-
band, 1-Hz signal—a potential “signature” of an intelligent 
transmission—would look like on a computer monitor. How-
ever, this observation was merely a test to detect the weak, 
redshifted radio signal emitted by the Pioneer 10 robot, now 
receding into the outer realm of our solar system—a sign of 
intelligence, but one that we put there. Nothing resembling 
an extraterrestrial signal has yet been detected.

The space surrounding all of us could be, right now, 
flooded with radio signals from extraterrestrial civiliza-
tions. If only we knew the proper direction and frequency, 
we might be able to make one of the most startling discov-
eries of all time. The result would likely provide whole new 
opportunities to study the cosmic evolution of energy, mat-
ter, and life throughout the universe.

ProCeSS of SCieNCe Check

4 Why do many researchers regard the “water hole” as a 
likely place to search for extraterrestrial signals?
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◀ figure 28.17 Water 
Hole The “water hole” is 
bounded by the natural emission 
frequencies of the hydrogen (H) 
atom at 21-cm wavelength and 
the hydroxyl (OH) molecule at 
18-cm wavelength.  (Secs. 
18.4, 18.5) The topmost solid 
(blue) curve sums the natural 
emissions of our Galaxy (dashed 
line) and Earth’s atmosphere 
(dotted line), which in turn are 
superposed atop the cosmic 
background radiation.  (Sec. 
26.7) This sum is minimized near 
the water-hole frequencies, and 
thus all intelligent civilizations 
might conduct their interstellar 
communications within this 
quiet “electromagnetic oasis.”

(a) (b)

▶ figure 28.18 Project 
Seti (a) This array of small radio 
dishes at the SETI Institute in 
California is designed to search 
for extraterrestrial intelligent 
signals. (b) A typical recording of 
an alien signal—here, as a test, 
the Doppler-shifted broadcast 
from the Pioneer 10 spacecraft, 
now well beyond the Kuiper 
belt—shows a diagonal line 
across the computer monitor, in 
contrast to the random noise in 
the background. (SETI Institute)



Chapter review  733

The Big Question The “Big Question” of Chapter 1 asked if planets might orbit the innumerable 
stars observed in the universe. It further wondered if there might be intelligent beings on some of those 
planets. Perhaps the grandest of all unsolved questions in astronomy is whether alien beings reside 
beyond Earth. For that reason alone, the search for extraterrestrial life will continue. The quest will 
never end.

1  Cosmic evolution (p. 716)  
is the continuous process that 
has led to the appearance of 
galaxies, stars, planets, and 
life on Earth. Living organisms 
may be characterized by their 
ability to react to their environment, to grow by taking in nutri-
tion from their surroundings, and to reproduce, passing along 
some of their own characteristics to their offspring. Organisms 
that can best take advantage of their new surroundings succeed 
at the expense of those organisms that cannot make the nec-
essary adjustments. Intelligence is strongly favored by natural 
selection.
2  Powered by natural energy 

sources, reactions between simple 
molecules in the oceans of the primi-
tive Earth may have led to the forma-
tion of amino acids (p. 718) and 
nucleotide bases (p. 718), the basic 
molecules of life. Amino acids build 
proteins, which control metabolism, while sequences of nucleo-
tide bases make up DNA, the genetic blueprint of a living organ-
ism. Alternatively, some of these complex molecules, or their 
progenitors, may have been formed in interstellar space and then 
delivered to Earth by meteors or comets.
3  The best hope for life beyond Earth 

in the solar system is the planet Mars, 
although no direct evidence for life—
current or extinct—has yet been found. 
Some of the icy moons of the outer 
planets—Jupiter’s Europa and Ganymede, 
and Saturn’s Titan and Enceladus—
may also be possibilities for life of some 
sort. Conditions on those frozen bodies 
are harsh by terrestrial standards, although extremophiles 
(p. 723) on Earth have been found to thrive in hostile 

environments in which life had previously been thought 
impossible.
4  The Drake equation (p. 724) pro-

vides a means of estimating the probability 
of intelligent life in the Galaxy. The astro-
nomical factors in the equation are the 
galactic star-formation rate, the likelihood 
of planets, and the number of habitable 
planets. Chemical and biological factors 
are the probability that life appears and the 
probability that it subsequently develops intelligence. Cultural 
and political factors are the probability that intelligence leads to 
technology and the lifetime of a civilization in the technological 
state. Taking an optimistic view of the development of life and 
intelligence leads to the conclusion that the total number of tech-
nologically competent civilizations in the Galaxy is approxi-
mately equal to the lifetime of a typical civilization, expressed 
in years. Even with optimistic assumptions, the distance to our 
nearest intelligent neighbor is likely to be many hundreds of 
parsecs.
5  Currently, space travel is not a feasi-

ble means of searching for intelligent life. 
Existing programs to discover extrater-
restrial intelligence involve scanning the 
electromagnetic spectrum for signals. 
So far, no intelligible broadcasts have 
been received. A technological civilization would probably 
“announce” itself to the universe by the radio and television sig-
nals it emits into space. Observed from afar, our planet would 
appear as a radio source with a 24-hour period, as different 
regions of the planet rise and set. The “water hole” (p. 731) 
is a region in the radio range of the electromagnetic spectrum, 
near the 21-cm line of hydrogen and the 18-cm line of hydroxyl, 
where natural emissions from the Galaxy happen to be mini-
mized. Many researchers regard this region as the best part of 
the spectrum for communication purposes.
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Review and Discussion

 9. POS What is generally meant by “life as we know it”? What 
other forms of life might be possible?

 10. LO4 How many of the factors in the Drake equation are 
known with any degree of certainty? Which factor is least 
well known?

 11. What factors determine the suitability of a star as the parent 
of a planet on which life might arise?

 12. What is the relationship between the average lifetime of 
galactic civilizations and the possibility of our someday 
communicating with them?

 13. How would Earth appear at radio wavelengths to 
extraterrestrial astronomers? What are the advantages 
in using radio waves for communication over interstellar 
distances?

 14. LO5 POS What is the “water hole”? What advantages 
does it offer for interstellar communication?

 15. If you were designing a SETI experiment, what parts of the 
sky would you monitor?

 1. LO1 Outline the processes that led to life on Earth. Why is 
life difficult to define in general?

 2. LO2 What is chemical evolution? What are the basic 
ingredients from which biological molecules formed on Earth?

 3. What is the Urey-Miller experiment? What important 
organic molecules did it produce? What other experiments 
have attempted to produce organic molecules by inorganic 
means?

 4. Why do some scientists think life might have originated in 
space?

 5. POS How do we know anything at all about the early 
episodes of life on Earth?

 6. What is the role of language in cultural evolution?
 7. LO3 Where—besides Earth and the planet Mars—might 

we hope to find signs of life in our solar system?
 8. POS Do we know whether Mars ever had life at any time 

during its past? What argues in favor of the position that it 
may once have harbored life?

Conceptual Self-Test: Multiple Choice
 1. The “assumptions of mediocrity” suggest that (a) life should 

be common throughout the cosmos; (b) lower forms of life 
must evolve to higher forms; (c) lower forms of life have 
lower intelligence; (d) viruses are actually life-forms.

 2. The chemical elements that form the basic molecules needed for 
life are found (a) in the cores of Sun-like stars; (b) commonly 
throughout the cosmos; (c) only on planets that have liquid 
water; (d) only on Earth.

 3. Fossil records of early life-forms on Earth suggest that life 
began about (a) 6000 years ago; (b) 65 million years ago;  
(c) 3.5 billion years ago; (d) 14 billion years ago.

 4. The discovery of bacteria on another planet would be an 
important discovery because bacteria (a) can easily survive in 
high temperatures; (b) are the only life-form to exist on Earth 
for most of the planet’s history; (c) are the lowest form of life 
known to exist; (d) eventually evolve into intelligent beings.

 5. The least-well-known factor in the Drake equation is (a) the 
rate of star formation; (b) the average number of habitable 
planets within planetary systems; (c) the average lifetime of 
a technologically competent civilization; (d) the diameter of 
the Milky Way Galaxy.

 6. Although the habitable zone around a large B-class star is 
large, we don’t often look for life on planets there because 

the star (a) has too much gravity; (b) is too short lived for 
life to evolve; (c) is at too low a temperature to sustain life; 
(d) would have only gas giant planets.

 7. VIS From the data shown in Figure 28.12 (“Stellar Habitable 
Zones”) and your knowledge of stellar properties (Chapter 
18), the habitable zone surrounding a main sequence K-type 
star (a) cannot be determined; (b) extends more than 3 AU 
from the star; (c) is larger than that of a G-type star; (d) is 
larger than that of an M-type star.

 8. VIS If Figure 28.16 (“Leakage”) were to be redrawn for a 
planet spinning twice as fast, the new jagged line would 
be (a) unchanged; (b) taller; (c) stretched out horizontally;  
(d) compressed horizontally.

 9. Radio telescopes cannot simply scan the skies looking 
for signals, because (a) astronomers don’t know what 
frequencies alien civilizations might use; (b) many 
nonliving objects emit radio signals naturally; (c) Earth’s 
radio communications drown out extraterrestrial signals; 
(d) inclement weather in the winter prevents the use of radio 
telescopes.

 10. The strongest radio-wavelength emitter in the solar system 
is (a) human-made signals from Earth; (b) the Sun; (c) the 
Moon; (d) Jupiter.

For instructor-assigned homework go to MasteringAstronomy.

Problems labeled POS explore the process of science. VIS problems focus on reading and interpreting visual information.  
LO connects to the introduction’s numbered learning Outcomes.
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Problems
The number of dots preceding each Problem indicates its approximate level of difficulty.

 1. • If Earth’s 4.6-billion-year age were compressed to 46 years, 
as described in the text, what would be your age, in seconds? 
On that scale, how long ago was the end of World War II? 
The Declaration of Independence? Columbus’s discovery of 
the New World? The extinction of the dinosaurs?

 2. •• Using the data in the previous problem, how would the 
inner and outer radii of the Sun’s habitable zone change if 
the solar luminosity increased by a factor of four?

 3. •• A planet orbits one component of a binary-star system 
at a distance of 1 AU. (See Figure 28.14a.) If both stars 
have the same mass and their orbit is circular, estimate the 
minimum distance between the stars for the tidal force due 
to the companion not to exceed a “safe” 0.01 percent of the 
gravitational force between the planet and its parent star.

 4. • Based on the numbers presented in the text, and assuming 
an average lifetime of 5 billion years for suitable stars, 
estimate the total number of habitable planets in the Galaxy.

 5. • Suppose that each of the fractional factors in the Drake 
equation turns out to have a value of 1/10, that stars form at 

an average rate of 20 per year, and that each star has exactly 
one habitable planet orbiting it. Estimate the present number 
of technological civilizations in the Milky Way Galaxy if the 
average lifetime of a civilization is  (a) 100 years;  (b) 10,000 
years;  (c) 1 million years.

 6. • Assuming that there are 10,000 FM radio stations on 
Earth, each transmitting at a power level of 50 kW, calculate 
the total radio luminosity of Earth in the FM band. Compare 
this value with the roughly 106 W radiated by the Sun in the 
same frequency range.

 7. • Convert the water hole’s wavelengths to frequencies. 
For practical reasons, any search of the water hole must 
be broken up into channels, much like those you find on 
a television, except that the water hole’s channels are very 
narrow in radio frequency, about 100 Hz wide. How many 
channels must astronomers search in the water hole?

 8. • There are 20,000 stars within 100 light-years that are to 
be searched for radio communications. How long will the 
search take if 1 hour is spent looking at each star? What if 
1 day is spent per star?

Activities
Collaborative

 1. As a group, compose a paragraph everyone agrees with 
that defines life. It should clearly show that rocks are not 
alive and that plants are alive. According to your defini-
tion, are stars alive? What about viruses? Compare and 
contrast your group’s definition with that from another 
group.

 2. If your group was appointed to “speak for Earth” upon 
establishing communication with an extraterrestrial world, 
what would you say? What questions would you ask, and 
what aspects of our planet would you choose to present? 
Write your group’s speech and annotate it with explanations 
of why you chose to say this.

Individual
 1. It has been suggested that if extraterrestrial life is discovered, it 

will have a profound effect on human culture. Interview as many 
people as you can and ask the following two questions: (1) Do 
you think that extraterrestrial life exists? (2) Why? From your 
results, try to decide whether the discovery of extraterrestrial 
life would indeed profoundly affect life on Earth.

 2. The Drake equation should be able to “predict” at least one 
civilization in our Galaxy: us. Try changing the values of 
various factors so that you end up with at least one. What do 
these various combinations of factors imply about how life 
arises and develops? Are there some combinations that just 
don’t make any sense?
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Appendix 1
Scientific Notation

The objects studied by astronomers range in size from 
the smallest particles to the largest expanse of matter 
we know—the entire universe. Subatomic particles have 
sizes of about 0.000000000000001 meter, while galaxies 
(like that shown in Figure 1.3) typically measure some 
1,000,000,000,000,000,000,000 meters across. The most 
distant known objects in the universe lie on the order of 
100,000,000,000,000,000,000,000,000 meters from Earth.

Obviously, writing all those zeros is both cumbersome 
and inconvenient. More important, it is also very easy to 
make an error—write down one zero too many or too few 
and your calculations become hopelessly wrong! To avoid 
this, scientists always write large numbers using a short-
hand notation in which the number of zeros following or 
preceding the decimal point is denoted by a superscript 
power, or exponent, of 10. The exponent is simply the num-
ber of places between the first significant (nonzero) digit 
in the number (reading from left to right) and the deci-
mal point. Thus, 1 is 100, 10 is 101, 100 is 102, 1000 is 103,  
and so on. For numbers less than 1, with zeros between the 
decimal point and the first significant digit, the exponent 
is negative: 0.1 is 10-1, 0.01 is 10-2, 0.001 is 10-3, and so on. 
Using this notation we can shorten the number describing 
subatomic particles to 10-15 meter, and write the number 
describing the size of a galaxy as 1021 meters.

More complicated numbers are expressed as a combi-
nation of a power of 10 and a multiplying factor. This fac-
tor is conventionally chosen to be a number between 1 and 
10, starting with the first significant digit in the original 
number. For example, 150,000,000,000 meters (the dis-
tance from Earth to the Sun, in round numbers) can be 
more concisely written at 1.5 * 1011 meters, 0.000000025 
meters as 2.5 * 10-8 meter, and so on. The exponent is 
simply the number of places the decimal point must be 
moved to the left to obtain the multiplying factor.

Some other examples of scientific notation are:

•	 the	approximate	distance	to	the	Andromeda	Galaxy	
5 2,500,000 light-years 5 2.5 * 106 light-years

•	 the	size	of	a	hydrogen	atom	
5 0.00000000005 meter 5 5 * 10-11 meter

•	 the	diameter	of	the	Sun	
5 1,392,000 kilometers 5 1.392 * 106 kilometers

•	 	the	U.S.	national	debt	(as	of	May	1,	2013)	
5 $16,819,254,000,000.00 5 $16.819254 trillion 
5 1.6819254 3 1013 dollars.

In addition to providing a simpler way of express-
ing very large or very small numbers, this notation also 
makes it easier to do basic arithmetic. The rule for mul-
tiplication of numbers expressed in this way is simple: 
Just multiply the factors and add the exponents. Simi-
larly for division: Divide the factors and subtract the 
exponents. Thus, 3.5 * 10-2 multiplied by 2.0 * 103 is 
simply (3.5 * 2.0) * 10-2 + 3 = 7.0 * 101—that is, 70. 
Again,	5 * 106 divided by 2 * 104 is just (5/2) * 106 - 4,  
or 2.5 * 102 (=  250).	Applying	these	rules	 to	unit	con-
versions, we find, for example, that 200,000 nanometers 
is 200,000 * 102 - 9 meter (since 1 nanometer = 10-9 
meter;	 see	 Appendix	 2),	 or	 2 * 105 * 10-9 meter, or 
2 * 105-9 = 2 * 10-4 meter = 0.2 mm. Verify these 
rules for yourself with a few examples of your own. The 
advantages of this notation when considering astronomi-
cal objects will soon become obvious.

Scientists often use “rounded-off” versions of num-
bers, both for simplicity and for ease of calculation. For 
example, we will usually write the diameter of the Sun as 
1.4 * 106 kilometers, instead of the more precise num-
ber given earlier. Similarly, Earth’s diameter is 12,756 
kilometers, or 1.2756 * 104 kilometers, but for “ball-
park” estimates we really don’t need so many digits and 
the more approximate number 1.3 * 104 kilometers 
will suffice. Very often, we perform rough calculations 
using only the first one or two significant digits in a 
number, and that may be all that is necessary to make a 
particular point. For example, to support the statement, 
“The Sun is much larger than Earth,” we need only say 
that the ratio of the two diameters is roughly 1.4 * 106 
divided by 1.3 * 104. Since 1.4/1.3 is close to 1, the ratio 
is approximately 106/104 = 102, or 100. The essential 
fact here is that the ratio is much larger than 1; calculat-
ing it to greater accuracy (to get 109.13) would give us no 
additional useful information. This technique of strip-
ping away the arithmetic details to get to the essence of a 
calculation is very common in astronomy, and we use it 
frequently throughout this text.
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Appendix 2

Astronomical Measurement

Astronomers use many different kinds of units in their 
work, simply because no single system of units will do. 
Rather than the Système Internationale (SI), or meter-
kilogram-second (MKS), metric system used in most 
high school and college science classes, many professional 
astronomers still prefer the older centimeter-gram-second 
(CGS) system. However, astronomers also commonly 
introduce new units when convenient. For example, when 
discussing stars, the mass and radius of the Sun are often 
used as reference points. The solar mass, written as M�,
is equal to 2.0 3 1033 g, or 2.0 3 1030 kg (since 1 kg 5
1000 g). The solar radius, R�, is equal to 700,000 km, or 
7.0 3 108 m (1 km 5 1000 m). The subscript � always 
stands for the Sun. Similarly, the subscript ⊕ always 
stands for Earth. In this book, we try to use the units that 
astronomers commonly use in any given context, but we 
also give the “standard” SI equivalents where appropriate.

Of particular importance are the units of length 
astronomers use. On small scales, the angstrom (1 Å 5
10−10 m 5 10−8 cm), the nanometer (1 nm 5 10−9 m 5
10−7 cm), and the micron (1 μm 5 10−6 m 5 10−4 cm) 
are used. Distances within the solar system are usually 
expressed in terms of the astronomical unit (AU), the 

mean distance between Earth and the Sun. One AU is 
approximately equal to 150,000,000 km, or 1.5 3 1011 m. 
On larger scales, the light-year (1 1y 5 9.5 3 1015 m 5
9.5 3 1012 km) and the parsec (1 pc 5 3.1 3 1016 m 5
3.1 3 1013 km 5 3.3 ly) are commonly used. Still 
larger distances use the regular prefixes of the metric 
system: kilo for one thousand and mega for one million. 
Thus 1 kiloparsec (kpc) 5 103 pc 5 3.1 3 1019 m, 
10 megaparsecs (Mpc) = 107 pc 5 3.1 3 1023  m, and so on.

Astronomers use units that make sense within a con-
text, and as contexts change, so do the units. For example, 
we might measure densities in grams per cubic centimeter 
(g/cm3), in atoms per cubic meter (atoms/m3), or even in 
solar masses per cubic megaparsec (M�/Mpc3), depend-
ing on the circumstances. The important thing to know is 
that once you understand the units, you can convert freely 
from one set to another. For example, the radius of the 
Sun could equally well be written as R� 5 6.96 3 103  m, 
or 6.96 3 1010  cm, or 109 R⊕, or 4.65 3 10–3  AU, or even 
7.363 3 10–5  ly—whichever happens to be most useful. 
Some of the more common units used in astronomy, and 
the contexts in which they are most likely to be encoun-
tered, are listed below.

Length
1 angstrom (Å) = 10210 m  
1 nanometer (nm) = 1029 m atomic physics, spectroscopy
1 micron (μm) = 1026 m interstellar dust and gas
1 centimeter (cm) = 0.01 m  
1 meter (m) = 100 cm in widespread use throughout all astronomy
1 kilometer (km) = 1000 m = 105 cm  
Earth radius (R⊕) = 6378 km planetary astronomy
Solar radius (R() = 6.96 3 108 m  
1 astronomical unit (AU) = 1.496 3 1011  m solar system, stellar evolution
1 light-year (ly) = 9.46 3 1015  m 5 63,200 AU  
1 parsec (pc) = 3.09 3 1016 m 5 206,000 AU = 3.26 ly galactic astronomy, stars and star clusters
1 kiloparsec (kpc) = 1000 pc  
1 megaparsec (Mpc) = 1000 kpc galaxies, galaxy clusters, cosmology
Mass
1 gram (g)    
1 kilogram (kg) = 1000 g in widespread use in many different areas
Earth mass (M⊕) = 5.98 3 1024 kg planetary astronomy
Solar mass (M() = 1.99 3 1030 kg “standard” unit for all mass scales larger than Earth
Time
1 second (s)   in widespread use throughout astronomy
1 hour (h) = 3600 s  
1 day (d) = 86,400 s planetary and stellar scales
1 year (yr) = 3.16 3 107 s virtually all processes occurring on scales larger than a star
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Appendix 3 
Tables

English Metric

1 inch = 2.54 centimeters (cm)
1 foot (ft) = 0.3048 meters (m)
1 mile = 1.609 kilometers (km)
1 pound (lb) = 453.6 grams (g) or 0.4536 kilograms (kg) [on Earth]

Conversions Between Common English and Metric Units

astronomical unit 1 AU = 1.496 * 108 km (1.5 * 108 km)
light-year 1 ly = 9.46 * 1012 km (1013 km, about 6 trillion miles)
parsec 1 pc = 3.09 * 1013 km = 206,000 AU = 3.3 ly
speed of light c = 299,792.458 km/s (3 * 105 km/s)
Stefan-Boltzmann constant a = 5.67 * 10-8 W>m2 # K4

Planck’s constant h = 6.63 * 10-34 J s
gravitational constant G = 6.67 * 10 -11 Nm2 /kg2

mass of Earth M⊕ 5 5.98 * 1024 kg (6 * 1024 kg, about 6000 billion billion tons)
radius of Earth R⊕ 5 6378 km (6500 km)
mass of the Sun M} = 1.99 * 1030 kg (2 * 1030 kg)
radius of the Sun R} = 6.96 * 105 km (7 * 105 km)
luminosity of the Sun L} = 3.90 * 1026 W (4 * 1026 W)
effective temperature of the Sun T} = 5778 K (5800 K)
Hubble’s constant H0 = 70 km/s/Mpc
mass of an electron me = 9.11 * 10-31 kg
mass of a proton mp = 1.67 * 10-27 kg

* The rounded-off values used in the text are shown above in parentheses.

TABLE 1 Some Useful Constants and Physical Measurements*
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Element 117 was discovered in 2010. Element 118 was“discovered” in 1999, retracted in 2002, and reported again in 2006.

TABLE 2 Periodic Table of Elements

Group

114
Uuq
(289)

Ununquadium

115
Uup
(288)

Ununpentium

116
Uuh
(292)

Ununhexium

117
Uus
(294)

Ununseptium

118
Uuo
(294)

Ununoctium

113
Uut
(284)

Ununtrium

112
Cn

(277)
Copernicium

111
Rg

(272)
Roentgenium

110
Ds

(272)
Darmstadtium

109
Mt

(268)
Meitnerium

108
Hs

(269)
Hassium

107
Bh

(264)
Bohrium

106
Sg

(266)
Seaborgium

105
Db

(262)
Dubnium

104
Rf

(263)
Rutherfordium

103
Lw

(262)
Lawrencium

88
Ra

(226)
Radium

87
Fr

(223)
Francium

86
Rn

(222)
Radon

85
At

(210)
Astantine

84
Po

(209)
Polonium

83
Bi

208.98
Bismuth

82
Pb

207.20
Lead

81
Tl

204.38
Thallium

80
Hg

200.59
Mercury

79
Au

196.97
Gold

78
Pt

195.09
Platinum

77
Ir

192.22
Iridium

76
Os

190.23
Osmium

75
Re

186.21
Rhenium

74
W

183.84
Tungsten

73
Ta

180.95
Tantalum

72
Hf

178.49
Hafnium

102
No

(259)
Nobelium

101
Md

(258)
Mendelevium

100
Fm

(257)
Fermium

99
Es

(252)
Einsteinium

98
Cf

(249)
Californium

97
Bk

(247)
Berkelium

96
Cm
(247)

Curium

95
Am

(243)
Americium

94
Pu

(242)
Plutonium

93
Np

(237)
Neptunium

92
U

238.03
Uranium

91
Pa

231.03
Protactinium

90
Th

232.04
Thorium

70
Yb

173.04
Ytterbium

69
Tm

168.93
Thullium

68
Er

167.26
Erbium

67
Ho

164.93
Holmium

66
Dy

162.50
Dysprosium

65
Tb

158.93
Terbium

64
Gd

157.25
Gadolinium

63
Eu

151.96
Europium

62
Sm

150.36
Samarium

61
Pm

(145)
Promethium

60
Nd

144.24
Neodymium

59
Pr

140.91
Praseodymium

58
Ce

140.12
Cerium

71
Lu

174.97
Lutetium

89
AC

(227)
Actinium

57
La

138.91
Lanthanum

56
Ba

137.33
Barium

55
Cs

132.91
Cesium

54
Xe

131.29
Xenon

53
I

126.904
Iodine

52
Te

127.60
Tellurium

51
Sb

121.76
Antimony

50
Sn

118.71
Tin

49
In

114.82
Indium

48
Cd

112.41
Cadmium

47
Ag

107.87
Silver

46
Pd

106.42
Palladium

45
Rh

102.91
Rhodium

44
Ru

101.07
Ruthenium

43
Tc
(99)

Technetium

42
Mo

95.94
Molybdenum

41
Nb

92.91
Niobium

40
Zr

91.22
Zirconium

39
Y

88.91
Yttrium

38
Sr

87.62
Strontium

37
Rb

85.47
Rubidium

36
Kr

83.80
Krypton

35
Br

79.904
Bromine

34
Se

78.96
Selenium

33
As

74.92
Arsenic

32
Ge

72.61
Germanium

31
Ga

69.72
Gallium

30
Zn

65.39
Zinc

29
Cu

63.55
Copper

28
Ni

58.69
Nickel

27
Co

58.93
Cobalt

26
Fe

55.85
Iron

25
Mn

53.94
Manganese

24
Cr

52.00
Chromium

23
V

50.94
Vanadium

22
Ti

47.87
Titanium

21
Sc

44.96
Scandium

20
Ca

40.08
Calcium

19
K

39.10
Potassium

18
Ar

39.948
Argon

17
Cl

35.453
Chlorine

16
S

32.064
Sulfur

15
P

30.974
Phosphorus

14
Si

28.09
Silicon

13
Al

26.98
Aluminum

12
Mg

24.31
Magnesium

11
Na

22.990
Sodium

10
Ne

20.183
Neon

9
F

18.998
Fluorine

8
O

15.9994
Oxygen

7
N

14.007
Nitrogen

6
C

12.011
Carbon

5
B

10.81
Boron

4
Be

9.012
Beryllium

3
Li

6.939
Lithium

2
He

4.003
Helium

2
He

4.003
Helium

Atomic number

Name of element

Atomic weight

Symbol of element

1
H

1.0080
Hydrogen

1

2

3

4

5

6

7

*

**

*

**

Period

1 2 3 4 5 6 7 8 10 11 12 13 14 15 16 179 18
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Planet Semi-Major Axis Eccentricity Perihelion Aphelion
  (AU) (106 km) (e) (AU) (106 km) (AU) (106 km)

Mercury 0.39 57.9 0.206 0.31 46.0 0.47 69.8
Venus 0.72 108.2 0.007 0.72 107.5 0.73 108.9
Earth 1.00 149.6 0.017 0.98 147.1 1.02 152.1
Mars 1.52 227.9 0.093 1.38 206.6 1.67 249.2
Jupiter 5.20 778.4 0.048 4.95 740.7 5.46 816
Saturn 9.54 1427 0.054 9.02 1349 10.1 1504
Uranus 19.19 2871 0.047 18.3 2736 20.1 3006
Neptune 30.07 4498 0.009 29.8 4460 30.3 4537

TABLE 3A Planetary Orbital Data

Planet Equatorial Radius Mass Mean Density Surface Gravity Escape Speed
  (km) (Earth = 1) (kg) (Earth = 1) (kg/m3) (Earth = 1) (km/s)

Mercury 2440 0.38 3.30 * 1023 0.055 5430 0.38 4.2
Venus 6052 0.95 4.87 * 1024 0.82 5240 0.91 10.4
Earth 6378 1.00 5.97 * 1024 1.00 5520 1.00 11.2
Mars 3394 0.53 6.42 * 1023 0.11 3930 0.38 5.0
Jupiter 71,492 11.21 1.90 * 1027 317.8 1330 2.53 60
Saturn 60,268 9.45 5.68 * 1026 95.16 690 1.07 36
Uranus 25,559 4.01 8.68 * 1025 14.54 1270 0.91 21
Neptune 24,766 3.88 1.02 * 1026 17.15 1640 1.14 24

TABLE 3B Planetary Physical Data

Planet Mean Orbital Speed 
(km/s)

Sidereal Period 
(tropical years)

Synodic 
Period 
(days)

Inclination to 
the Ecliptic 

(degrees)

Greatest Angular Diameter 
as Seen from Earth 

(arc seconds)

Mercury 47.87 0.24 115.88 7.00 13
Venus 35.02 0.62 583.92 3.39 64
Earth 29.79 1.00 — 0.01 —
Mars 24.13 1.88 779.94 1.85 25
Jupiter 13.06 11.86 398.88 1.31 50
Saturn 9.65 29.42 378.09 2.49 21
Uranus 6.80 83.75 369.66 0.77 4.1
Neptune 5.43 163.7 367.49 1.77 2.4

Planet Sidereal 
Rotation Period 

(solar days)*

Axial Tilt 
(degrees)

Surface 
Magnetic Field 

(Earth = 1)

Magnetic Axis Tilt 
(degrees relative to 

rotation axis)

Albedo† Surface 
Temperature‡

(K)

Number
of Moons**

Mercury 58.6 0.0 0.011 <10 0.11 100–700 0
Venus −243.0 177.4 <0.001   0.65 730 0
Earth 0.9973 23.45 1.0 11.5 0.37 290 1
Mars 1.026 23.98 0.001   0.15 180–270 2
Jupiter 0.41 3.08 13.89 9.6 0.52 124 16
Saturn 0.44 26.73 0.67 0.8 0.47 97 18
Uranus −0.72 97.92 0.74 58.6 0.50 58 27
Neptune 0.67 29.6 0.43 46.0 0.5 59 13

*A negative sign indicates retrograde rotation; †Fraction of sunlight reflected from surface; ‡Temperature is effective temperature for jovian planets; 
**Moons more than 10 km in diameter.
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Name Star Spectral Type* Parallax Distance Apparent Visual Magnitude*
    A B (arc seconds) (pc) A B

Sirius a CMa A1V wd† 0.379 2.6 −1.44 +8.4
Canopus a Car F0Ib–II   0.010 96 −0.62  
Arcturus a Boo K2III   0.089 11 −0.05  
Rigel Kentaurus 
(Alpha Centauri) α Gen G2V K0V 0.742 1.3 −0.01 +1.4

Vega a Lyr A0V   0.129 7.8 +0.03  
Capella a Aur GIII M1V 0.077 13 +0.08 +10.2
Rigel b Ori B8Ia B9 0.0042 240 +0.18 +6.6
Procyon a CMi F5IV–V wd† 0.286 3.5 +0.40 +10.7
Betelgeuse a Ori M2Iab   0.0076 130 +0.45  
Achernar a Eri B5V   0.023 44 +0.45  
Hadar b Cen B1III ? 0.0062 160 +0.61 +4
Altair a Aq1 A7IV–V   0.194 5.1 +0.76  
Acrux a Cru B1IV B3 0.010 98 +0.77 +1.9
Aldebaran a Tau K5III M2V 0.050 20 +0.87 +13
Spica a Vir B1V B2V 0.012 80 +0.98 2.1
Antares a Sco M1Ib B4V 0.005 190 +1.06 +5.1
Pollux b Gem K0III   0.097 10 +1.16  
Formalhaut a PsA A3V ? 0.130 7.7 +1.17 +6.5
Deneb a Cyg A2Ia   0.0010 990 +1.25  
Mimosa b Cru B1IV   0.0093 110 +1.25  

TABLE 4 The Twenty Brightest Stars in Earth’s Night Sky

Name Visual Luminosity* 
(Sun = 1)

Absolute Visual 
Magnitude

Proper Motion 
(arc seconds/yr)

Transverse 
Velocity 

(km/s)

Radial Velocity 
(km/s)

  A B A B      

Sirius 22 0.0025 +1.5 +11.3 1.33 16.7 −7.6‡

Canopus 1.4 × 104   −5.5   0.02 9.1 20.5
Arcturus 110   −0.3   2.28 119 −5.2
Rigel Kentaurus 1.6 0.45 +4.3 +5.7 3.68 22.7 −24.6
Vega 50   +0.6   0.34 12.6 −13.9
Capella 130 0.01 −0.5 +9.6 0.44 27.1 30.2‡

Rigel 4.1 × 104 110 −6.7 −0.3 0.00 1.2 20.7‡

Procyon 7.2 0.0006 +2.7 +13.0 1.25 20.7 −3.2‡

Betelgeuse 9700   −5.1   0.03 18.5 21.0‡

Achernar 1100   −2.8   0.10 20.9 19
Hadar 1.3 × 104 560 −5.4 −2.0 0.04 30.3 −12‡

Altair 11   +2.2   0.66 16.3 −26.3
Acrux 4100 2200 −4.2 −3.5 0.04 22.8 −11.2
Aldebaran 150 0.002 −0.6 +11.5 0.20 19.0 54.1
Spica 2200 780 −3.5 −2.4 0.05 19.0 1.0‡

Antares 1.1 × 104 290 −5.3 −1.3 0.03 27.0 −3.2
Pollux 31   +1.1   0.62 29.4 3.3
Formalhaut 17 0.13 +1.7 +7.1 0.37 13.5 6.5
Deneb 2.6 × 105   −8.7   0.003 14.1 −4.6‡

Mimosa 3200   −3.9   0.05 26.1 —
*Energy output in the visible part of the spectrum; A and B columns identify individual components of binary-star systems.
†“wd” stands for “white dwarf.”
‡Average value of variable velocity.
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TABLE 5 The Twenty Nearest Stars

Name Spectral Type Parallax Distance Apparent Visual Magnitude*
  A B (arc seconds) (pc) A B

Sun G2V       −26.74  
Proxima Centauri M5   0.772 1.30 +11.01  
Alpha Centauri G2V K1V 0.742 1.35 −0.01 +1.35
Barnard’s Star M5V   0.549 1.82 +9.54  
Wolf 359 M8V   0.421 2.38 +13.53  
Lalande 21185 M2V   0.397 2.52 +7.50  
UV Ceti M6V M6V 0.387 2.58 +12.52 +13.02
Sirius A1V wd† 0.379 2.64 −1.44 +8.4
Ross 154 M5V   0.345 2.90 +10.45  
Ross 248 M6V   0.314 3.18 +12.29  
e Eridani K2V   0.311 3.22 +3.72  
Ross 128 M5V   0.298 3.36 +11.10  
61 Cygni K5V K7V 0.294 3.40 +5.22 +6.03
e Indi K5V   0.291 3.44 +4.68  
Grm 34 M1V M6V 0.290 3.45 +8.08 +11.06
Luyten 789-6 M6V   0.290 3.45 +12.18  
Procyon F5IV–V wd† 0.286 3.50 +0.40 +10.7
Σ 2398 M4V M5V 0.285 3.55 +8.90 +9.69
Lacaille 9352 M2V   0.279 3.58 +7.35  
G51-15 MV   0.278 3.60 +14.81  

Name Visual Luminosity* 
(Sun = 1)

Absolute Visual 
Magnitude*

Proper Motion 
(arc seconds/yr)

Transverse 
Velocity 

(km/s)

Radial 
Velocity 

(km/s)
  A B A B      

Sun 1.0   +4.83        
Proxima Centauri 5.6 × 10−5   +15.4   3.86 23.8 −16
Alpha Centauri 1.6 0.45 +4.3 +5.7 3.68 23.2 −22
Barnard’s Star 4.3 × 10−4   +13.2   10.34 89.7 −108
Wolf 359 1.8 × 10−5   +16.7   4.70 53.0 +13
Lalande 21185 0.0055   +10.5   4.78 57.1 −84
UV Ceti 5.4 × 10−5 0.00004 +15.5 +16.0 3.36 41.1 +30
Sirius 22 0.0025 +1.5 +11.3 1.33 16.7 −8
Ross 154 4.8 × 10−4   +13.3   0.72 9.9 −4
Ross 248 1.1 × 10−4   +14.8   1.58 23.8 −81
e Eridani 0.29   +6.2   0.98 15.3 +16
Ross 128 3.6 × 10−4   +13.5   1.37 21.8 −13
61 Cygni 0.082 0.039 +7.6 +8.4 5.22 84.1 −64
e Indi 0.14   +7.0   4.69 76.5 −40
Grm 34 0.0061 0.00039 +10.4 +13.4 2.89 47.3 +17
Luyten 789-6 1.4 × 10−4   +14.6   3.26 53.3 −60
Procyon 7.2 0.00055 +2.7 +13.0 1.25 2.8 −3
Σ 2398 0.0030 0.0015 +11.2 +11.9 2.28 38.4 +5
Lacaille 9352 0.013   +9.6   6.90 117 +10
G51-15 1.1 × 10−5   +17.0   1.26 21.5 —

*A and B columns identify individual components of binary-star systems.
†“wd” stands for “white dwarf.”
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alpha particle A helium-4 nucleus.

alpha process Process occurring at high temperatures, in which high-
energy photons split heavy nuclei to form helium nuclei.

ALSEP Acronym for Apollo Lunar Surface Experiments Package.

altimeter Instrument used to determine altitude.

amino acids Organic molecules that form the basis for building the 
proteins that direct metabolism in living creatures. (p. 718)

Amor asteroid Asteroid that crosses only the orbit of Mars.

amplitude The maximum deviation of a wave above or below the 
zero point. (p. 61)

angstrom Distance unit equal to 0.1 nanometer, or one ten-billionth 
of a meter.

angular diameter Angle made between the top (or one edge) of an 
object, the observer, and the bottom (or opposite edge) of the object.

angular distance Angular separation between two objects as seen 
by some observer.

angular momentum Tendency of an object to keep rotating; propor-
tional to the mass, radius, and rotation speed of the body. (p. 149)

angular resolution The ability of a telescope to distinguish between 
adjacent objects in the sky. (p. 106)

annular eclipse Solar eclipse occurring at a time when the Moon is 
far enough away from Earth that it fails to cover the disk of the Sun 
completely, leaving a ring of sunlight visible around its edge. (p. 21)

antiparallel Configuration of the electron and proton in a hydrogen 
(or other) atom when their spin axes are parallel but the two rotate 
in opposite directions.

antiparticle A particle of the same mass but opposite in all other 
respects (e.g., charge) to a given particle; when a particle and its 
antiparticle come into contact, they annihilate and release energy in 
the form of gamma rays.

aphelion The point on the elliptical path of an object in orbit about 
the Sun that is most distant from the Sun.

Apollo asteroid See Earth-crossing asteroid.

apparent brightness The brightness that a star appears to have, as 
measured by an observer on Earth. (p. 425)

apparent magnitude The apparent brightness of a star, expressed 
using the magnitude scale. (p. 426)

association Small grouping of (typically 100 or less) bright stars, 
spanning up to a few tens of parsecs across, usually rich in very 
young stars. (p. 486)

assumption of mediocrity Statements suggesting that the develop-
ment of life on Earth did not require any unusual circumstances, 
suggesting that extraterrestrial life may be common.

Glossary
Key terms that are boldface in the text are followed by a page reference in the glossary.

A

A ring One of three Saturnian rings visible from Earth. The A ring 
is farthest from the planet and is separated from the B ring by the 
Cassini division. (p. 298)
aberration of starlight Small shift in the observed direction to a star, 
caused by Earth’s motion perpendicular to the line of sight. (p. 42)
absolute brightness The apparent brightness a star would have if it 
were placed at a standard distance of 10 parsecs from Earth.
absolute magnitude The apparent magnitude a star would have if it 
were placed at a standard distance of 10 parsecs from Earth. (p. 427)
absolute zero The lowest possible temperature that can be obtained; 
all thermal motion ceases at this temperature.
absorption line Dark line in an otherwise continuous bright 
spectrum, where light within one narrow frequency range has been 
removed. (p. 82)
abundance Relative amount of different elements in a gas.
acceleration The rate of change of velocity of a moving object. (p. 50)
accretion Gradual growth of bodies, such as planets, by the accu-
mulation of other smaller bodies. (p. 150)
accretion disk Flat disk of matter spiraling down onto the surface 
of a neutron star or black hole. Often, the matter originated on the 
surface of a companion star in a binary-star system. (p. 522)
active galactic nucleus Region of intense emission at the center of 
an active galaxy, responsible for virtually all of the galaxy’s nonstellar 
luminosity. (p. 624)
active galaxies The most energetic galaxies, which can emit 
hundreds or thousands of times more energy per second than the 
Milky Way, mostly in the form of long-wavelength nonthermal 
radiation. (p. 622)
active optics Collection of techniques used to increase the resolution of 
ground-based telescopes. Minute modifications are made to the overall 
configuration of an instrument as its temperature and orientation 
change; used to maintain the best possible focus at all times. (p. 112)
active region Region of the photosphere of the Sun surrounding a 
sunspot group, which can erupt violently and unpredictably. During 
sunspot maximum, the number of active regions is also at maxi-
mum. (p. 405)
active Sun The unpredictable aspects of the Sun’s behavior, such as 
sudden explosive outbursts of radiation in the form of prominences 
and flares.
adaptive optics Technique used to increase the resolution of a 
telescope by deforming the shape of the mirror’s surface under com-
puter control while a measurement is being taken; used to undo the 
effects of atmospheric turbulence. (p. 112)
aerosol Suspension of liquid or solid particles in air.
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asteroid One of thousands of very small members of the solar sys-
tem orbiting the Sun between the orbits of Mars and Jupiter. Often 
referred to as “minor planets.” (p. 340)
asteroid belt Region of the solar system, between the orbits of Mars 
and Jupiter, in which most asteroids are found. (p. 340)
asthenosphere Layer of Earth’s interior, just below the lithosphere, 
over which the surface plates slide. (p. 174)
astrology Pseudoscience that purports to use the positions of the 
planets, Sun, and Moon to predict daily events and human destiny.
astronomical unit (AU) The average distance of Earth from 
the Sun. Precise radar measurements yield a value for the AU of 
149,603,500 km. (p. 47)
astronomy Branch of science dedicated to the study of everything 
in the universe that lies above Earth’s atmosphere. (p. 6)
asymptotic giant branch Path on the Hertzsprung–Russell diagram 
corresponding to the changes that a star undergoes after helium 
burning ceases in the core. At this stage, the carbon core shrinks and 
drives the expansion of the envelope, and the star becomes a swollen 
red giant for a second time. (p. 502)
Aten asteroid Earth-crossing asteroid with semimajor axis less than 
1 AU.
atmosphere Layer of gas confined close to a planet’s surface by the 
force of gravity. (p. 162)
atom Building block of matter, composed of positively charged pro-
tons and neutral neutrons in the nucleus surrounded by negatively 
charged electrons. (p. 84)
atomic epoch Period after decoupling when the first simple atoms 
and molecules formed.
aurora Event that occurs when atmospheric molecules are excited 
by incoming charged particles from the solar wind, then emit 
energy as they fall back to their ground states. Aurorae generally 
occur at high latitudes, near the north and south magnetic poles. 
(p. 180)
autumnal equinox Date on which the Sun crosses the celestial equa-
tor moving southward, occurring on or near September 21. (p. 17)

B

B ring One of three Saturnian rings visible from Earth. The B ring 
is the brightest of the three, and lies just past the Cassini division, 
closer to the planet than the A ring. (p. 298)
background noise Unwanted light in an image, from unresolved 
sources in the telescope’s field of view, scattered light from the atmo-
sphere, or instrumental “hiss” in the detector itself.
barred-spiral galaxy Spiral galaxy in which a bar of material passes 
through the center of the galaxy, with the spiral arms beginning near 
the ends of the bar. (p. 609)
basalt Solidified lava; an iron-magnesium-silicate mixture.
baseline The distance between two observing locations used for the 
purposes of triangulation measurements. The larger the baseline, the 
better the resolution attainable. (p. 24)
belt Dark, low-pressure region in the atmosphere of a jovian planet, 
where gas flows downward. (p. 268)

Big Bang Event that cosmologists consider the beginning of the 
universe, in which all matter and radiation in the entire universe 
came into being. (p. 671)
Big Crunch Point of final collapse of a bound universe.
binary asteroid Asteroid with a partner in orbit around it.
binary pulsar Binary system in which both components are pulsars.
binary-star system A system that consists of two stars in orbit about 
their common center of mass, held together by their mutual gravita-
tional attraction. Most stars are found in binary-star systems. (p. 440)
biological evolution Change in a population of biological organ-
isms over time.
bipolar flow Jets of material expelled from a protostar perpendicu-
lar to the surrounding protostellar disk. (p. 483)
blackbody curve The characteristic way in which the intensity of radia-
tion emitted by a hot object depends on frequency. The frequency at 
which the emitted intensity is highest is an indication of the tempera-
ture of the radiating object. Also referred to as the Planck curve. (p. 68)
black dwarf The end point of the evolution of an isolated, low-mass 
star. After the white-dwarf stage, the star cools to the point where it 
is a dark “clinker” in interstellar space. (p. 507)
black hole A region of space where the pull of gravity is so great that 
nothing—not even light—can escape. A possible outcome of the 
evolution of a very massive star. (p. 556)
blazar Particularly intense active galactic nucleus in which the 
observer’s line of sight happens to lie directly along the axis of a 
high-speed jet of particles emitted from the active region. (p. 627)
blue giant Large, hot, bright star at the upper-left end of the main 
sequence on the Hertzsprung–Russell diagram. Its name comes 
from its color and size. (p. 436)
blueshift Motion-induced changes in the observed wavelength from 
a source that is moving toward us. Relative approaching motion 
between the object and the observer causes the wavelength to appear 
shorter (and hence bluer) than if there were no motion at all.
blue straggler Star found on the main sequence of the 
Hertzsprung–Russell diagram, but which should already have 
evolved off the main sequence, given its location on the diagram; 
thought to have formed from mergers of lower mass stars. (p. 508)
blue supergiant The very largest of the large, hot, bright stars at 
the uppermost-left end of the main sequence on the Hertzsprung–
Russell diagram. (p. 436) 
Bohr model First theory of the hydrogen atom to explain the 
observed spectral lines. This model rests on three ideas: that there 
is a state of lowest energy for the electron, that there is a maximum 
energy beyond which the electron is no longer bound to the nucleus, 
and that within these two energies the electron can only exist in 
certain energy levels. (p. 84)
Bok globule Dense, compact cloud of interstellar dust and gas on its 
way to forming one or more stars.
boson Particle that exerts or mediates forces between elementary 
particles in quantum physics. (p. 695)
bound trajectory Path of an object with launch speed too low to 
escape the gravitational pull of a planet.
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brown dwarf Fragments of collapsing gas and dust that did not 
contain enough mass to initiate core nuclear fusion. Such an object 
is then frozen somewhere along its pre-main-sequence contraction 
phase, continually cooling into a compact dark object. Because of 
their small size and low temperature, brown dwarfs are extremely 
difficult to detect observationally. (pp. 378, 478)
brown oval Feature of Jupiter’s atmosphere that appears only at lati-
tudes near 205 N, this structure is a long-lived hole in the clouds that 
allows us to look down into Jupiter’s lower atmosphere. (p. 272)

C

C ring One of three Saturnian rings visible from Earth. The C ring 
lies closest to the planet and is relatively thin compared to the A and 
B rings. (p. 298)
caldera Crater that forms at the summit of a volcano.

capture theory (Moon) Theory suggesting that the Moon formed 
far from Earth but was later captured by it.

carbonaceous asteroid The darkest, or least reflective, type of aster-
oid, containing large amounts of carbon.

carbon-based molecule Molecule containing atoms of carbon.

carbon-detonation supernova See Type I supernova. (p. 527)

cascade Process of deexcitation in which an excited electron moves 
down through energy states one at a time.

Cassegrain telescope A type of reflecting telescope in which 
incoming light hits the primary mirror and is then reflected upward 
toward the prime focus, where a secondary mirror reflects the light 
back down through a small hole in the main mirror into a detector 
or eyepiece. (p. 103)

Cassini division A relatively empty gap in Saturn’s ring system, 
discovered in 1675 by Giovanni Cassini. It is now known to contain 
a number of thin ringlets. (p. 298)

cataclysmic variable Collective name for novae and supernovae.

catalyst Something that causes or helps a reaction to occur, but is 
not itself consumed as part of the reaction.

catastrophic theory A theory that invokes statistically unlikely 
accidental events to account for observations.

celestial equator The projection of Earth’s equator onto the celestial 
sphere. (p. 13)

celestial mechanics Study of the motions of bodies, such as planets 
and stars, that interact via gravity.

celestial pole Projection of Earth’s North or South pole onto the 
celestial sphere. (p. 12)

celestial sphere Imaginary sphere surrounding Earth to which all 
objects in the sky were once considered to be attached. (p. 12)

Celsius Temperature scale in which the freezing point of water is 
0 degrees and the boiling point of water is 100 degrees.

center of mass The “average” position in space of a collection of 
massive bodies, weighted by their masses. For an isolated system 
this point moves with constant velocity, according to Newtonian 
mechanics. (p. 53)

centigrade See Celsius.

centripetal force (literally “center seeking”) Force directed toward 
the center of a body’s orbit.
centroid Average position of the material in an object; in spectros-
copy, the center of a spectral line.
Cepheid variable Star whose luminosity varies in a characteristic 
way, with a rapid rise in brightness followed by a slower decline. The 
period of a Cepheid variable star is related to its luminosity, so a 
determination of this period can be used to obtain an estimate of the 
star’s distance. (p. 581)
Chandrasekhar mass Maximum possible mass of a white dwarf.
chaotic rotation Unpredictable tumbling motion that nonspherical 
bodies in eccentric orbits, such as Saturn’s satellite Hyperion, can 
exhibit. No amount of observation of an object rotating chaotically 
will ever show a well-defined period.
charge-coupled device (CCD) An electronic device used for data 
acquisition; composed of many tiny pixels, each of which records a 
buildup of charge to measure the amount of light striking it. (p. 109)
chemical bond Force holding atoms together to form a molecule.
chemosynthesis Analog of photosynthesis that operates in total 
darkness.
chromatic aberration The tendency for a lens to focus red and blue 
light differently, causing images to become blurred.
chromosphere The Sun’s lower atmosphere, lying just above the vis-
ible atmosphere. (p. 390)
circumnavigation Traveling all the way around an object.
cirrus High-level clouds composed of ice or methane crystals.
closed universe Geometry that the universe as a whole would have if 
the density of matter is above the critical value. A closed universe is fi-
nite in extent and has no edge, like the surface of a sphere. It has enough 
mass to stop the present expansion and will eventually collapse. (p. 676)
CNO cycle Chain of reactions that converts hydrogen into helium 
using carbon, nitrogen, and oxygen as catalysts.
cocoon nebula Bright infrared source in which a surrounding cloud 
of gas and dust absorb ultraviolet radiation from a hot star and 
reemits it in the infrared.
cold dark matter Class of dark-matter candidates made up of very 
heavy particles, possibly formed in the very early universe. (p. 706)
collecting area The total area of a telescope capable of capturing in-
coming radiation. The larger the telescope, the greater its collecting 
area, and the fainter the objects it can detect. (p. 105)
collisional broadening Broadening of spectral lines due to colli-
sions between atoms, most often seen in dense gases.
color index A convenient method of quantifying a star’s color by 
comparing its apparent brightness as measured through different 
filters. If the star’s radiation is well described by a blackbody spec-
trum, the ratio of its blue intensity (B) to its visual intensity (V) is a 
measure of the object’s surface temperature.
color-magnitude diagram A way of plotting stellar properties, in 
which absolute magnitude is plotted against color index. (p. 434)
coma An effect occurring during the formation of an off-axis image 
in a telescope. Stars whose light enters the telescope at a large angle 
acquire comet-like tails on their images. The brightest part of a 
comet, often referred to as the “head.” (p. 346)
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comet A small body, composed mainly of ice and dust, in an elliptical 
orbit about the Sun. As it comes close to the Sun, some of its material 
is vaporized to form a gaseous head and extended tail. (p. 345)
common envelope Outer layer of gas in a contact binary.
comparative planetology The systematic study of the similarities and 
differences among the planets, with the goal of obtaining deeper insight 
into how the solar system formed and has evolved in time. (p. 137)
composition The mixture of atoms and molecules that make up an 
object.
condensation nuclei Dust grains in the interstellar medium which 
act as seeds around which other material can cluster. The presence 
of dust was very important in causing matter to clump during the 
formation of the solar system. (p. 148)
condensation theory Currently favored model of solar system for-
mation which combines features of the old nebular theory with new 
information about interstellar dust grains, which acted as condensa-
tion nuclei. (p. 148)
conjunction Orbital configuration in which a planet lies in the same 
direction as the Sun, as seen from Earth.
conservation of angular momentum See law of conservation of 
angular momentum. (p. 149)
conservation of mass and energy See law of conservation of mass 
and energy.
constellation A human grouping of stars in the night sky into a 
recognizable pattern. (p. 10)
constituents See composition.
continental drift The movement of the continents around Earth’s 
surface.
continuous spectrum Spectrum in which the radiation is distributed 
over all frequencies, not just a few specific frequency ranges. A prime 
example is the blackbody radiation emitted by a hot, dense body. (p. 80)
convection Churning motion resulting from the constant upwelling 
of warm fluid and the concurrent downward flow of cooler material 
to take its place. (p. 163)
convection zone Region of the Sun’s interior, lying just below the 
surface, where the material of the Sun is in constant convection mo-
tion. This region extends into the solar interior to a depth of about 
20,000 km. (p. 390)
co-orbital satellites Satellites sharing the same orbit around a planet.
Copernican principle The removal of Earth from any position of 
cosmic significance.
Copernican revolution The realization, toward the end of the six-
teenth century, that Earth is not at the center of the universe. (p. 39)
core The central region of Earth, surrounded by the mantle. (p. 162); 
The central region of any planet or star. (p. 390)
core-accretion theory Theory that the jovian planets formed when icy 
protoplanetary cores became massive enough to capture gas directly 
from the solar nebula. See gravitational instability theory. (p. 152)
core-collapse supernova See Type II supernova. (p. 526)
core hydrogen burning The energy burning stage for main-sequence
stars, in which the helium is produced by hydrogen fusion in 

the central region of the star. A typical star spends up to 90 percent 
of its lifetime in hydrostatic equilibrium brought about by the bal-
ance between gravity and the energy generated by core hydrogen 
burning. (p. 496)
cornea (eye) The curved transparent layer covering the front part of 
the eye. (p. 390)
corona One of numerous large, roughly circular regions on the 
surface of Venus, thought to have been caused by upwelling mantle 
material causing the planet’s crust to bulge outward (plural, coronae)
(p. 226); The tenuous outer atmosphere of the Sun, which lies just 
above the chromosphere and, at great distances, turns into the solar 
wind. (p. 390)
coronal hole Vast region of the Sun’s atmosphere where the density 
of matter is about 10 times lower than average. The gas there streams 
freely into space at high speeds, escaping the Sun completely. (p. 407)
coronal mass ejection Giant magnetic “bubble” of ionized gas that 
separates from the rest of the solar atmosphere and escapes into 
interplanetary space. (p. 406)
corpuscular theory Early particle theory of light.
cosmic density parameter Ratio of the universe’s actual density to 
the critical value corresponding to zero curvature.
cosmic distance scale Collection of indirect distance-measurement 
techniques that astronomers use to measure distances in the uni-
verse. (p. 24)
cosmic evolution The collection of the seven major phases of the 
history of the universe—namely particulate, galactic, stellar, plan-
etary, chemical, biological, and cultural evolution. (p. 716)
cosmic microwave background The almost perfectly isotropic radio 
signal that is the electromagnetic remnant of the Big Bang. (p. 683)
cosmic ray Very energetic subatomic particle arriving at Earth from 
elsewhere in the Galaxy.
cosmological constant Quantity originally introduced by Einstein 
into general relativity to make his equations describe a static uni-
verse. Now one of several candidates for the repulsive “dark energy” 
force responsible for the observed cosmic acceleration. (p. 679)
cosmological distance Distance comparable to the scale of the universe.
cosmological principle Two assumptions that make up the basis of 
cosmology, namely that the universe is homogeneous and isotropic 
on sufficiently large scales. (p. 669)
cosmological redshift The component of the redshift of an object 
that is due only to the Hubble flow of the universe. (p. 620)
cosmology The study of the structure and evolution of the entire 
universe. (p. 668)
cosmos The universe.
coudé focus Focus produced far from the telescope using a series of 
mirrors. Allows the use of heavy and/or finely tuned equipment to 
analyze the image.
crater Bowl-shaped depression on the surface of a planet or moon, 
resulting from a collision with interplanetary debris. (p. 192)
crescent Appearance of the Moon (or a planet) when less than half 
of the body’s hemisphere is visible from Earth.
crest Maximum departure of a wave above its undisturbed state.
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critical density The cosmic density corresponding to the dividing 
line between a universe that recollapses and one that expands forever. 
(p. 674)
critical universe Universe in which the density of matter is exactly 
equal to the critical density. The universe is infinite in extent and 
has zero curvature. The expansion will continue forever, but will 
approach an expansion speed of zero. (p. 676)
crust Layer of Earth which contains the solid continents and the 
seafloor. (p. 162)
C-type asteroid See carbonaceous asteroid.
cultural evolution Change in the ideas and behavior of a society 
over time.
current sheet Flat sheet on Jupiter’s magnetic equator where most 
of the charged particles in the magnetosphere lie due to the planet’s 
rapid rotation.

D

D ring Collection of very faint, thin rings, extending from the inner 
edge of the C ring down nearly to the cloud tops of Saturn. This 
region contains so few particles that it is completely invisible from 
Earth. (p. 301)
dark dust cloud A large cloud, often many parsecs across, which 
contains gas and dust in a ratio of about 1012 gas atoms for every 
dust particle. Typical densities are a few tens or hundreds of millions 
of particles per cubic meter. (p. 459)
dark energy Generic name given to the unknown cosmic force 
field thought to be responsible for the observed acceleration of the 
Hubble expansion. (p. 679)
dark halo Region of a galaxy beyond the visible halo where dark 
matter is thought to reside. (p. 596)
dark matter Term used to describe the mass in galaxies and clusters 
whose existence we infer from rotation curves and other techniques, 
but that has not been confirmed by observations at any electromag-
netic wavelength. (p. 597)
dark matter particle Particle undetectable at any electromagnetic 
wavelength, but can be inferred from its gravitational influence.
daughter/fission theory Theory suggesting that the Moon origi-
nated out of Earth.
declination Celestial coordinate used to measure latitude above or 
below the celestial equator on the celestial sphere.
decoupling Event in the early universe when atoms first formed, 
after which photons could propagate freely through space. (p. 699)
deferent A construct of the geocentric model of the solar system 
which was needed to explain observed planetary motions. A defer-
ent is a large circle encircling Earth, on which an epicycle moves. 
(p. 38)
degree Unit of angular measure. There are 360 degrees in one com-
plete circle.
density A measure of the compactness of the matter within an 
object, computed by dividing the mass of the object by its volume. 
Units are kilograms per cubic meter (kg/m3), or grams per cubic 
centimeter (g/cm3). (p. 139)

detached binary Binary system where each star lies within its 
respective Roche lobe.
detector noise Readings produced by an instrument even when it 
is not observing anything; produced by the electronic components 
within the detector itself.

deuterium A form of hydrogen with an extra neutron in its nucleus.

deuterium bottleneck Period in the early universe between the 
start of deuterium production and the time when the universe was 
cool enough for deuterium to survive.

deuteron An isotope of hydrogen in which a neutron is bound to 
the proton in the nucleus. Often called “heavy hydrogen” because of 
the extra mass of the neutron. (p. 411)

differential rotation The tendency for a gaseous sphere, such as a 
jovian planet or the Sun, to rotate at a different rate at the equator 
than at the poles. More generally, a condition where the angular 
speed varies with location within an object. (p. 267)

differentiation Variation in the density and composition of a body, 
such as Earth, with low-density material on the surface and higher 
density material in the core. (p. 170)

diffraction The ability of waves to bend around corners. The dif-
fraction of light establishes its wave nature. (p. 67)

diffraction grating Sheet of transparent material with many closely 
spaced parallel lines ruled on it, designed to separate white light into 
a spectrum.

diffraction-limited resolution Theoretical resolution that a tele-
scope can have due to diffraction of light at the telescope’s aperture. 
Depends on the wavelength of radiation and the diameter of the 
telescope’s mirror. (p. 107)

direct motion See prograde motion.

distance modulus Difference between the apparent and absolute mag-
nitude of an object; equivalent to distance, by the inverse-square law.

diurnal motion Apparent daily motion of the stars, caused by 
Earth’s rotation.

DNA Deoxyribonucleic acid, the molecule that carries genetic infor-
mation and determines the characteristics of a living organism.

Doppler effect Any motion-induced change in the observed wave-
length (or frequency) of a wave. (p. 73)

double-line spectroscopic binary Binary system in which spectral 
lines of both stars can be distinguished and seen to shift back and 
forth as the stars orbit one another.

double-star system System containing two stars in orbit around one 
another.

Drake equation Expression that gives an estimate of the probability 
that intelligence exists elsewhere in the Galaxy, based on a number of 
supposedly necessary conditions for intelligent life to develop. (p. 724)

dust grain An interstellar dust particle, roughly 10-7 m in size, 
comparable to the wavelength of visible light. (p. 450)

dust lane A lane of dark, obscuring interstellar dust in an emission 
nebula or galaxy. (p. 455)

dust tail The component of a comet’s tail that is composed of dust 
particles. (p. 346)
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dwarf Any star with radius comparable to, or smaller than, that of 
the Sun (including the Sun itself). (p. 434)
dwarf elliptical Elliptical galaxy as small as 1 kiloparsec across, 
containing only a few million stars.
dwarf galaxy Small galaxy containing a few million stars.
dwarf irregular Small irregular galaxy containing only a few million 
stars.
dwarf planet A body that orbits the Sun and is massive enough that 
its own gravity has caused its shape to be approximately spherical, 
but which is insufficiently massive to have cleared other bodies from 
“the neighborhood” of its orbit. (p. 357)
dynamo theory Theory that explains planetary and stellar magnetic 
fields in terms of rotating, conducting material flowing in an object’s 
interior. (p. 182)

E

E ring A faint ring, well outside the main ring system of Saturn, 
which was discovered by Voyager and is thought to be associated 
with volcanism on the moon Enceladus. (p. 301)
Earth-crossing asteroid An asteroid whose orbit crosses that of 
Earth. Earth-crossing asteroids are also called Apollo asteroids, after 
the first asteroid of this type discovered. (p. 343)
earthquake A sudden dislocation of rocky material near Earth’s surface.
eccentricity A measure of the flatness of an ellipse, equal to the distance 
between the two foci divided by the length of the major axis. (p. 45)
eclipse Event during which one body passes in front of another, so 
that the light from the occulted body is blocked. (p. 19)
eclipse season Time of the year when the Moon lies in the same 
plane as Earth and Sun, so that eclipses are possible. (p. 22)
eclipse year Time interval between successive orbital configura-
tions in which the line of nodes of the Moon’s orbit points toward 
the Sun.
eclipsing binary Rare binary-star system that is aligned in such a 
way that from Earth we observe one star pass in front of the other, 
eclipsing the other star. (p. 441)
ecliptic The apparent path of the Sun, relative to the stars on the 
celestial sphere, over the course of a year. (p. 14)
effective temperature Temperature of a blackbody of the same 
radius and luminosity as a given star or planet.
ejecta (planetary) Material thrown outward by a meteoroid impact.
ejecta (stellar) Material thrown into space by a nova or supernova.
electric field A field extending outward in all directions from a 
charged particle, such as a proton or an electron. The electric field 
determines the electric force exerted by the particle on all other 
charged particles in the universe; the strength of the electric field 
decreases with increasing distance from the charge according to an 
inverse-square law. (p. 63)
electromagnetic energy Energy carried in the form of rapidly fluc-
tuating electric and magnetic fields.
electromagnetic force Force (electric or magnetic) exerted between 
any two charged particles. (p. 413)

electromagnetic radiation Another term for light, electromagnetic 
radiation transfers energy and information from one place to another. 
(p. 60)
electromagnetic spectrum The complete range of electromagnetic 
radiation, from radio waves to gamma rays, including the visible 
spectrum. All types of electromagnetic radiation are basically the 
same phenomenon, differing only by wavelength, and all move at 
the speed of light. (p. 65)
electromagnetism The union of electricity and magnetism, which 
do not exist as independent quantities but are in reality two aspects 
of a single physical phenomenon. (p. 64)
electron An elementary particle with a negative electric charge; one 
of the components of the atom. (p. 63)
electron degeneracy pressure The pressure produced by the resis-
tance of electrons to further compression once they are squeezed to 
the point of contact. (p. 500)
electrostatic force Force between electrically charged objects.
electroweak force Unification of the weak electromagnetic forces. 
(p. 413)
element Matter made up of one particular atom. The number of 
protons in the nucleus of the atom determines which element it 
represents. (p. 90)
elementary particle Technically, a particle that cannot be subdi-
vided into component parts; however, the term is also often used to 
refer to particles such as protons and neutrons, which are themselves 
made up of quarks.
ellipse Geometric figure resembling an elongated circle. An ellipse is 
characterized by its degree of flatness, or eccentricity, and the length 
of its long axis. In general, bound orbits of objects moving under 
gravity are elliptical. (p. 45)
elliptical galaxy Category of galaxy in which the stars are distrib-
uted in an elliptical shape on the sky, ranging from highly elongated 
to nearly circular in appearance. (p. 611)
elongation Angular distance between a planet and the Sun.
emission line Bright line in a specific location of the spectrum of 
radiating material, corresponding to emission of light at a certain 
frequency. A heated gas in a glass container produces emission lines 
in its spectrum. (p. 80)
emission nebula A glowing cloud of hot interstellar gas. The gas 
glows as a result of one or more nearby young stars which ionize 
the gas. Since the gas is mostly hydrogen, the emitted radiation falls 
predominantly in the red region of the spectrum, because of the 
hydrogen-alpha emission line. (p. 453)
emission spectrum The pattern of spectral emission lines produced 
by an element. Each element has its own unique emission spectrum. 
(p. 81)
empirical Discovery based on observational evidence (rather than 
from theory).
Encke gap A small gap in Saturn’s A ring. (p. 298)
energy flux Energy per unit area per unit time radiated by a star (or 
recorded by a detector).
epicycle A construct of the geocentric model of the solar system 
which was necessary to explain observed planetary motions. Each 
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planet rides on a small epicycle whose center in turn rides on a 
larger circle (the deferent). (p. 38)
epoch of inflation Short period of unchecked cosmic expansion 
early in the history of the universe. During inflation, the universe 
swelled in size by a factor of about 1050. (p. 702)
equinox See vernal equinox, autumnal equinox.
equivalence principle The principle that there is no experimental 
way to distinguish between a gravitational field and an accelerated 
frame of reference. (p. 560)
escape speed The speed necessary for one object to escape the gravi-
tational pull of another. Anything that moves away from a gravitat-
ing body with more than the escape speed will never return. (p. 54)
euclidean geometry Geometry of flat space.
event horizon Imaginary spherical surface surrounding a col-
lapsing star, with radius equal to the Schwarzschild radius, within 
which no event can be seen, heard, or known about by an outside 
observer. (p. 559)
evolutionary theory A theory which explains observations in a 
series of gradual steps, explainable in terms of well-established 
physical principles.
evolutionary track A graphical representation of a star’s life as a 
path on the Hertzsprung–Russell diagram. (p. 475)
excited state State of an atom when one of its electrons is in a higher 
energy orbital than the ground state. Atoms can become excited 
by absorbing a photon of a specific energy, or by colliding with a 
nearby atom. (p. 85)
extinction The dimming of starlight as it passes through the inter-
stellar medium. (p. 450)
extrasolar planet Planet orbiting a star other than the Sun. (p. 368)
extremophilic Adjective describing organisms that can survive in 
very harsh environments. (p. 723)
eyepiece Secondary lens through which an observer views an image. 
This lens is often chosen to magnify the image.

F

F ring Faint narrow outer ring of Saturn, discovered by Pioneer 11
in 1979. The F ring lies just inside the Roche limit of Saturn and was 
found by Voyager 1 to be made up of several ring strands apparently 
braided together. (p. 303)
Fahrenheit Temperature scale in which the freezing point of water 
is 32 degrees and the boiling point of water is 212 degrees.
false vacuum Region of the universe that remained in the “unified” 
state after the strong and electroweak forces separated; one possible 
cause of cosmic inflation at very early times.
fault line Dislocation on a planet’s surface, often indicating the 
boundary between two plates.
field line Imaginary line indicating the direction of an electric or 
magnetic field.
fireball Large meteor that burns up brightly and sometimes explo-
sively in Earth’s atmosphere.
firmament Old-fashioned term for the heavens (i.e., the sky).

fission See nuclear fission. (p. 525)
flare Explosive event occurring in or near an active region on the 
Sun. (p. 406)
flatness problem One of two conceptual problems with the 
standard Big Bang model, which is that there is no natural way to 
explain why the density of the universe is so close to the critical 
density. (p. 701)
fluidized ejecta The ejecta blankets around some Martian craters, 
which apparently indicate that the ejected material was liquid at the 
time the crater formed.
fluorescence Phenomenon where an atom absorbs energy, then 
radiates photons of lower energy as it cascades back to the ground 
state; in astronomy, often produced as ultraviolet photons from a hot 
young star that are absorbed by a neutral gas, causing some of the 
gas atoms to become excited and give off an optical (red) glow.
flyby Unbound trajectory of a spacecraft around a planet or other 
body.
focal length Distance from a mirror or the center of a lens to the 
focus.
focus One of two special points within an ellipse, whose separation 
from each other indicates the eccentricity. In a bound orbit, planets 
orbit in ellipses with the Sun at one focus. (p. 45)
forbidden line A spectral line seen in emission nebulae, but not 
seen in laboratory experiments because, under laboratory condi-
tions, collisions kick the electron in question into some other state 
before emission can occur.
force Action on an object that causes its momentum to change. The 
rate at which the momentum changes is numerically equal to the 
force. (p. 49)
fragmentation The breaking up of a large object into many smaller 
pieces (for example, as the result of high-speed collisions between 
planetesimals and protoplanets in the early solar system). (p. 150)
Fraunhofer lines The collection of over 600 absorption lines in the 
spectrum of the Sun, first categorized by Joseph Fraunhofer in 1812.
frequency The number of wave crests passing any given point in a 
unit time. (p. 61)
full When the full hemisphere of the Moon or a planet can be seen 
from Earth.
full Moon Phase of the Moon in which it appears as a complete 
circular disk in the sky.
fusion See nuclear fusion.

G

G ring Faint, narrow ring of Saturn, discovered by Pioneer 11 and 
lying just outside the F ring. (p. 301)
galactic bulge Thick distribution of warm gas and stars around the 
center of a galaxy. (p. 578)
galactic cannibalism A galaxy merger in which a larger galaxy 
consumes a smaller one.
galactic center The center of the Milky Way, or any other galaxy. 
The point about which the disk of a spiral galaxy rotates. (p. 585)
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galactic disk Flattened region of gas and dust that bisects the galac-
tic halo in a spiral galaxy. This is the region of active star formation. 
(p. 578)
galactic epoch Period from 100 million to 3 billion years after the 
Big Bang when large agglomerations of matter (galaxies and galaxy 
clusters) formed and grew.
galactic habitable zone Region of a galaxy in which conditions are 
conducive to the development of life.
galactic halo Region of a galaxy extending far above and below the 
galactic disk, where globular clusters and other old stars reside. (p. 578)
galactic nucleus Small, central, high-density region of a galaxy. 
Almost all the radiation from active galaxies is generated within the 
nucleus. (p. 601)
galactic rotation curve Plot of rotation speed versus distance from 
the center of a galaxy.
Galactic year Time taken for objects at the distance of the Sun 
(about 8 kpc) to orbit the center of the Galaxy, roughly 225 million 
years.
galaxy Gravitationally bound collection of a large number of stars. 
The Sun is a star in the Milky Way Galaxy. (p. 578)
galaxy cluster A collection of galaxies held together by their mutual 
gravitational attraction. (p. 617)
Galilean moons The four brightest and largest moons of Jupiter 
(Io, Europa, Ganymede, Callisto), named after Galileo Galilei, the 
seventeenth-century astronomer who first observed them. (p. 266)
Galilean satellites See Galilean moons.
gamma ray Region of the electromagnetic spectrum, far beyond the 
visible spectrum, corresponding to radiation of very high frequency 
and very short wavelength. (p. 60)
gamma-ray burst Object that radiates tremendous amounts of energy 
in the form of gamma rays, possibly due to the collision and merger of 
two neutron stars initially in orbit around one another. (p. 552)
gamma-ray spectrograph Spectrograph designed to work at 
gamma-ray wavelengths. Used to map the abundances of certain 
elements on the Moon and Mars.
gaseous Composed of gas.
gas-exchange experiment Experiment to look for life on Mars. A 
nutrient broth was offered to Martian soil specimens. If there were 
life in the soil, gases would be created as the broth was digested.
gene Sequence of nucleotide bases in the DNA molecule that deter-
mines the characteristics of a living organism.
general theory of relativity Theory proposed by Einstein to incor-
porate gravity into the framework of special relativity. (p. 560)
geocentric model A model of the solar system that holds that Earth is 
at the center of the universe and all other bodies are in orbit around it. 
The earliest theories of the solar system were geocentric. (p. 38)
giant A star with a radius between 10 and 100 times that of the Sun. 
(p. 434)
giant elliptical Elliptical galaxy up to a few megaparsecs across, 
containing trillions of stars.
gibbous Appearance of the Moon (or a planet) when more than half 
(but not all) of the body’s hemisphere is visible from Earth.

globular cluster Tightly bound, roughly spherical collection of hun-
dreds of thousands, and sometimes millions, of stars spanning about 
50 parsecs. Globular clusters are distributed in the halos around the 
Milky Way and other galaxies. (p. 487)
gluon Particle that exerts or mediates the strong force in quantum 
physics.
gradient Rate of change of some quantity (e.g., temperature or 
composition) with respect to location in space.
Grand Unified Theories (GUTs) Class of theories describing the 
behavior of the single force that results from unification of the strong, 
weak, and electromagnetic forces in the early universe. (pp. 694, 695)
granite Igneous rock, containing silicon and aluminum, that makes 
up most of Earth’s crust.
granulation Mottled appearance of the solar surface, caused by 
rising (hot) and falling (cool) material in convective cells just below 
the photosphere. (p. 396)
gravitational force Force exerted on one body by another due to 
the effect of gravity. The force is directly proportional to the masses 
of both bodies involved and inversely proportional to the square of 
the distance between them. (pp. 51, 413)
gravitational instability theory Theory that the jovian planets 
formed directly from the solar nebula via instabilities in the gas lead-
ing to gravitational contraction. See core-accretion theory. (p. 153)
gravitational lensing The effect induced on the image of a distant 
object by a massive foreground object. Light from the distant object 
is bent into two or more separate images. (p. 598)
gravitational radiation Radiation resulting from rapid changes in a 
body’s gravitational field.
gravitational redshift A prediction of Einstein’s general theory of 
relativity. Photons lose energy as they escape the gravitational field 
of a massive object. Because a photon’s energy is proportional to its 
frequency, a photon that loses energy suffers a decrease in frequency, 
which corresponds to an increase, or redshift, in wavelength. (p. 562)
graviton Particle carrying the gravitational field in theories attempt-
ing to unify gravity and quantum mechanics.
gravity The attractive effect that any massive object has on all other 
massive objects. The greater the mass of the object, the stronger its 
gravitational pull. (p. 51)
gravity assist Using gravity to change the flight path of a satellite or 
spacecraft. (p. 142)
gravity wave Gravitational counterpart of an electromagnetic wave.
great attractor A huge accumulation of mass in the relatively 
nearby universe (within about 200 Mpc of the Milky Way).
Great Dark Spot Prominent storm system in the atmosphere of 
Neptune observed by Voyager 2, near the equator of the planet. The 
system was comparable in size to Earth. (p. 325)
Great Red Spot A large, high-pressure, long-lived storm system vis-
ible in the atmosphere of Jupiter. The Red Spot is roughly twice the 
size of Earth. (p. 268)
great wall Extended sheet of galaxies measuring at least 200 mega-
parsecs across; one of the largest known structures in the universe.
greenhouse effect The partial trapping of solar radiation by a planetary 
atmosphere, similar to the trapping of heat in a greenhouse. (p. 166)
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greenhouse gas Gas (such as carbon dioxide or water vapor) that 
efficiently absorbs infrared radiation. (p. 166)
ground state The lowest energy state that an electron can have 
within an atom. (p. 84)
GUT epoch Period when gravity separated from the other three 
forces of nature.
gyroscope System of rotating wheels that allows a spacecraft to 
maintain a fixed orientation in space.

H

habitable zone Three-dimensional zone of comfortable temperature 
(corresponding to liquid water) that surrounds every star. (p. 381)
half-life The amount of time it takes for half of the initial amount of 
a radioactive substance to decay into something else. (p. 172)
Hayashi track Evolutionary track followed by a protostar during the 
final pre-main-sequence phase before nuclear fusion begins.
heat Thermal energy, the energy of an object due to the random mo-
tion of its component atoms or molecules.
heat death End point of a bound universe, in which all matter and 
life are destined to be incinerated.
heavy element In astronomical terms, any element heavier than 
hydrogen and helium.
heliocentric model A model of the solar system that is centered on 
the Sun, with Earth in motion about the Sun. (p. 39)
helioseismology The study of conditions far below the Sun’s surface 
through the analysis of internal “sound” waves that repeatedly cross 
the solar interior. (p. 393)
helium-burning shell Shell of burning helium gas surrounding a 
nonburning stellar core of carbon ash.
helium capture The formation of heavy elements by the capture of a 
helium nucleus. For example, carbon can form heavier elements by 
fusion with other carbon nuclei, but it is much more likely to occur 
by helium capture, which requires less energy. (p. 535)
helium flash An explosive event in the post-main-sequence evolu-
tion of a low-mass star. When helium fusion begins in a dense 
stellar core, the burning is explosive in nature. It continues until the 
energy released is enough to expand the core, at which point the star 
achieves stable equilibrium again. (p. 500)
helium precipitation Mechanism responsible for the low abundance 
of helium of Saturn’s atmosphere. Helium condenses in the upper lay-
ers to form a mist, which rains down toward Saturn’s interior, just as 
water vapor forms into rain in the atmosphere of Earth. (p. 297)
helium shell flash Condition in which the helium-burning shell 
in the core of a star cannot respond to rapidly changing condi-
tions within it, leading to a sudden temperature rise and a dramatic 
increase in nuclear reaction rates.
Hertzsprung–Russell (H–R) diagram A plot of luminosity against 
temperature (or spectral class) for a group of stars. (p. 434)
HI region Region of space containing primarily neutral hydrogen. 
(p. 456)
hierarchical merging Widely accepted galaxy-formation scenario in 
which galaxies formed as relatively small objects in the early universe 

and subsequently collided and merged to form the large galaxies 
observed today. The present Hubble type of a galaxy depends on the 
sequence of merger events in the galaxy’s past. (p. 645)
high-energy astronomy Astronomy using X- or gamma-ray 
radiation rather than optical radiation.
high-energy telescope Telescope designed to detect X- and 
gamma-ray radiation. (p. 125)
highlands Relatively light-colored regions on the surface of the 
Moon that are elevated several kilometers above the maria. Also 
called terrae. (p. 192)
high-mass star Star with a mass more than 8 times that of the Sun; 
progenitor of a neutron star or black hole.
HII region Region of space containing primarily ionized hydrogen. 
(p. 456)
homogeneity Assumed property of the universe such that the num-
ber of galaxies in an imaginary large cube of the universe is the same 
no matter where in the universe the cube is placed. More generally, 
“the same everywhere.” (p. 669)
horizon problem One of two conceptual problems with the stan-
dard Big Bang model, which is that some regions of the universe 
that have very similar properties are too far apart to have exchanged 
information within the age of the universe. (p. 700)
horizontal branch Region of the Hertzsprung–Russell diagram 
where post-main-sequence stars again reach hydrostatic equilib-
rium. At this point, the star is burning helium in its core and fusing 
hydrogen in a shell surrounding the core. (p. 500)
hot dark matter A class of candidates for the dark matter in the 
universe, composed of lightweight particles such as neutrinos, much 
less massive than the electron. (p. 706)
hot Jupiter A massive, gaseous planet orbiting very close to its par-
ent star. (p. 375)
hot longitudes (Mercury) Two opposite points on Mercury’s equa-
tor where the Sun is directly overhead at perihelion.
Hubble classification scheme Method of classifying galaxies ac-
cording to their appearance, developed by Edwin Hubble. (p. 608)
Hubble diagram Plot of galactic recession velocity versus distance; 
evidence for an expanding universe.
Hubble flow Universal recession described by the Hubble diagram 
and quantified by Hubble’s Law.
Hubble’s constant The constant of proportionality that gives the 
relation between recessional velocity and distance in Hubble’s law. 
(p. 620)
Hubble’s law Law that relates the observed velocity of recession of a 
galaxy to its distance from us. The velocity of recession of a galaxy is 
directly proportional to its distance away. (p. 620)
hydrocarbon Molecule consisting solely of hydrogen and carbon.
hydrogen envelope An invisible sheath of gas engulfing the coma 
of a comet, usually distorted by the solar wind and extending across 
millions of kilometers of space. (p. 346)
hydrogen shell burning Fusion of hydrogen in a shell that is driven 
by contraction and heating of the helium core. Once hydrogen is 
depleted in the core of a star, hydrogen burning stops and the core 
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contracts due to gravity, causing the temperature to rise, heating 
the surrounding layers of hydrogen in the star, and increasing the 
burning rate there. (p. 497)
hydrosphere Layer of Earth that contains the liquid oceans and 
accounts for roughly 70 percent of Earth’s total surface area. (p. 162)
hydrostatic equilibrium Condition in a star or other fluid body in 
which gravity’s inward pull is exactly balanced by internal forces due 
to pressure. (p. 392)
hyperbola Curve formed when a plane intersects a cone at a small 
angle to the axis of the cone.
hypernova Explosion where a massive star undergoes core collapse 
and forms a black hole and a gamma-ray burst. See supernova.

I

igneous Type of rock formed from molten material.
image The optical representation of an object produced when the 
object is reflected or refracted by a mirror or lens. (p. 100)
impact theory (Moon) Combination of the capture and daughter 
theories, suggesting that the Moon formed after an impact which 
dislodged some of Earth’s mantle and placed it in orbit. (p. 210)
inertia The tendency of an object to continue moving at the same 
speed and in the same direction, unless acted upon by a force. (p. 50)
inferior conjunction Orbital configuration in which an inferior 
planet (Mercury or Venus) lies closest to Earth.
inflation See epoch of inflation.
infrared Region of the electromagnetic spectrum just outside the 
visible range, corresponding to light of a slightly longer wavelength 
than red light. (p. 60)
infrared telescope Telescope designed to detect infrared radia-
tion. Many such telescopes are designed to be lightweight so that 
they can be carried above (most of) Earth’s atmosphere by balloons, 
airplanes, or satellites. (p. 121)
infrared waves Electromagnetic radiation with wavelength in the 
infrared part of the spectrum.
inhomogeneity Deviation from perfectly uniform density; in 
cosmology, inhomogeneities in the universe are ultimately due to 
quantum fluctuations before inflation.
inner core The central part of Earth’s core, thought to be solid, and 
composed mainly of nickel and iron. (p. 169)
instability strip Region of the Hertzsprung–Russell diagram where 
pulsating post-main-sequence stars are found.
intensity A basic property of electromagnetic radiation that speci-
fies the amount or strength of the radiation.
intercloud medium Superheated bubbles of hot gas extending far 
into interstellar space.
intercrater plains Regions on the surface of Mercury that do not 
show extensive cratering but are relatively smooth. (p. 194)
interference The ability of two or more waves to interact in such a 
way that they either reinforce or cancel each other. (p. 67)
interferometer Collection of two or more telescopes working to-
gether as a team, observing the same object at the same time and at 

the same wavelength. The effective diameter of an interferometer is 
equal to the distance between its outermost telescopes. (p. 118)
interferometry Technique in widespread use to dramatically im-
prove the resolution of radio and infrared maps. Several telescopes 
observe the object simultaneously, and a computer analyzes how the 
signals interfere with each other. (p. 118)

intermediate-mass black hole Black hole having a mass 100–1000 
times greater than the mass of the Sun.

interplanetary matter Matter in the solar system that is not part of 
a planet or moon—cosmic “debris.” (p. 143)

interstellar dust Microscopic dust grains that populate space between 
the stars, having their origins in the ejected matter of long-dead stars.

interstellar gas cloud A large cloud of gas found in the space 
among the stars.

interstellar medium The matter between stars, composed of two com-
ponents, gas and dust, intermixed throughout all of space. (p. 450)

intrinsic variable Star that varies in appearance due to internal 
processes (rather than, say, interaction with another star).

inverse-square law The law that a field follows if its strength 
decreases with the square of the distance. Fields that follow the 
inverse-square law decrease rapidly in strength as the distance 
increases, but never quite reach zero. (p. 51)

Io plasma torus Doughnut-shaped region of energetic ionized 
particles, emitted by the volcanoes on Jupiter’s moon Io and swept 
up by Jupiter’s magnetic field.

ion An atom that has lost one or more of its electrons.

ionization state Term describing the number of electrons missing 
from an atom: I refers to a neutral atom, II refers to an atom missing 
one electron, and so on.

ionized State of an atom or molecule that has lost one or more of its 
electrons. (p. 84)

ionosphere Layer in Earth’s atmosphere above about 80 km where the 
atmosphere is significantly ionized and conducts electricity. (p. 163)

ion tail Thin stream of ionized gas that is pushed away from the 
head of a comet by the solar wind. It extends directly away from the 
Sun. Often referred to as a plasma tail. (p. 346)

irregular galaxy A galaxy that does not fit into any of the other 
major categories in the Hubble classification scheme. (p. 612)

isotopes Nuclei containing the same number of protons but differ-
ent numbers of neutrons. Most elements can exist in several isotopic 
forms. A common example of an isotope is deuterium, which differs 
from normal hydrogen by the presence of an extra neutron in the 
nucleus. (p. 412)

isotropic Looking the same in every direction. Often applied to the 
universe as part of the cosmological principle. (p. 669)

J

jet stream Relatively strong winds in the upper atmosphere chan-
neled into a narrow stream by a planet’s rotation. Normally refers to 
a horizontal, high-altitude wind.
joule The SI unit of energy.
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jovian planet One of the four giant outer planets of the solar system, 
resembling Jupiter in physical and chemical composition. (p. 140)

K

Kelvin scale Temperature scale in which absolute zero is at 0 K; a 
change of 1 kelvin is the same as a change of 1 degree Celsius.
Kelvin-Helmholtz contraction phase Evolutionary track followed 
by a star during the protostar phase.
Kepler’s laws of planetary motion Three laws, based on precise 
observations of the motions of the planets by Tycho Brahe, that 
summarize the motions of the planets about the Sun.
kinetic energy Energy of an object due to its motion.
Kirchhoff’s laws Three rules governing the formation of different 
types of spectra. (p. 83)
Kirkwood gaps Gaps in the spacings of orbital semimajor axes of 
asteroids in the asteroid belt, produced by dynamical resonances 
with nearby planets, especially Jupiter. (p. 345)
Kuiper belt A region in the plane of the solar system outside the 
orbit of Neptune where most short-period comets are thought to 
originate. (p. 352)
Kuiper-belt object Small icy body orbiting in the Kuiper belt. (p. 353)

L

labeled-release experiment Experiment to look for life on Mars. 
Radioactive carbon compounds were added to Martian soil speci-
mens. Scientists looked for indications that the carbon had been 
eaten or inhaled.
Lagrangian point One of five special points in the plane of two 
massive bodies orbiting one another, where a third body of negli-
gible mass can remain in equilibrium. (p. 314)
lander Spacecraft that lands on the object it is studying.
laser ranging Method of determining the distance to an object by firing 
a laser beam at it and measuring the time taken for the light to return.
lava dome Volcanic formation formed when lava oozes out of fis-
sures in a planet’s surface, creating the dome, and then withdraws, 
causing the crust to crack and subside. (p. 225)
law of conservation of angular momentum A fundamental law 
of physics that states that the total angular momentum of a system 
always remains constant in any physical process. This law ensures 
that a spinning gas cloud must spin faster as it contracts.
law of conservation of mass and energy A fundamental law of 
modern physics that states that the sum of mass and energy must 
always remain constant in any physical process. In fusion reactions, 
the lost mass is converted into energy, primarily in the form of elec-
tromagnetic radiation. (p. 411)
laws of planetary motion Three laws derived by Kepler describing 
the motion of the planets around the Sun. (p. 45)
lens (eye) The part of the eye that refracts light onto the retina.
lens Optical instrument made of glass or some other transparent 
material, shaped so that, as a parallel beam of light passes through it, 
the rays are refracted so as to pass through a single focal point.

lepton From the Greek word for light, referring in particle physics 
to low-mass particles such as electrons, muons, and neutrinos that 
interact via the weak force. (p. 694)
lepton epoch Period when the light elementary particles (leptons) 
were in thermal equilibrium with the cosmic radiation field.
lidar Light Detection and Ranging—a device that uses laser-ranging 
to measure distance.
light See electromagnetic radiation.
light curve The variation in brightness of a star with time. (p. 441)
light element In astronomical terms, hydrogen and helium.
light-gathering power Amount of light a telescope can view and 
focus, proportional to the area of the primary mirror.
lighthouse model The leading explanation for pulsars. A small 
region of the neutron star, near one of the magnetic poles, emits 
a steady stream of radiation that sweeps past Earth each time the 
star rotates. The period of the pulses is the star’s rotation period. 
(p. 545)
light pollution Unwanted, upward-directed light from streets, homes 
and businesses, that scatters back to Earth from dust in the air, ob-
scuring the faint objects that astronomers want to observe. (p. 111)
light-year The distance that light, moving at a constant speed of 
300,000 km/s, travels in one year. One light-year is about 10 trillion 
kilometers. (p. 6)
limb Edge of a lunar, planetary, or solar disk.
line of nodes Intersection of the plane of the Moon’s orbit with 
Earth’s orbital plane.
line of sight technique Method of probing interstellar clouds by 
observing their effects on the spectra of background stars.
linear momentum Tendency of an object to keep moving in a 
straight line with constant velocity; the product of the object’s mass 
and velocity.
lithosphere Earth’s crust and a small portion of the upper mantle 
that make up Earth’s plates. This layer of Earth undergoes tectonic 
activity. (p. 174)
Local Bubble The particular low-density intercloud region sur-
rounding the Sun.
Local Group The small galaxy cluster that includes the Milky Way 
Galaxy. (p. 618)
Local Supercluster Collection of galaxies and clusters centered on 
the Virgo Cluster. See also supercluster.
logarithm The power to which 10 must be raised to produce a given 
number.
logarithmic scale Scale using the logarithm of a number rather 
than the number itself; commonly used to compress a large range of 
data into more manageable form.
look-back time Time in the past when an object emitted the radia-
tion we see today.
Lorentz contraction Apparent contraction of an object in the direc-
tion in which it is moving. (p. 559)
low-mass star Star with a mass less than 8 times that of the Sun; 
progenitor of a white dwarf.
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luminosity One of the basic properties used to characterize stars, 
luminosity is defined as the total energy radiated by star each sec-
ond, at all wavelengths. (p. 391)
luminosity class A classification scheme that groups stars accord-
ing to the width of their spectral lines. For a group of stars with the 
same temperature, luminosity class differentiates between supergi-
ants, giants, main-sequence stars, and subdwarfs. (p. 438)
lunar dust See regolith.
lunar eclipse Celestial event during which the moon passes through 
the shadow of Earth, temporarily darkening its surface. (p. 19)
lunar phase The appearance of the Moon at different points along 
its orbit. (p. 19)
Lyman-alpha forest Collection of lines in an object’s spectra start-
ing at the redshifted wavelength of the object’s own Lyman-alpha 
emission line and extending to shorter wavelengths; produced by 
gas in galaxies along the line of sight.

M

macroscopic Large enough to be visible by the unaided eye.
Magellanic Clouds Two small irregular galaxies that are gravita-
tionally bound to the Milky Way Galaxy. (p. 612)
magnetic field Field that accompanies any changing electric field and 
governs the influence of magnetized objects on one another. (p. 64)
magnetic poles Points on a planet where the planetary magnetic 
field lines intersect the planet’s surface vertically.
magnetism The presence of a magnetic field.
magnetometer Instrument that measures magnetic field strength.
magnetopause Boundary between a planet’s magnetosphere and the 
solar wind.
magnetosphere A zone of charged particles trapped by a planet’s 
magnetic field, lying above the atmosphere. (p. 162)
magnitude scale A system of ranking stars by apparent brightness, 
developed by the Greek astronomer Hipparchus. Originally, the 
brightest stars in the sky were categorized as being of first magni-
tude, while the faintest stars visible to the naked eye were classified 
as sixth magnitude. The scheme has since been extended to cover 
stars and galaxies too faint to be seen by the unaided eye. Increasing 
magnitude means fainter stars, and a difference of five magnitudes 
corresponds to a factor of 100 in apparent brightness. (p. 426)
main sequence Well-defined band on the Hertzsprung–Russell 
diagram on which most stars are found, running from the top left of 
the diagram to the bottom right. (p. 435)
main-sequence turnoff Special point on the Hertzsprung–Russell 
diagram for a cluster, indicative of the cluster’s age. If all the stars in 
the cluster are plotted, the lower mass stars will trace out the main 
sequence up to the point where stars begin to evolve off the main 
sequence toward the red giant branch. The point where stars are just 
beginning to evolve off is the main-sequence turnoff. (p. 513)
major axis The long axis of an ellipse.
mantle Layer of Earth just interior to the crust. (p. 162)
mare Relatively dark-colored and smooth region on the surface of 
the Moon (plural: maria). (p. 192)

marginally bound universe Universe that will expand forever but 
at an increasingly slow rate.
mass A measure of the total amount of matter contained within an 
object. (p. 50)
mass-energy equivalence Principle that mass and energy are not 
independent, but can be converted from one to the other according 
to Einstein’s formula E = mc2. (p. 410)
mass function Relation between the component masses of a single-
line spectroscopic binary.
massive compact halo object (MACHO) Collective name for 
“stellar” candidates for dark matter, including brown dwarfs, white 
dwarfs, and low-mass red dwarfs.
mass-luminosity relation The dependence of the luminosity of a 
main-sequence star on its mass. The luminosity increases roughly as 
the mass raised to the third power.
mass–radius relation The dependence of the radius of a main-sequence 
star on its mass. The radius rises roughly in proportion to the mass.
mass transfer Process by which one star in a binary system trans-
fers matter onto the other.
matter Anything having mass.
matter era (current) era following the radiation era when the universe is 
larger and cooler, and matter is the dominant constituent of the universe.
matter-antimatter annihilation Reaction in which matter and 
antimatter annihilate to produce high energy gamma rays. See also
antiparticle.
matter-dominated universe A universe in which the density of 
matter exceeds the density of radiation. The present-day universe is 
matter dominated. (p. 691)
Maunder minimum Lengthy period of solar inactivity that ex-
tended from 1645 to 1715. (p. 405)
mean solar day Average length of time from one noon to the next, 
taken over the course of a year—24 hours.
medium Material through which a wave, such as sound, travels.
mesosphere Region of Earth’s atmosphere lying between the strato-
sphere and the ionosphere, 50–80 km above Earth’s surface. (p. 163)
Messier object Member of a list of “fuzzy” objects compiled by 
astronomer Charles Messier in the eighteenth century.
metabolism The daily utilization of food and energy by which 
organisms stay alive.
metallic Composed of metal or metal compounds.
metamorphic Rocks created from existing rocks exposed to ex-
tremes of temperature or pressure.
meteor Bright streak in the sky, often referred to as a “shooting star,” 
resulting from a small piece of interplanetary debris entering Earth’s 
atmosphere and heating air molecules, which emit light as they 
return to their ground states. (p. 358)
meteor shower Event during which many meteors can be seen 
each hour, caused by the yearly passage of Earth through the debris 
spread along the orbit of a comet. (p. 359)
meteorite Any part of a meteoroid that survives passage through 
the atmosphere and lands on the surface of Earth. (p. 359)
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meteoroid Chunk of interplanetary debris prior to encountering 
Earth’s atmosphere. (p. 358)
meteoroid swarm Pebble-sized cometary fragments dislodged from 
the main body, moving in nearly the same orbit as the parent comet. 
(p. 359)
microlensing Gravitational lensing by individual stars in a galaxy. 
(p. 659)
micrometeoroid Relatively small chunk of interplanetary debris 
ranging in size from a dust particle to a pebble. (p. 359)
microquasar Stellar sized source of energetic X and gamma radia-
tion, powered by accretion onto a neutron star or black hole, some-
what like a quasar but on a much smaller scale. (p. 550)
microsphere Small droplet of protein-like material that resists dis-
solution in water.
midocean ridge Place where two plates are moving apart, allowing 
fresh magma to well up. (p. 176)
Milky Way Galaxy The spiral galaxy in which the Sun resides. The 
disk of our Galaxy is visible in the night sky as the faint band of light 
known as the Milky Way. (p. 578)
millisecond pulsar A pulsar whose period indicates that the 
neutron star is rotating nearly 1000 times each second. The most 
likely explanation for these rapid rotators is that the neutron star 
has been spun up by drawing in matter from a companion star. 
(p. 550)
molecular cloud A cold, dense interstellar cloud which contains 
a high fraction of molecules. It is thought that the relatively high 
density of dust particles in these clouds plays an important role in 
the formation and preservation of the molecules. (p. 463)
molecular cloud complex Collection of molecular clouds that spans 
as much as 50 parsecs and may contain enough material to make 
millions of Sun-size stars. (p. 465)
molecule A tightly bound collection of atoms held together by 
the atoms’ electromagnetic fields. Molecules, like atoms, emit and 
absorb photons at specific wavelengths. (p. 91)
molten In liquid form due to high temperatures.
moon A small body in orbit around a planet.
mosaic (photograph) Composite photograph made up of many 
smaller images.
M-type asteroid Asteroid containing large fractions of nickel and iron.
multiple star system Group of two or more stars in orbit around 
one another.
muon A type of lepton (along with the electron and tau).

N

naked singularity A singularity that is not hidden behind an event 
horizon.
nanobacterium Very small bacterium with diameter in the nano-
meter range.
nanometer One billionth of a meter.
neap tide The smallest tide, occurring when the Earth–Moon line is 
perpendicular to the Earth–Sun line at the first and third quarters.

nebula General term used for any “fuzzy” patch on the sky, either 
light or dark. (p. 453)
nebular theory One of the earliest models of solar system forma-
tion, dating back to Descartes, in which a large cloud of gas began to 
collapse under its own gravity to form the Sun and planets. (p. 148)
nebulosity “Fuzziness,” usually in the context of an extended or 
gaseous astronomical object.
neon-oxygen white dwarf White dwarf formed from a low-mass 
star with a mass close to the “high-mass” limit, in which neon and 
oxygen form in the core.
neutrino Virtually massless and chargeless particle that is one of the 
products of fusion reactions in the Sun. Neutrinos move at close to 
the speed of light, and interact with matter hardly at all. (p. 411)
neutrino oscillations Likely solution to the solar neutrino problem, 
in which the neutrino has a very tiny mass. In this case, the correct 
number of neutrinos can be produced in the solar core, but on their 
way to Earth some can “oscillate,” or become transformed into other 
particles, and thus go undetected. (p. 415)
neutron An elementary particle with roughly the same mass as a 
proton, but which is electrically neutral. Along with protons, neu-
trons form the nuclei of atoms. (p. 90)
neutron capture The primary mechanism by which very massive 
nuclei are formed in the violent aftermath of a supernova. Instead of 
fusion of like nuclei, heavy elements are created by the addition of 
more and more neutrons to existing nuclei. (p. 536)
neutron degeneracy pressure Pressure due to the Pauli exclu-
sion principle, arising when neutrons are forced to come into close 
contact. (p. 544)
neutron spectrometer Instrument designed to search for water ice 
by looking for hydrogen.
neutron star A dense ball of neutrons that remains at the core of a 
star after a supernova explosion has destroyed the rest of the star. 
Typical neutron stars are about 20 km across, and contain more 
mass than the Sun. (p. 544)
neutronization Process occurring at high densities, in which 
protons and electrons are crushed together to form neutrons and 
neutrinos.
new Moon Phase of the Moon during which none of the lunar disk 
is visible.
Newtonian mechanics The basic laws of motion, postulated by 
Newton, which are sufficient to explain and quantify virtually all of 
the complex dynamical behavior found on Earth and elsewhere in 
the universe. (p. 49)
Newtonian telescope A reflecting telescope in which incoming 
light is intercepted before it reaches the prime focus and is deflected 
into an eyepiece at the side of the instrument. (p. 103)
nodes Two points on the Moon’s orbit when it crosses the ecliptic.
nonrelativistic Speed that is much less than the speed of light.
nonthermal spectrum Continuous spectrum not well described by 
a blackbody.
normal galaxy Galaxy whose overall energy emission is consistent 
with the summed light of many stars. (p. 622)
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north celestial pole Point on the celestial sphere directly above 
Earth’s North Pole.
Northern and Southern Lights Colorful displays produced when 
atmospheric molecules, excited by charged particles from the Van 
Allen belts, fall back to their ground state.
nova A star that suddenly increases in brightness, often by a fac-
tor of as much as 10,000, then slowly fades back to its original 
luminosity. A nova is the result of an explosion on the surface of a 
white-dwarf star, caused by matter falling onto its surface from the 
atmosphere of a binary companion. (p. 522)
nuclear binding energy Energy that must be supplied to split an 
atomic nucleus into neutrons and protons.
nuclear epoch Period when protons and neutrons fused to form 
heavier nuclei.
nuclear fission Mechanism of energy generation used in nuclear 
reactors on Earth, in which heavy nuclei are split into lighter ones, 
releasing energy in the process. (p. 525)
nuclear fusion Mechanism of energy generation in the core of the 
Sun, in which light nuclei are combined, or fused, into heavier ones, 
releasing energy in the process. (p. 410)
nuclear reaction Reaction in which two nuclei combine to form 
other nuclei, often releasing energy in the process. See also fusion.
nucleotide base An organic molecule, the building block of genes 
that pass on hereditary characteristics from one generation of living 
creatures to the next. (p. 718)
nucleus Dense, central region of an atom, containing both protons 
and neutrons, and orbited by one or more electrons. (p. 84); The solid 
region of ice and dust that composes the central region of the head of 
a comet. (p. 346); The dense central core of a galaxy. (p. 346)

O

obscuration Blockage of light by pockets of interstellar dust and gas.
Olbers’s paradox A thought experiment suggesting that if the uni-
verse were homogeneous, infinite, and unchanging, the entire night 
sky would be as bright as the surface of the Sun. (p. 670)

Oort cloud Spherical halo of material surrounding the solar system out 
to a distance of about 50,000 AU; where most comets reside. (p. 353)

opacity A quantity that measures a material’s ability to block 
electromagnetic radiation. Opacity is the opposite of transparency. 
(p. 66)

open cluster Loosely bound collection of tens to hundreds of stars, a few 
parsecs across, generally found in the plane of the Milky Way. (p. 486)

open universe Geometry that the universe would have if the density 
of matter were less than the critical value. In an open universe there 
is not enough matter to halt the expansion of the universe. An open 
universe is infinite in extent. (p. 676)

opposition Orbital configuration in which a planet lies in the op-
posite direction from the Sun, as seen from Earth.

optical double Chance superposition in which two stars appear to 
lie close together but are actually widely separated.

optical telescope Telescope designed to observe electromagnetic 
radiation at optical wavelengths.

orbital One of several energy states in which an electron can exist in 
an atom. (p. 84)

orbital period Time taken for a body to complete one full orbit 
around another.

orbiter Spacecraft that orbits an object to make observations.

organic compound Chemical compound (molecule) containing a 
significant fraction of carbon atoms; the basis of living organisms.

outer core The outermost part of Earth’s core, thought to be liquid 
and composed mainly of nickel and iron. (p. 169)

outflow channel Surface feature on Mars, evidence that liquid 
water once existed there in great quantity; thought to be the relics 
of catastrophic flooding about 3 billion years ago. Found only in the 
equatorial regions of the planet. (p. 245)

outgassing Production of atmospheric gases (carbon dioxide, water 
vapor, methane, and sulphur dioxide) by volcanic activity.

ozone layer Layer of Earth’s atmosphere at an altitude of 20–50 km 
where incoming ultraviolet solar radiation is absorbed by oxygen, 
ozone, and nitrogen in the atmosphere. (p. 164)

P

pair production Process in which two photons of electromagnetic 
radiation give rise to a particle–antiparticle pair. (p. 691)
parallax The apparent motion of a relatively close object with 
respect to a more distant background as the location of the observer 
changes. (p. 25)

parsec The distance at which a star must lie in order for its mea-
sured parallax to be exactly 1 arc second; 1 parsec equals 206,000 
AU. (p. 423)

partial eclipse Celestial event during which only a part of the oc-
culted body is blocked from view. (p. 20)

particle A body with mass but of negligible dimension.

particle accelerator Device used to accelerate subatomic particles 
to relativistic speeds.

particle-antiparticle pair Pair of particles (e.g., an electron 
and a positron) produced by two photons of sufficiently high energy.

particle detector Experimental equipment that allows particles and 
antiparticles to be detected and identified.

Pauli exclusion principle A rule of quantum mechanics that pro-
hibits electrons in dense gas from being squeezed too close together.

penumbra Portion of the shadow cast by an eclipsing object in 
which the eclipse is seen as partial. (p. 21); The outer region of a sun-
spot, surrounding the umbra, which is not as dark and not as cool as 
the central region. (p. 401)

perihelion The closest approach to the Sun of any object in orbit 
about it.

period The time needed for an orbiting body to complete one revo-
lution about another body. (pp. 47, 61)

period–luminosity relation A relation between the pulsation 
period of a Cepheid variable and its absolute brightness. Measure-
ment of the pulsation period allows the distance of the star to be 
determined. (p. 583)
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permafrost Layer of permanently frozen water ice thought to lie 
just under the surface of Mars. (p. 247)
phase Appearance of the sunlit face of the Moon at different points 
along its orbit, as seen from Earth. (p. 18)
photodisintegration Process occurring at high temperatures, 
in which individual photons have enough energy to split a heavy 
nucleus (e.g., iron) into lighter nuclei.
photoelectric effect Emission of an electron from a surface when a 
photon of electromagnetic radiation is absorbed. (p. 88)
photoevaporation Process in which a cloud in the vicinity of a new-
born hot star is dispersed by the star’s radiation.
photometer A device that measures the total amount of light re-
ceived in all or part of the image. (p. 111)
photometry Branch of observational astronomy in which the 
brightness of a source is measured through each of a set of standard 
filters. (pp. 111, 429)
photomicrograph Photograph taken through a microscope.
photon Individual packet of electromagnetic energy that makes up 
electromagnetic radiation. (p. 85)
photosphere The visible surface of the Sun, lying just above the 
uppermost layer of the Sun’s interior, and just below the chromo- 
sphere. (p. 390)
photosynthesis Process by which plants manufacture carbohydrates 
and oxygen from carbon dioxide and water using chlorophyll and 
sunlight as the energy source.
pixel One of many tiny picture elements, organized into a two-
dimensional array, making up a digital image. (p. 109)
Planck curve See blackbody curve.
Planck epoch Period from the beginning of the universe to roughly 
10−43 second, when the laws of physics are not understood.
Planck’s constant Fundamental physical constant relating the 
energy of a photon to its radiation frequency (color).
planet One of eight major bodies that orbit the Sun, visible to us by 
reflected sunlight.
planetary nebula The ejected envelope of a red-giant star, spread 
over a volume roughly the size of our solar system. (p. 503)
planetary ring system Material organized into thin, flat rings encir-
cling a giant planet, such as Saturn.
planetary transit Orbital configuration in which an inferior planet 
(e.g., Mercury or Venus, as seen from Earth) is observed to pass 
directly in front of the Sun. (p. 372)
planetesimal Term given to objects in the early solar system that 
had reached the size of small moons, at which point their gravita-
tional fields were strong enough to begin influencing their neigh-
bors. (p. 150)
plasma A gas in which the constituent atoms are completely ionized.
plate tectonics The motions of regions of Earth’s lithosphere, which 
drift with respect to one another. Also known as continental drift. 
(p. 174)
plutino Kuiper-belt object whose orbital period (like that of Pluto) 
is in a 3:2 resonance with the orbit of Neptune.

plutoid A dwarf planet orbiting beyond Neptune. (p. 357)

polarity A measure of the direction of the solar magnetic field in a 
sunspot. Conventionally, lines coming out of the surface are labeled 
“S” while those going into the surface are labeled “N.” (p. 402)

polarization The alignment of the electric fields of emitted photons, 
which are generally emitted with random orientations. (p. 453)

polar vortex Long-lived pattern of circulating winds around the 
pole of a planet. (p. 230)

Population I and II stars Classification scheme for stars based on 
the abundance of heavy elements. Within the Milky Way, Population 
I refers to young disk stars and Population II refers to old halo stars.

positron Atomic particle with properties identical to those of a 
negatively charged electron, except for its positive charge. This 
positron is the antiparticle of the electron. Positrons and electrons 
annihilate one another when they meet, producing pure energy in 
the form of gamma rays. (p. 411)

prebiotic compound Molecule that can combine with others to 
form the building blocks of life.

precession The slow change in the direction of the rotation axis of a 
spinning object, caused by some external gravitational influence. (p. 17)

primary atmosphere The chemical components that would have 
formed Earth’s atmosphere.

primary mirror Mirror placed at the prime focus of a telescope (see
prime focus).

prime focus The point in a reflecting telescope where the mirror 
focuses incoming light to a point. (p. 100)

prime-focus image Image formed at the prime focus of a telescope.

primeval fireball Hot, dense state of the universe at very early 
times, just after the Big Bang. (p. 670)

primordial matter Matter created during the early, hot epochs of 
the universe.

primordial nucleosynthesis The production of elements heavier 
than hydrogen by nuclear fusion in the high temperatures and den-
sities that existed in the early universe. (p. 697)

principle of cosmic censorship A proposition to separate the unex-
plained physics near a singularity from the rest of the well-behaved 
universe. The principle states that nature always hides any singular-
ity, such as a black hole, inside an event horizon, which insulates the 
rest of the universe from seeing it.

progenitor “Ancestor” star of a given object; for example, the 
star that existed before a supernova explosion is the supernova’s 
progenitor.

prograde motion Motion across the sky in the eastward direction.

prominence Loop or sheet of glowing gas ejected from an active 
region on the solar surface, which then moves through the inner 
parts of the corona under the influence of the Sun’s magnetic field. 
(p. 405)

proper motion The angular movement of a star across the sky, as 
seen from Earth, measured in seconds of arc per year. This move-
ment is a result of the star’s actual motion through space. (p. 424)

protein Molecule made up of amino acids that controls metabolism.



16G-16 Glossary

proton An elementary particle carrying a positive electric charge, 
a component of all atomic nuclei. The number of protons in the 
nucleus of an atom dictates what type of atom it is. (p. 63)
proton–proton chain The chain of fusion reactions, leading from 
hydrogen to helium, that powers main-sequence stars. (p. 412)
protoplanet Clump of material, formed in the early stages of solar 
system formation, that was the forerunner of the planets we see 
today. (p. 150)
protostar Stage in star formation when the interior of a collapsing 
fragment of gas is sufficiently hot and dense that it becomes opaque 
to its own radiation. The protostar is the dense region at the center 
of the fragment. (p. 474)
protostellar disk Swirling disk of gas and dust within which a star 
(and possibly a planetary system) forms. The “solar nebula,” in the 
case of our Sun. (p. 475)
protosun The central accumulation of material in the early stages 
of solar system formations, the forerunner of the present-day Sun. 
(p. 150)
Ptolemaic model Geocentric solar system model, developed by the 
second-century astronomer Claudius Ptolemy. It predicted with 
great accuracy the positions of the then known planets. (p. 38)
pulsar Object that emits radiation in the form of rapid pulses with 
a characteristic pulse period and duration. Charged particles, ac-
celerated by the magnetic field of a rapidly rotating neutron star, 
flow along the magnetic field lines, producing radiation that beams 
outward as the star spins on its axis. (p. 545)
pulsating variable star A star whose luminosity varies in a predict-
able, periodic way. (p. 581)
P-waves Pressure waves from an earthquake that travel rapidly 
through liquids and solids.
pyrolific-release experiment Experiment to look for life on Mars. 
Radioactively tagged carbon dioxide was added to Martian soil 
specimens. Scientists looked for indications that the radioactive 
material had been absorbed.

Q

quantization The fact that light and matter on small scales behave 
in a discontinuous manner, and manifest themselves in the form of 
tiny “packets” of energy, called quanta. (p. 85)
quantum fluctuation Temporary random change in the amount of 
energy at a point in space.
quantum gravity Theory combining general relativity with quan-
tum mechanics.
quantum mechanics The laws of physics as they apply on atomic 
scales. (p. 85)
quark A fundamental matter particle that interacts via the strong 
force; basic constituent of protons and neutrons. (p. 694)
quark epoch Period when all heavy elementary particles (composed 
of quarks) were in thermal equilibrium with the cosmic radiation 
field.
quarter Moon Lunar phase in which the Moon appears as a half 
disk.

quasar Starlike radio source with an observed redshift that indicates 
an extremely large distance from Earth. The brightest nucleus of a 
distant active galaxy. (p. 629)
quasar feedback The idea that some of the energy released by a 
quasar in an active galactic nucleus heats and ejects the gas in the 
surrounding galaxy, shutting off the quasar fuel supply and sup-
pressing star formation in the galaxy, connecting the growth of the 
central black hole to the properties of the host galaxy. (p. 654)
quasi-stellar object (QSO) See quasar.
quiescent prominence Prominence that persists for days or weeks, 
hovering high above the solar photosphere.
quiet Sun The underlying predictable elements of the Sun’s behav-
ior, such as its average photospheric temperature, which do not 
significantly change in time.
quintessence Dark energy candidate that evolves in a way that 
depends on the density of matter and radiation in the universe, and 
which may provide a natural explanation for why dark matter seems 
to be just now emerging as the dominant force in the universe.

R

radar Acronym for radio detection and ranging. Radio waves are 
bounced off an object, and the time taken for the echo to return 
indicates its distance. (p. 48)

radial motion Motion along a particular line of sight, which 
induces apparent changes in the wavelength (or frequency) of radia-
tion received.

radial velocity Component of a star’s velocity along the line of sight.

radian Angular measure equivalent to 180 /p = 57.3 degrees.

radiant Constellation from which a meteor shower appears to come.

radiation A way in which energy is transferred from place to place in 
the form of a wave. Light is a form of electromagnetic radiation. (p. 60)

radiation darkening The effect of chemical reactions that result 
when high-energy particles strike the icy surfaces of objects in the 
outer solar system. The reactions lead to a buildup of a dark layer of 
material. (p. 329)

radiation era The first few thousand years after the Big Bang when 
the universe was small, dense, and dominated by radiation.

radiation zone Region of the Sun’s interior where extremely high 
temperatures guarantee that the gas is completely ionized. Photons 
only occasionally interact with electrons, and travel through this 
region with relative ease. (p. 390)

radiation-dominated universe Early epoch in the universe, when 
the equivalent density of radiation in the cosmos exceeded the den-
sity of matter. (p. 691)

radio Region of the electromagnetic spectrum corresponding to the 
longest wavelength radiation. (p. 60)

radioactivity The release of energy by rare, heavy elements when 
their nuclei decay into lighter nuclei. (p. 171)

radio galaxy Type of active galaxy that emits most of its energy in 
the form of long-wavelength radiation. (p. 625)

radiograph Image made from observations at radio wavelengths.
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radio lobe Roundish extended region of radio-emitting gas, lying 
well beyond the center of a radio galaxy. (p. 625)
radio telescope Large instrument designed to detect radiation from 
space at radio wavelengths. (p. 114)
radio wave Electromagnetic radiation with wavelength in the radio 
part of the spectrum (p. 76)
radius–luminosity–temperature relationship A mathematical 
proportionality, arising from Stefan’s law, which allows astronomers 
to indirectly determine the radius of a star once its luminosity and 
temperature are known. (p. 433)
rapid mass transfer Mass transfer in a binary system that proceeds 
at a rapid and unstable rate, transferring most of the mass of one star 
onto the other.
ray The path taken by a beam of radiation.
Rayleigh scattering Scattering of light by particles in the atmosphere.
recession velocity Rate at which two objects are separating from 
one another.
recombination See decoupling. (p. 699)
recurrent nova Star that “goes nova” several times over the course 
of a few decades.
reddening Dimming of starlight by interstellar matter, which tends 
to scatter higher-frequency (blue) components of the radiation more 
efficiently than the lower-frequency (red) components. (p. 451)
red dwarf Small, cool faint star at the lower-right end of the main 
sequence on the Hertzsprung–Russell diagram. (p. 436)
red giant A giant star whose surface temperature is relatively low so 
that it glows red. (pp. 434)
red-giant branch The section of the evolutionary track of a star cor-
responding to intense hydrogen shell burning, which drives a steady 
expansion and cooling of the outer envelope of the star. As the star 
gets larger in radius and its surface temperature cools, it becomes a 
red giant. (p. 499)
red-giant region The upper-right corner of the Hertzsprung– 
Russell diagram, where red-giant stars are found. (p. 436)
redshift Motion-induced change in the wavelength of light emitted 
from a source moving away from us. The relative recessional motion 
causes the wave to have an observed wavelength longer (and hence 
redder) than it would if it were not moving.
redshift survey Three-dimensional survey of galaxies, using redshift 
to determine distance.
red supergiant An extremely luminous red star. Often found on the 
asymptotic-giant branch of the Hertzsprung–Russell diagram. (p. 434)
reflecting telescope A telescope which uses a curved mirror to 
focus light from a distant object. (p. 100)
reflection nebula Bluish nebula caused by starlight scattering from 
dust particles in an interstellar cloud located just off the line of sight 
between Earth and a bright star. (p. 455)
refracting telescope A telescope that uses a lens to gather and focus 
light from a distant object. (p. 100)
refraction The tendency of a wave to bend as it passes from one 
transparent medium to another. (p. 100)

regolith Surface dust on the moon, several tens of meters thick in 
places, caused by billions of years of meteoritic bombardment.
relativistic Speeds comparable to the speed of light.
relativistic fireball Leading explanation of a gamma-ray burst in 
which an expanding region of superhot gas radiates in the gamma-
ray part of the spectrum.
remnant The object left behind after a supernova explosion. Can 
refer to (1) the expanding and cooling shell of glowing gas resulting 
from the event, or (2) the neutron star or black hole that remains at 
the center of the explosion. (p. 544)
residual cap Portion of Martian polar ice caps that remains perma-
nently frozen, undergoing no seasonal variations. (p. 249)
resonance Circumstance in which two characteristic times are 
related in some simple way, for example, an asteroid with an orbital 
period exactly half that of Jupiter. (p. 198)
retina (eye) The back part of the eye onto which light is focused by 
the lens.
retrograde motion Backward, westward loop traced out by a planet 
with respect to the fixed stars. (p. 37)
revolution Orbital motion of one body about another, such as Earth 
about the Sun. (p. 14)
revolving See revolution. (p. 13)
Riemannian geometry Geometry of positively curved space (e.g., 
the surface of a sphere).
right ascension Celestial coordinate used to measure longitude on 
the celestial sphere. The zero point is the position of the Sun at the 
vernal equinox.
rille A ditch on the surface of the Moon where molten lava flowed 
in the past. (p. 206)
ring See planetary ring system.
ringlet Narrow region in Saturn’s planetary ring system where the 
density of ring particles is high. Voyager discovered that the rings 
visible from Earth are actually composed of tens of thousands of 
ringlets. (p. 300)
Roche limit Often called the tidal stability limit, the Roche limit 
gives the distance from a planet at which the tidal force (due to the 
planet) between adjacent objects exceeds their mutual attraction. 
Objects within this limit are unlikely to accumulate into larger 
objects. The rings of Saturn occupy the region within Saturn’s Roche 
limit. (p. 299)
Roche lobe An imaginary surface around a star. Each star in a bina-
ry system can be pictured as being surrounded by a teardrop-shaped 
zone of gravitational influence, the Roche lobe. Any material within 
the Roche lobe of a star can be considered to be part of that star. 
During evolution, one member of the binary system can expand so 
that it overflows its own Roche lobe and begins to transfer matter 
onto the other star. (p. 516)
rock Material made predominantly from compounds of silicon and 
oxygen.
rock cycle Process by which surface rock on Earth is continuously 
redistributed and transformed from one type into another. (p. 174)
rotation Spinning motion of a body about an axis. (p. 12)
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rotation curve Plot of the orbital speed of disk material in a galaxy 
against its distance from the galactic center. Analysis of rotation 
curves of spiral galaxies indicates the existence of dark matter. (p. 596)
R-process “Rapid” process in which many neutrons are captured by 
a nucleus during a supernova explosion.
RR Lyrae variable Variable star whose luminosity changes in a 
characteristic way. All RR Lyrae stars have more or less the same 
average luminosity. (p. 581)
runaway greenhouse effect A process in which the heating of a 
planet leads to an increase in its atmosphere’s ability to retain heat and 
thus to further heating, causing extreme changes in the temperature of 
the surface and the composition of the atmosphere. (p. 232)
runoff channel River-like surface feature on Mars, evidence that 
liquid water once existed there in great quantities. They are found 
in the southern highlands and are thought to have been formed by 
water that flowed nearly 4 billion years ago. (p. 245)

S

S0 galaxy Galaxy that shows evidence of a thin disk and a bulge, but 
which has no spiral arms and contains little or no gas. (p. 612)
Sagittarius A/Sgr A* Strong radio source corresponding to the 
supermassive black hole at the center of the Milky Way. (p. 601)
Saros cycle Time interval between successive occurrences of the 
“same” solar eclipse, equal to 18 years, 11.3 days.
satellite A small body orbiting another larger body.
SB0 galaxy An S0-type galaxy whose disk shows evidence of a bar. 
(p. 612)
scalar field Class of quantum-mechanical fields in Grand Unified 
Theories whose interactions with particles determine those par-
ticles’ properties. Inflation in the early universe is thought to have 
occurred when one or more scalar fields temporarily increased in 
energy above their normal states. (p. 701)
scarp Surface feature on Mercury thought to be the result of cool-
ing and shrinking of the crust forming a wrinkle on the face of the 
planet. (p. 206)
Schmidt telescope Type of telescope having a very wide field of 
view, allowing large areas of the sky to be observed at once.
Schwarzschild radius The distance from the center of an object 
such that, if all the mass were compressed within that region, the 
escape speed would equal the speed of light. Once a stellar remnant 
collapses within this radius, light cannot escape and the object is no 
longer visible. (p. 557)
scientific method The set of rules used to guide science, based on 
the idea that scientific “laws” be continually tested, and modified or 
replaced if found inadequate. (p. 8)
scientific notation Expressing large and small numbers using 
power-of-10 notation.
seasonal cap Portion of Martian polar ice caps that is subject to seasonal 
variations, growing and shrinking once each Martian year. (p. 249)
seasons Changes in average temperature and length of day that 
result from the tilt of Earth’s (or any planet’s) axis with respect to the 
plane of its orbit. (p. 16)

secondary atmosphere The chemicals that composed Earth’s atmo-
sphere after the planet’s formation, once volcanic activity outgassed 
chemicals from the interior.

sedimentary Type of rock formed from the buildup of sediment.

seeing Term used to describe the ease with which good telescopic 
observations can be made from Earth’s surface, given the blurring 
effects of atmospheric turbulence. (p. 111)

seeing disk Roughly circular region on a detector over which a star’s 
point-like images is spread, due to atmospheric turbulence. (p. 111)

seismic wave A wave that travels outward from the site of an earth-
quake through Earth. (p. 168)

seismology The study of earthquakes and the waves they produce in 
Earth’s interior.

seismometer Equipment designed to detect and measure the 
strength of earthquakes (or quakes on any other planet).

selection effect Observational bias in which a measured property of a 
collection of objects is due to the way in which the measurement was 
made, rather than being intrinsic to the objects themselves. (p. 279)

self-propagating star formation Mode of star formation in which 
shock waves produced by the formation and evolution of one gen-
eration of stars triggers the formation of the next. (p. 594)

semi-detached Binary system where one star lies within its Roche 
lobe but the other fills its Roche lobe and is transferring matter onto 
the first star.

semimajor axis One-half of the major axis of an ellipse. The 
semimajor axis is the way in which the size of an ellipse is usually 
quantified. (p. 45)

SETI Acronym for search for extraterrestrial intelligence. (p. 729)

Seyfert galaxy Type of active galaxy whose emission comes from a 
very small region within the nucleus of an otherwise normal-
looking spiral system. (p. 624)

shepherd satellite Satellite whose gravitational effect on a ring helps pre-
serve the ring’s shape. Examples are two satellites of Saturn, Prometheus 
and Pandora, whose orbits lie on either side of the F ring. (p. 304)

shield volcano A volcano produced by repeated nonexplosive erup-
tions of lava, creating a gradually sloping, shield-shaped low dome. 
Often contains a caldera at its summit. (p. 225)

shock wave Wave of matter, which may be generated by a newborn 
star or supernova, that pushes material outward into the surround-
ing molecular cloud. The material tends to pile up, forming a rapidly 
moving shell of dense gas. (p. 484)

short-period comet Comet with an orbital period of less than 
200 years.

SI Système International, the international system of metric units 
used to define mass, length, time, etc.

sidereal day The time needed between successive risings of a given 
star. (p. 13)

sidereal month Time required for the Moon to complete one trip 
around the celestial sphere. (p. 18)

sidereal year The time required for the constellations to complete 
one cycle around the sky and return to their starting points, as seen 
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from a given point on Earth. Earth’s orbital period around the Sun is 
one sidereal year. (p. 17)
single-line spectroscopic binary Binary system in which one star is 
too faint for its spectrum to be distinguished, so only the spectrum 
of the brighter star can be seen to shift back and forth as the stars 
orbit one another.
singularity A point in the universe where the density of matter and 
the gravitational field are infinite, such as at the center of a black 
hole. (p. 563)
sister/coformation theory (Moon) Theory suggesting that the 
Moon formed as a separate object close to Earth.
soft landing Use of rockets, parachutes, or packaging to break the 
fall of a space probe as it lands on a planet.
solar constant The amount of solar energy reaching Earth’s atmo-
sphere per unit area per unit time, approximately 1400 W/m2. (p. 390)
solar core The region at the center of the Sun, with a radius of 
nearly 200,000 km, where powerful nuclear reactions generate the 
Sun’s energy output.
solar cycle The 22-year period that is needed for both the average 
number of spots and the Sun’s magnetic polarity to repeat themselves. 
The Sun’s polarity reverses on each new 11-year sunspot cycle. (p. 404)
solar day The period of time between the instant when the Sun is dir-
ectly overhead (i.e., noon) to the next time it is directly overhead. (p. 13)
solar eclipse Celestial event during which the new Moon passes 
directly between Earth and the Sun, temporarily blocking the Sun’s 
light. (p. 20)
solar interior The region of the Sun between the solar core and the 
photosphere.
solar maximum Point of the sunspot cycle during which many 
spots are seen. They are generally confined to regions in each hemi-
sphere, between about 15 and 20 degrees latitude.
solar minimum Point of the sunspot cycle during which only a few 
spots are seen. They are generally confined to narrow regions in each 
hemisphere at about 25–30 degrees latitude.
solar nebula The swirling gas surrounding the early Sun during the 
epoch of solar system formation, also referred to as the primitive 
solar system. (p. 148)
solar neutrino problem The discrepancy between the theoretically 
predicted flux of neutrinos streaming from the Sun as a result of 
fusion reactions in the core and the flux that is actually observed. 
The observed number of neutrinos is only about half the predicted 
number. (p. 414)
solar system The Sun and all the bodies that orbit it—Mercury, 
Venus, Earth, Mars, Jupiter, Saturn, Uranus, Neptune, their moons, 
the asteroids, the comets, and trans-Neptunian objects. (p. 136)
solar wind An outward flow of fast-moving charged particles from 
the Sun. (p. 390)
solstice See summer solstice, winter solstice.
sotropic Assumed property of the universe such that the universe 
looks the same in every direction.
south celestial pole Point on the celestial sphere directly above 
Earth’s South Pole. (p. 12)

spacetime Single entity combining space and time in special and 
general relativity. (p. 558)
spatial resolution The dimension of the smallest detail that can be 
seen in an image.
special theory of relativity Theory proposed by Einstein to deal 
with the preferred status of the speed of light. (p. 557)
speckle interferometry Technique whereby many short-exposure 
images of a star are combined to make a high-resolution map of the 
star’s surface.
spectral class Classification scheme, based on the strength of 
stellar spectral lines, which is an indication of the temperature of a 
star. (p. 431)
spectral window Wavelength range in which Earth’s atmosphere is 
transparent.
spectrograph Instrument used to produce detailed spectra of stars. 
Usually, a spectrograph records a spectrum on a CCD detector, for 
computer analysis.
spectrometer Instrument used to produce detailed spectra of stars. 
Usually, a spectrograph records a spectrum on a photographic plate, 
or more recently, in electronic form on a computer. (p. 111)
spectroscope Instrument used to view a light source so that it is 
split into its component colors. (p. 80)
spectroscopic binary A binary-star system which appears as a 
single star from Earth, but whose spectral lines show back-and-forth 
Doppler shifts as two stars orbit one another. (p. 440)
spectroscopic parallax Method of determining the distance to a 
star by measuring its temperature and then determining its absolute 
brightness by comparing with a standard Hertzsprung–Russell dia-
gram. The absolute and apparent brightness of the star give the star’s 
distance from Earth. (p. 437)
spectroscopy The study of the way in which atoms absorb and emit 
electromagnetic radiation. Spectroscopy allows astronomers to 
determine the chemical composition of stars. (p. 83)
spectrum The separation of light into its component colors.
speed Distance moved per unit time, independent of direction. See 
also velocity.
speed of light The fastest possible speed, according to the currently 
known laws of physics. Electromagnetic radiation exists in the form 
of waves or photons moving at the speed of light. (p. 64)
spicule Small solar storm that expels jets of hot matter into the Sun’s 
lower atmosphere.
spin–orbit resonance State that a body is said to be in if its rotation 
period and its orbital period are related in some simple way.
spiral arm Distribution of material in a galaxy forming a pinwheel-
shaped design, beginning near the galactic center. (p. 592)
spiral density wave (1) A wave of matter formed in the plane of 
planetary rings, similar to ripples on the surface of a pond, which 
wrap around the rings forming spiral patterns similar to grooves in a 
record disk. Spiral density waves can lead to the appearance of ring-
lets. (p. 592) (2) Proposed explanation for the existence of galactic 
spiral arms, in which coiled waves of gas compression move through 
the galactic disk, triggering star formation.
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spiral galaxy Galaxy composed of a flattened, star-forming disk 
component which may have spiral arms and a large central galactic 
bulge. (pp. 580, 608)
spiral nebula Historical name for spiral galaxies, describing their 
appearance.

spring tide The largest tides, occurring when the Sun, Moon, and 
Earth are aligned at new and full Moon.

S-process “Slow” process in which neutrons are captured by a 
nucleus; the rate is typically one neutron capture per year.

standard candle Any object with an easily recognizable appearance 
and known luminosity, which can be used in estimating distances. 
Supernovae, which all have the same peak luminosity (depending 
on type), are good examples of standard candles and are used to 
determine distances to other galaxies. (p. 615)

standard solar model A self-consistent picture of the Sun, developed 
by incorporating the important physical processes that are thought 
to be important in determining the Sun’s internal structure into a 
computer program. The results of the program are then compared 
with observations of the Sun and modifications are made to 
the model. The standard solar model, which enjoys widespread 
acceptance, is the result of this process. (p. 392)

star A glowing ball of gas held together by its own gravity and 
powered by nuclear fusion in its core. (p. 390)

starburst galaxy Galaxy in which a violent event, such as near-
collision, has caused an intense episode of star formation in the 
recent past. (p. 644)

star cluster A grouping of anywhere from a dozen to a million stars 
that formed at the same time from the same cloud of interstellar gas. 
Stars in clusters are useful to aid our understanding of stellar evolu-
tion because, within a given cluster, stars are all roughly the same 
age and chemical composition and lie at roughly the same distance 
from Earth. (p. 486)

Stefan’s law Relation that gives the total energy emitted per square 
centimeter of its surface per second by an object of a given tempera-
ture. Stefan’s law shows that the energy emitted increases rapidly 
with an increase in temperature, proportional to the temperature 
raised to the fourth power. (p. 70)

stellar epoch Most recent period when stars, planets, and life have 
appeared in the universe.

stellar nucleosynthesis The formation of heavy elements by the 
fusion of lighter nuclei in the hearts of stars. Except for hydrogen 
and helium, all other elements in our universe resulted from stellar 
nucleosynthesis. (p. 531)

stellar occultation The dimming of starlight produced when a solar 
system object such as a planet, moon, or ring passes directly in front 
of a star. (p. 332)

stratosphere The portion of Earth’s atmosphere lying above the 
troposphere, extending up to an altitude of 40–50 km. (p. 163)

string theory Theory that interprets all particles and forces in terms 
of particular modes of vibration of submicroscopic strings. (p. 694)

strong nuclear force Short-range force responsible for binding 
atomic nuclei together. The strongest of the four fundamental forces 
of nature. (p. 411)

S-type asteroid Asteroid made up mainly of silicate or rocky material.
subatomic particle Particle smaller than the size of an atomic 
nucleus.
subduction zone Place where two plates meet and one slides under 
the other. (p. 176)
subgiant Star on the subgiant branch of the Hertzsprung–Russell 
diagram. (p. 498)
subgiant branch The section of the evolutionary track of a star cor-
responding to changes that occur just after hydrogen is depleted in 
the core, and core hydrogen burning ceases. Shell hydrogen burning 
heats the outer layers of the star, which causes a general expansion 
of the stellar envelope. (p. 498)
sublimation Process by which element changes from the solid to 
the gaseous state, without becoming liquid.
summer solstice Point on the ecliptic where the Sun is at its north-
ernmost point above the celestial equator, occurring on or near 
June 21. (p. 15)
sunspot An Earth-sized dark blemish found on the surface of the 
Sun. The dark color of the sunspot indicates that it is a region of 
lower temperature than its surroundings. (p. 401)
sunspot cycle The fairly regular pattern that the number and dis-
tribution of sunspots follows, in which the average number of spots 
reaches a maximum every 11 or so years, then fall off to almost zero. 
(p. 404)
supercluster Grouping of several clusters of galaxies into a larger, 
but not necessarily gravitationally bound, unit. (p. 656)
super-Earth Extrasolar planet with mass between 2 and 10 Earth 
masses. Both rocky and ocean super-Earths have been detected. (p. 374)
superforce An attempt to combine the strong and electroweak 
forces into one single force.
supergiant A star with a radius between 100 and 1000 times that of 
the Sun. (p. 434)
supergranulation Large-scale flow pattern on the surface of the 
Sun, consisting of cells measuring up to 30,000 km across, thought 
to be the imprint of large convective cells deep in the solar interior. 
(p. 397)
superior conjunction Orbital configuration in which an inferior 
planet (Mercury or Venus) lies farthest from Earth (on the opposite 
side of the Sun).
supermassive black hole Black hole having a mass a million to a 
billion times greater than the mass of the Sun; usually found in the 
central nucleus of a galaxy. (p. 569)
supernova Explosive death of a star, caused by the sudden onset 
of nuclear burning (Type I), or an enormously energetic shock 
wave (Type II). One of the most energetic events of the universe, a 
supernova may temporarily outshine the rest of the galaxy in which 
it resides. (p. 526)
supernova remnant The scattered glowing remains from a super-
nova that occurred in the past. The Crab Nebula is one of the best-
studied supernova remnants. (p. 528)
supersymmetric relic Massive particle that should have been cre-
ated in the Big Bang if supersymmetry is correct.
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supersymmetry Fundamental symmetry of the universe in which 
all particles that are acted on by forces (e.g., quarks and electrons) 
are paired with particles that transmit forces (e.g., gluons and 
photons). It predicts the existence of supersymmetric partners for all 
known elementary particles. (p. 694)
surface gravity The acceleration due to gravity at the surface of a 
star or planet.
S-waves Shear waves from an earthquake, which can travel only 
through solid material and move more slowly than P-waves.
synchronous orbit State of an object when its period of rotations is 
exactly equal to its average orbital period. The Moon is in a synchro-
nous orbit, and so presents the same face toward Earth at all times. 
(p. 195)
synchrotron radiation Type of nonthermal radiation produced by 
high-speed charged particles, such as electrons, as they are acceler-
ated in a strong magnetic field. (p. 633)
synodic month Time required for the Moon to complete a full cycle 
of phases. (p. 19)

T

T Tauri star Protostar in the late stages of formation, often exhibit-
ing violent surface activity. T Tauri stars have been observed to 
brighten noticeably in a short period of time, consistent with the 
idea of rapid evolution during this final phase of stellar formation. 
(p. 476)
tail Component of a comet that consists of material streaming away 
from the main body, sometimes spanning hundreds of millions of 
kilometers. May be composed of dust or ionized gases. (p. 345)
tau A type of lepton (along with the electron and muon).
tectonic fracture Crack on a planet’s surface, in particular on the 
surface of Mars, caused by internal geological activity.
telescope Instrument used to capture as many photons as possible 
from a given region of the sky and concentrate them into a focused 
beam for analysis. (p. 100)
temperature A measure of the amount of heat in an object, and an 
indication of the speed of the particles that comprise it. (p. 68)
tenuous Thin, having low density.
terminator The line separating night from day on the surface of the 
Moon or a planet.
terrae See highlands.
terrestrial planet One of the four innermost planets of the solar 
system, resembling Earth in general physical and chemical proper-
ties. (p. 140)
theoretical model An attempt to construct a mathematical explana-
tion of a physical process or phenomenon, within the assumptions 
and confines of a given theory. In addition to providing an explana-
tion of the observed facts, the model generally makes new predictions 
that can be tested by further observation or experimentation. (p. 8)
theories of relativity Einstein’s theories, on which much of modern 
physics rests. Two essential facts of the theory are that nothing can 
travel faster than the speed of light and that everything, including 
light, is affected by gravity.

theory A framework of ideas and assumptions used to explain some 
set of observations and make predictions about the real world. (p. 8)
thermal equilibrium Condition in which new particle–antiparticle 
pairs are created from photons at the same rate as pairs annihilate 
one another to produce new photons.
thick disk Region of a spiral galaxy where an intermediate popula-
tion of stars resides, younger than the halo stars but older than stars 
in the disk.
threshold temperature Critical temperature above which pair pro-
duction is possible and below which pair production cannot occur.
tidal bulge Elongation of Earth caused by the difference between the 
gravitational force on the side nearest the Moon and the force on the 
side farthest from the Moon. The long axis of the tidal bulge points 
toward the Moon. More generally, the deformation of any body pro-
duced by the tidal effect of a nearby gravitating object. (p. 183)
tidal force The variation in one body’s gravitational force from place 
to place across another body—for example, the variation of the 
Moon’s gravity across Earth. (p. 183)
tidal locking Circumstance in which tidal forces have caused a 
moon to rotate at exactly the same rate at which it revolves around 
its parent planet, so that the moon always keeps the same face 
turned toward the planet.
tidal stability limit The minimum distance within which a moon 
can approach a planet before being torn apart by the planet’s tidal 
force.
tides Rising and falling motion of terrestrial bodies of water, ex-
hibiting daily, monthly, and yearly cycles. Ocean tides on Earth are 
caused by the competing gravitational pull of the Moon and Sun on 
different parts of Earth. (p. 182)
time dilation A prediction of the theory of relativity, closely related 
to the gravitational redshift. To an outside observer, a clock lowered 
into a strong gravitational field will appear to run slow. (p. 563)
total eclipse Celestial event during which one body is completely 
blocked from view by another. (p. 21)
transit See planetary transit.
transition zone The region of rapid temperature increases that 
separates the Sun’s chromosphere from the corona. (p. 390)
trans-Neptunian object A small, icy body orbiting beyond the 
orbit of Neptune. Pluto and Eris are the largest currently known 
examples. (p. 353)
transverse motion Motion perpendicular to a particular line of 
sight, which does not result in Doppler shift in radiation received.
transverse velocity Component of star’s velocity perpendicular to 
the line of sight.
triangulation Method of determining distance based on the prin-
ciples of geometry. A distant object is sighted from two well-separated 
locations. The distance between the two locations and the angle 
between the line joining them and the line to the distant object are all 
that are necessary to ascertain the object’s distance. (p. 24)
triple-alpha process The creation of carbon-12 by the fusion of 
three helium-4 nuclei (alpha particles). Helium-burning stars 
occupy a region of the Hertzsprung–Russell diagram known as 
the horizontal branch. (p. 499)
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triple star system Three stars that orbit one another, bound to-
gether by gravity.
Trojan asteroid One of two groups of asteroids which orbit at the 
same distance from the Sun as Jupiter, 60 degrees ahead of and 
behind the planet. (p. 344)
tropical year The time interval between one vernal equinox and the 
next. (p. 17)
troposphere The portion of Earth’s atmosphere from the surface to 
about 12 km. (p. 163)
trough Maximum departure of a wave below its undisturbed state.
true space motion True motion of a star, taking into account both its 
transverse and radial motion according to the Pythagorean theorem.
Tully-Fisher relation A relation used to determine the absolute 
luminosity of a spiral galaxy. The rotational velocity, measured from 
the broadening of spectral lines, is related to the total mass, and 
hence the total luminosity. (p. 616)
turnoff mass The mass of a star that is just now evolving off the 
main sequence in a star cluster.
21-centimeter line Spectral line in the radio region of the electro-
magnetic spectrum, associated with a change of spin of the electron 
in a hydrogen atom.
21-centimeter radiation Radio radiation emitted when an electron 
in the ground state of a hydrogen atom flips its spin to become anti-
parallel to the spin of the proton in the nucleus. (p. 462)
twin quasar Quasar that is seen twice at different locations in the 
sky due to gravitational lensing.
Type I supernova One possible explosive death of a star. A white 
dwarf in a binary-star system can accrete enough mass that it cannot 
support its own weight. The star collapses and temperatures become 
high enough for carbon fusion to occur. Fusion begins throughout the 
white dwarf almost simultaneously and an explosion results. (p. 527)
Type II supernova One possible explosive death of a star, in which 
the highly evolved stellar core rapidly implodes and then explodes, 
destroying the surrounding star. (p. 527)

U

ultraviolet Region of the electromagnetic spectrum, just beyond 
the visible range, corresponding to wavelengths slightly shorter than 
blue light. (p. 60)
ultraviolet telescope A telescope that is designed to collect radia-
tion in the ultraviolet part of the spectrum. Earth’s atmosphere is 
partially opaque to these wavelengths, so ultraviolet telescopes are 
put on rockets, balloons, and satellites to get high above most or all 
of the atmosphere. (p. 123)
umbra Central region of the shadow cast by an eclipsing body (p. 21); 
The central region of a sunspot, which is its darkest and coolest part. 
(p. 401)
unbound An orbit which does not stay in a specific region of space, 
but where an object escapes the gravitational field of another. Typi-
cal unbound orbits are hyperbolic in shape. (p. 54)
unbound trajectory Path of an object with launch speed high 
enough that it can escape the gravitational pull of a planet.

uncompressed density The density a body would have in the ab-
sence of any compression due to its own gravity.
universe The totality of all space, time, matter, and energy. (p. 6)
unstable nucleus Nucleus that cannot exist indefinitely, but rather 
must eventually decay into other particles or nuclei.
upwelling Upward motion of material having temperature higher 
than the surrounding medium.
Urey-Miller experiment Groundbreaking experiment that simu-
lated conditions on the early Earth and tested for the occurrence of 
chemical evolution—the production of complex molecules similar 
to those found in all living things on our planet. (p. 718)

V

vacuum energy Energy associated with empty space when a scalar 
field temporarily has higher than normal energy. (p. 702)
Van Allen belt One of at least two doughnut-shaped regions of 
magnetically trapped, charged particles high above Earth’s atmo-
sphere. (p. 180)
variable star A star whose luminosity changes with time. (p. 581)
velocity Displacement (distance plus direction) per unit time. See
also speed. (p. 50)
vernal equinox Date on which the Sun crosses the celestial equator 
moving northward, occurring on or near March 21. (p. 17)
visible light The small range of the electromagnetic spectrum that 
human eyes perceive as light. The visible spectrum ranges from 
about 400–700 nm, corresponding to blue through red light. (p. 60)
visible spectrum The small range of the electromagnetic spectrum 
that human eyes perceive as light. The visible spectrum ranges from 
about 4000–7000 angstroms, corresponding to blue through red 
light.
visual binary A binary-star system in which both members are 
resolvable from Earth. (p. 440)
void Large, relatively empty region of the universe around which 
superclusters and “walls” of galaxies are organized. (p. 657)
volcano Upwelling of hot lava from below Earth’s crust to the 
planet’s surface.

W

wane (referring to the Moon or a planet) To shrink. The Moon 
appears to wane, or shrink in size, for two weeks after full Moon.
warm longitudes (Mercury) Two opposite points on Mercury’s 
equator where the Sun is directly overhead at aphelion. Cooler than 
the hot longitudes by 150 degrees.
water hole The radio interval between 18 cm and 21 cm, the respec-
tive wavelengths at which hydroxyl (OH) and hydrogen (H) radiate, 
in which intelligent civilizations might conceivably send their com-
munication signals. (p. 731)
water volcano Volcano that ejects water (molten ice) rather than 
lava (molten rock) under cold conditions.
watt/kilowatt Unit of power: 1 watt (W) is the emission of 1 joule (J) 
per second; 1 kilowatt (kW) is 1000 watts.
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wave A pattern that repeats itself cyclically in both time and space. 
Waves are characterized by the speed at which they move, their 
frequency, and their wavelength. (p. 60)
wave period The amount of time required for a wave to repeat itself 
at a specific point in space.
wave theory of radiation Description of light as a continuous wave 
phenomenon, rather than as a stream of individual particles. (p. 65)
wavelength The distance from one wave crest (or trough) to the 
next, at a given instant in time. (p. 61)
wax (referring to the Moon or a planet) To grow. The Moon appears 
to wax, or grow in size, for two weeks after new Moon.
weak nuclear force Short-range force, weaker than both electro-
magnetism and the strong force, but much stronger than gravity; 
responsible for certain nuclear reactions and radioactive decays. 
(p. 412)
weakly interacting massive particle (WIMP) Class of subatomic 
particles that might have been produced early in the history of the 
universe; dark-matter candidates.
weight The gravitational force exerted on you by Earth (or the 
planet on which you happen to be standing). (p. 49)
weird terrain A region on the surface of Mercury with oddly rippled 
features. This feature is thought to be the result of a strong impact 
that occurred on the other side of the planet, and sent seismic waves 
traveling around the planet, converging in the weird region.
white dwarf A dwarf star with sufficiently high surface temperature 
that it glows white. (pp. 434, 505)
white-dwarf region The bottom-left corner of the Hertzsprung–
Russell diagram, where white-dwarf stars are found. (p. 436)
white oval Light-colored region near the Great Red Spot in Jupiter’s 
atmosphere. Like the red spot, such regions are apparently rotating 
storm systems. (p. 272)
Wien’s law Relation between the wavelength at which a black-
body curve peaks and the temperature of the emitter. The peak 

wavelength is inversely proportional to the temperature, so the hot-
ter the object, the bluer its radiation. (p. 70)
winter solstice Point on the ecliptic where the Sun is at its south-
ernmost point below the celestial equator, occurring on or near 
December 21. (p. 16)
wispy terrain Prominent light-colored streaks on Rhea, one of 
Saturn’s moons.

X

X-ray Region of the electromagnetic spectrum corresponding to 
radiation of high frequency and short wavelength, far beyond the 
visible spectrum. (p. 60)
X-ray burster X-ray source that radiates thousands of times more 
energy than our Sun in short bursts lasting only a few seconds. A 
neutron star in a binary system accretes matter onto its surface until 
temperatures reach the level needed for hydrogen fusion to occur. 
The result is a sudden period of rapid nuclear burning and release of 
energy. (p. 550)
X-ray nova Nova explosion detected at X-ray wavelengths.

Z

Zeeman effect Broadening or splitting of spectral lines due to the 
presence of a magnetic field.
zero-age main sequence The region on the Hertzsprung–Russell 
diagram, as predicted by theoretical models, where stars are located 
at the onset of nuclear burning in their cores. (p. 477)
zodiac The 12 constellations on the celestial sphere through which 
the Sun appears to pass during the course of a year. (p. 14)
zonal flow Alternating regions of westward and eastward flow, 
roughly symmetrical about the equator of Jupiter, associated with 
the belts and zones in the planet’s atmosphere. (p. 269)
zone Bright, high-pressure region in the atmosphere of a jovian 
planet, where gas flows upward. (p. 268)
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Answers to Check Questions

Concept Checks and Process of Science Checks

Chapter 1
1.1 (p. 9) A theory can never become proven 
“fact,” because it can always be invalidated, 
or forced to change, by a single contradictory 
observation. However, once a theory’s predictions 
have been repeatedly verified by experiments over 
many years, it is often widely regarded as “true.”
1.2 (p. 13) (1) Because the celestial sphere provides 
a natural means of specifying the locations of stars 
on the sky. Celestial coordinates are directly related 
to Earth’s orientation in space, but are independent 
of Earth’s rotation. (2) Distance information is 
lost.  1.3 (p. 17) (1) In the Northern Hemisphere, 
summer occurs when the Sun is near its highest 
(northernmost) point on the celestial sphere, or, 
equivalently, when Earth’s North Pole is “tipped” 
toward the Sun, the days are longest and the Sun is 
highest in the sky. Winter occurs when the Sun is 
lowest in the sky (near its southernmost point on 
the celestial sphere) and the days are shortest. (2) We 
see different constellations because Earth has moved 
halfway around its orbit between these seasons and 
the darkened hemisphere faces an entirely different 
group of stars. 1.4 (p. 23) (1) The angular size of 
the Moon would remain the same, but that of the 
Sun would be halved, making it easier for the Moon 
to eclipse the Sun. We would expect to see total 
or partial eclipses, but no annular ones. (2) If the 
distance is halved, the angular size of the Sun would 
double and total eclipses would never be seen, 
only partial or annular ones. 1.5 (p. 27) Because 
astronomical objects are too distant for direct 
(“measuring tape”) measurements, so we must rely 
on indirect means and mathematical reasoning.

Chapter 2
2.1 (p. 41) In the geocentric view, retrograde 
motion is the real backward motion of a planet as 
it moves on its epicycle. In the heliocentric view, 
the backward motion is only apparent, caused 
by Earth “overtaking” the planet in its orbit. 
2.2 (p. 43) Mainly simplicity and elegance. Both 
theories made testable predictions, but until 
Newton developed his laws, neither could explain 
why the planets move as they do. However, 
Copernicus’s model was much simpler than the 
Ptolemaic version, which became more and more 
convoluted as observations improved. 2.3 (p. 47)
Because the laws were derived using only the 
orbits of the planets Mercury through Saturn, 
before the outermost planets were known. 
2.4 (p. 49) Because Kepler determined the overall 
geometry of the solar system by triangulation 
using Earth’s orbit as a baseline, so all distances 
were known only relative to the scale of Earth’s 
orbit—the astronomical unit. 2.5 (p. 54) Kepler’s 

laws were accurate descriptions of planetary 
motion based on observations, but they contained 
no insight into why the planets orbited the Sun 
or why the orbits are as they are. Newtonian 
mechanics explained the orbits in terms of 
universal laws, and in addition made detailed 
predictions about the motion of other bodies in 
the cosmos—moons, comets, other stars—that 
were hitherto impossible to make.  2.6 (p. 55) In 
the absence of any force, a planet would move in 
a straight line with constant velocity (Newton’s 
first law) and therefore tends to move along the 
tangent to its orbital path. The Sun’s gravity causes 
the planet to accelerate toward the Sun (Newton’s 
second law), bending its trajectory into the orbit 
we observe.

Chapter 3
3.1 (p. 65) Light displays properties that are charac-
teristic of wave motion in other contexts. Light 
exhibits diffraction as it passes a corner or through 
a narrow opening, and two light rays can interfere 
(reinforce or cancel) one another. These effects are 
small in everyday experience, but are easily mea-
sured in the laboratory. They are consistent with 
the wave theory, and inconsistent with a particle 
description of radiation. 3.2 (p. 68) All are electro-
magnetic radiation and travel at the speed of light. 
In physical terms, they differ only in frequency (or 
wavelength), although their effects on our bodies 
(or our detectors) differ greatly. 3.3 (p. 73) As the 
switch is turned and the temperature of the fila-
ment rises, the bulb’s brightness increases rapidly, 
by Stefan’s law, and its color shifts, by Wien’s law, 
from invisible infrared to red to yellow to white. 
3.4 (p. 75) According to More Precisely 2-2, mea-
suring masses in astronomy usually entails measur-
ing the orbital speed of one object—a companion 
star, or a planet, perhaps—around another. In most 
cases, the Doppler effect is an astronomer’s only 
way of making such measurements.

Chapter 4
4.1 (p. 83) They are characteristic frequencies 
(wavelengths) at which matter absorbs or emits 
photons of electromagnetic radiation. They 
are unique to each atom or molecule, and thus 
provide a means of identifying the gas producing 
them. 4.2 (p. 87) On macroscopic (everyday) 
scales, light exhibits wave properties, as discussed 
in Chapter 3. However, on microscopic scales, 
light displays particle characteristics, with the 
particles (photons) carrying specific amounts 
of energy—the photoelectric effect and atomic 
spectra rely on this fact. Thus scientists have to 
conclude that light behaves as both a wave and a 

particle, depending on circumstances.
4.3 (p. 90) Spectral lines correspond to transi-
tions between specific orbitals within an atom. 
The structure of an atom determines the energies 
of these orbitals, hence the possible transitions, 
and hence the energies (colors) of the photons 
involved. 4.4 (p. 92) In addition to changes 
involving electron energies, changes involving a 
molecule’s vibration or rotation can also result in 
emission or absorption of radiation. 4.5 (p. 95)
Because with few exceptions, spectral analysis is 
the only way we have of determining the physical 
conditions—composition, temperature, density, 
velocity, etc.—in a distant object. Without spec-
tral analysis, astronomers would know next to 
nothing about the properties of stars and galaxies.

Chapter 5
5.1 (p. 105) Because reflecting telescopes are 
easier to design, build, and maintain than 
refracting instruments. 5.2 (p. 108) The need to 
gather as much light as possible, and the need to 
achieve the highest possible angular resolution. 
5.3 (p. 111) First, photographic plates are 
inefficient; CCDs are almost always used. Second, 
because they want to make detailed measurements 
of brightness, variability, and spectra, which 
require the use of other, non-imaging detectors. 
5.4 (p. 114) To reduce or overcome the effects of 
atmospheric absorption, instruments are placed 
on high mountains or in space. To compensate 
for atmospheric turbulence, adaptive optics 
techniques probe the air above the observing site 
and adjust the mirror surface accordingly to try to 
recover the undistorted image. 5.5 (p. 118) Radio 
observations allow us to see objects whose visible 
light is obscured by intervening matter, or which 
simply do not emit most of their energy in the 
visible portion of the spectrum. 5.6 (p. 121) The 
long wavelength of radio radiation. Astronomers 
use the largest radio telescopes possible and 
interferometry, which combines the signals 
from two or more separate telescopes to create 
the effect of a single instrument of much larger 
diameter. 5.7 (p. 125) Many astronomical objects 
have very different appearances when viewed at 
different wavelengths. Some emit only in certain 
bands, others are partly or wholly obscured 
by intervening material. By observing at many 
wavelengths, astronomers gain a much more 
complete picture of the object under study. 
5.8 (p. 128) Benefits: they are above the 
atmosphere, so they are unaffected by seeing 
or absorption; they can also make round-
the-clock observations. Drawbacks: cost, smaller 
size, inaccessibility, vulnerability to damage by 
radiation and cosmic rays.
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Chapter 6
6.1 (p. 137) They provide new tests of our theories 
of solar system formation, and new examples of 
the sorts of planetary systems that are possible. 
6.2 (p. 139) By applying the laws of geometry and 
Newtonian mechanics to observations made from 
Earth and (more recently) by visiting spacecraft.  
6.3 (p. 140) The planets orbit in very nearly the 
same plane—the ecliptic. Viewed from outside 
the system, only the orbit of Mercury would 
deviate noticeably from this plane.  6.4 (p. 143)
Because the two classes of planet differ in almost 
every physical property—orbit, mass, radius, 
composition, existence of rings, and number of 
moons. 6.5 (p. 144) Because it is thought to be 
much less evolved than material now found in 
planets, and hence a better indicator of conditions 
in the early solar system. 6.6 (p. 152) The shapes 
and orientations of the orbits were set by the fact 
that the planets formed in a spinning disk; the 
composition differences result from the differing 
materials available to form planets at various 
distances from the heat of the Sun. 6.7 (p. 155)
Because the jovian planets could start to form 
only after the solar nebula had formed, but their 
formation was terminated when the Sun reached 
the T Tauri phase and dispersed the disk. (p. 156)
Yes—if a star formed with a disk of matter around 
it then the basic processes of condensation and 
accretion would probably have occurred there too, 
even if it doesn’t have planets like Earth.

Chapter 7
7.1 (p. 168) It raises Earth’s average surface 
temperature above the freezing point of water, 
which was critical for the development of life on 
our planet. Should the greenhouse effect continue 
to strengthen, however, it may conceivably cause 
catastrophic climate changes on Earth. 7.2 (p. 172)
We could still construct models based on Earth’s 
gravity and other surface properties, but we 
would have far less detailed direct (from volca-
noes) or indirect (from seismic studies following 
earthquakes) information on our planet’s interior. 
7.3 (p. 180) Convection currents in the upper 
mantle cause portions of Earth’s crust—plates—to 
slide around on the surface. As the plates move and 
interact, they are responsible for volcanism, earth-
quakes, the formation of mountain ranges and 
ocean trenches, and the creation and destruction 
of oceans and continents. 7.4 (p. 182) It tells us 
that the planet has a conducting, liquid core in 
which the magnetic field is continuously gener-
ated. 7.5 (p. 184) A tidal force is the variation in 
one body’s gravitational force from place to place 
across another. Tidal forces tend to deform a body, 
rather than causing an overall acceleration, and 
they decrease proportional to the inverse cube, 
rather than the inverse square, of the distance.

Chapter 8
8.1 (p. 192) Both bodies have substantially lower 
escape speeds than Earth, and any atmosphere they 
may have once had has escaped into space long 

ago due to their high temperatures. 8.2 (p. 194)
The maria are younger, denser, and much less 
heavily cratered than the highlands. 8.3 (p. 201) In 
the case of the Moon, Earth’s tidal force has slowed 
the spin to the point where the rotation rate is 
now exactly synchronized with the Moon’s orbital 
period around Earth. For Mercury, the Sun’s tidal 
force has caused the rotation period to become 
exactly 23 of the orbital period, and the rotation axis 
to be exactly perpendicular to the planet’s orbit 
plane. A synchronous orbit is not possible 
because of Mercury’s eccentric orbit around the 
Sun. 8.4 (p. 206) Heavy bombardment long ago 
created the basins which later filled with lava 
to form the maria. Subsequent impacts created 
virtually all the lunar craters, large and small, we 
see today. Meteoritic bombardment is the main 
agent of lunar erosion, although the rate is much 
smaller than the erosion rate on Earth. 8.5 (p. 208)
They are thought to have formed when the planet’s 
core cooled and contracted, causing the crust to 
crumple. Faults on Earth are the result of tectonic 
activity. 8.6 (p. 210) Generation of a magnetic 
field is thought to require a rapidly rotating body 
with a conducting liquid core. Neither the Moon 
nor Mercury rotates rapidly and, while Mercury’s 
core may still be partly liquid, the Moon’s probably 
is not. 8.7 (p. 211) The impact theory holds that 
a collision created the Moon essentially from 
Earth’s mantle, accounting for the composition 
similarities. If the collision occurred after Earth 
had already differentiated and the dense material 
had formed a core, relatively little of this material 
would have found its way into the newborn Moon.

Chapter 9
9.1 (p. 220) It is very slow and retrograde. The 
reason is unknown, but may simply be a matter of 
chance. 9.2 (p. 221) Because they were observing 
in the optical and could not see the surface. 
Their measurements pertained to the upper 
atmosphere, above the planet’s reflective cloud 
layers. 9.3 (p. 228) No—they are mostly shield 
volcanoes, where lava upwells through a “hot 
spot” in the crust. There appears to be no plate 
tectonic activity on Venus. 9.4 (p. 232) Given 
Venus’s other bulk similarities to Earth, the 
planet might well have had an Earth-like climate. 
9.5 (p. 233) The dynamo model of planetary 
magnetism implies that both a conducting liquid 
core and rapid rotation are needed to generate a 
magnetic field. Venus’s rotation is the slowest of 
any planet in the solar system.

Chapter 10
10.1 (p. 239) Because they occur when Martian 
opposition happens to coincide approximately 
with Martian perihelion. Such an alignment 
happens every 7 Martian synodic years. 
10.2 (p. 240) Mars does have seasons, since 
its rotation axis is inclined to its orbit plane in 
much the same way as Earth’s is. However, the 
Martian seasons are also affected by the planet’s 
eccentric orbit. The appearance of the planet 

changes seasonally, although the changes have 
nothing to do with growing cycles, as was once 
thought. 10.3 (p. 244) The lowlands are much 
less heavily cratered, implying that they have been 
resurfaced by volcanism (or smoothed by erosion) 
since the highlands formed. 10.4 (p. 249) Before 
spacecraft visited Mars, the prevailing scientific 
view was that Mars was a dry, geologically dead 
world, unlikely ever to have been suitable for life. 
However, as more and more data have accumu-
lated from spacecraft in orbit and on the planet’s 
surface, scientists have realized that Mars has had 
a varied, and much wetter, past than was previ-
ously thought. Evidence exists for large quantities 
of flowing and standing water in the past, and 
water ice has been found at the poles and under 
the Martian surface. 10.5 (p. 256) Some of it may 
have escaped into space. Of the rest, some exists 
in the form of permafrost (or perhaps liquid 
water) below the surface. The rest is contained in 
the Martian polar caps. 10.6 (p. 259) Some of it 
was lost due to the planet’s weak gravity, aided by 
violent meteoritic impacts. The rest became part 
of the planet’s surface rocks, the polar caps, or the 
subsurface permafrost. 10.7 (p. 260) The planet’s 
small size, which allowed the planet’s internal heat 
to escape, effectively shutting down the processes 
that drive mantle convection, volcanism, and plate 
tectonics. 10.8 (p. 261) They are much smaller, 
and orbit much closer to the parent planet. In 
addition, they seem to have a different formation 
history—their composition differences from Mars 
suggest that they were captured by the planet long 
after they (and Mars) formed; for Earth’s Moon, 
this scenario does not seem to work.

Chapter 11
11.1 (p. 268) The magnetic field is generated 
by the motion of electrically conducting liquid 
in the deep interior, and therefore presumably 
shares the rotation of that region of the planet. 
11.2 (p. 274) Like weather systems on Earth, 
the belts and zones are regions of high and low 
pressure and are associated with convective 
motion. However, unlike storms on Earth, they 
wrap all the way around the planet because of 
Jupiter’s rapid rotation. In addition, the clouds 
are arranged in three distinct layers and the 
bright colors are the result of cloud chemistry 
unlike anything operating in Earth’s atmosphere. 
Jupiter’s spots are somewhat similar to hurricanes 
on Earth, but they are far larger and longer-lived. 
11.3 (p. 277) By constructing theoretical models 
constrained by detailed spacecraft observations 
of the planet’s bulk properties. 11.4 (p. 279)
Because Jupiter rotates more rapidly than Earth 
and because the volume of conducting fluid 
responsible for the field is much greater. Both 
these factors result in a much stronger planetary 
magnetic field. 11.5 (p. 285) Because liquid 
water is thought to have played a critical role in 
the appearance of life on Earth, and is presumed 
to be similarly important elsewhere in the solar 
system. 11.6 (p. 287) Jupiter’s gravitational field, 
via its tidal effect on the moons.
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Chapter 12
12.1 (p. 293) Because Earth crossed Saturn’s ring 
plane in 1995. The images from before then see 
the rings from above, those from later see the 
rings from below. 12.2 (p. 296) Saturn’s cloud 
and haze layers are thicker than those on Jupiter 
because of Saturn’s lower gravity, so we usually 
see only the upper level of the atmosphere even 
though the same basic features and cloud layers 
are there. 12.3 (p. 297) Roughly half of it has 
precipitated into the planet’s interior, reducing the 
helium fraction in the outer layers (and releasing 
gravitational energy as it fell). 12.4 (p. 304) The 
Roche limit is the radius inside of which a moon 
will be torn apart by tidal forces. Planetary rings 
are found inside the Roche limit, (most) moons 
outside. Orbital resonances between ring particles 
and moons are responsible for much of the fine 
structure in the rings. They may also maintain 
the orbits of shepherd satellites that keep some 
ring features sharp. 12.5 (p. 310) It has a thick 
atmosphere (denser than Earth’s), unlike any other 
moon in the solar system, and liquid methane on 
its surface. 12.6 (p. 314) Because they are tidally 
locked by Saturn’s gravity into synchronous orbits, 
and therefore all have permanently leading and 
trailing faces that interact differently with the 
environment around the planet.

Chapter 13
13.1 (p. 321) Uranus’s orbit was observed to 
deviate from a perfect ellipse, leading astronomers 
to try to compute the mass and location of the 
body responsible for those discrepancies. That 
body was Neptune. 13.2 (p. 323) For unknown 
reasons, Uranus rotates “on its side”—with its 
rotation axis almost in the plane of the ecliptic. 
13.3 (p. 326) Neptune lies far from the Sun and 
is very cold, so the source of the energy for 
these atmospheric phenomena is not known. 
Uranus, closer to the Sun but with a similar 
atmospheric temperature, shows much less 
activity. 13.4 (p. 328) In each case, the field is 
significantly offset from the planet’s center and 
inclined to the rotation axis. 13.5 (p. 332) Triton 
shows evidence for surface activity—nitrogen 
geysers and water volcanoes—that seems to have 
erased most of its impact craters. 13.6 (p. 334)
Both are thin rings that require shepherd 
satellites to prevent them from spreading out 
and dispersing.

Chapter 14
14.1 (p. 343) Similarities: all orbit in the inner 
solar system, and are solid bodies of generally 
“terrestrial” composition. Differences: asteroids are 
much smaller than the terrestrial planets, and their 
orbits are much less regular. 14.2 (p. 345) Because 
most Earth-crossing asteroids will eventually come 
very close to or even collide with our planet, with 
potentially catastrophic results. 14.3 (p. 351)
Asteroids are generally rocky. Comets are 
predominantly made of ice, with some dust and 
other debris mixed in. 14.4 (p. 353) Most comets 
never come close enough to the Sun for us to see 

them. 14.5 (p. 358) Because of its similarities to 
the known Kuiper belt objects, as well as to the 
icy moons of the outer planets, it is now regarded 
as the largest member of the Kuiper belt, rather 
than as the smallest planet. 14.6 (p. 362) They 
are fragments of comets or asteroids orbiting the 
Sun in interplanetary space. They are important to 
planetary scientists because they generally consist 
of ancient material, and contain vital information 
on conditions in the early solar system.

Chapter 15
15.1 (p. 370) Because it must explain the general 
“orderly” features of solar system architecture, 
while still accommodating the fact that there are 
exceptions to many of them. 15.2 (p. 373) The two 
major techniques that have led to the discovery 
of almost all extrasolar planets are radial velocity 
measurements, where astronomers detect the 
back and forth movement of the parent star, and 
transits, where the planet temporarily blocks 
the light of the star. We don’t have many images 
because, in almost all cases, the planet is lost in 
the star’s glare. 15.3 (p. 379) (1) Only planets 
significantly more massive than Earth have so far 
been detected; (2) The planets’ orbits are often 
quite eccentric; (3) The “hot Jupiters” orbit very 
close to their parent star. 15.4 (p. 382) Hot Jupiters 
are explained as a consequence of giant planet 
migration in the nebular disk; eccentric Jupiters 
could be the result of gravitational interactions 
between planets or due to the tidal effects of other 
stars; the lack of Earth-sized planets is thought to 
be due to observational limitations.

Chapter 16
16.1 (p. 392) When we simply multiply the 
solar constant by the total area to obtain the 
solar luminosity, we are implicitly assuming 
that the same amount of energy reaches every 
square meter of the large sphere in Figure 16.3. 
16.2 (p. 397) The energy may be carried in the 
form of (1) radiation, where energy travels in 
the form of light, and (2) convection, where 
energy is carried by physical motion of upwelling 
solar gas. 16.3 (p. 400) The spectrum shows (1) 
emission lines of (2) highly ionized elements, 
implying high temperature. 16.4 (p. 405) There 
is a strong field, with a well-defined east–west 
organization, just below the surface. The field 
direction in the southern hemisphere is opposite 
that in the north. However, the details of the 
fields are very complex. 16.5 (p. 409) Because 
high-energy particles from flares and coronal 
mass ejections can affect Earth’s magnetosphere 
and atmosphere, disrupting communications and 
power transmission on our planet. On longer 
time scales, it appears that long-term changes in 
the solar cycle may also be correlated with climate 
variations on Earth. 16.6 (p. 414) Because the 
Sun shines by nuclear fusion, which converts 
mass into energy as hydrogen turns into helium. 
16.7 (p. 415) When theory and observation 
come into conflict, observers must repeat and 
extend their experiments to check and improve 

the results, while theorists must look for errors 
or omissions in their calculations. In the case of 
the solar neutrino problem, new observations 
reinforced the disagreement with the theoretical 
calculations. It turned out that the calculations 
were also correct as far as they went, but the 
theory was found to be incomplete, as it omitted 
neutrino oscillations, which accounted for the 
discrepancy and resolved the problem.

Chapter 17
17.1 (p. 425) (1) Because stars are so far away that 
their parallaxes relative to any baseline on Earth 
are too small to measure accurately. (2) Because 
the transverse component must be determined 
by measuring the star’s proper motion, which 
decreases as the star’s distance increases, and 
is too small to measure for most distant stars. 
17.2 (p. 427) Nothing—we need to know their 
distances before the luminosities (or absolute 
magnitudes) can be determined. 17.3 (p. 431)
Because temperature controls which excited states 
the star’s atoms and ions are in, and hence which 
atomic transitions are possible. 17.4 (p. 434)
Yes, using the radius–luminosity–temperature 
relationship, but only if we can find a method 
of determining the luminosity that doesn’t 
depend on the inverse-square law (Sec. 17.3). 
17.5 (p. 437) Because giants are intrinsically 
very luminous, and can be seen to much greater 
distances than the more common main-sequence 
stars or white dwarfs. 17.6 (p. 439) All stars 
would be further away, but their measured 
spectral types and apparent brightnesses would 
be unchanged, so their luminosities would 
be greater than previously thought. The main 
sequence would therefore move vertically upward 
in the H–R diagram. (We would then use larger 
luminosities in the method of spectroscopic 
parallax, so distances inferred by that method 
would also increase.) 17.7 (p. 444) We don’t—we 
assume that their masses are the same as similar 
stars found in binaries.

Chapter 18
18.1 (p. 453) Because the scale of interstellar space 
is so large that even very low densities can add 
up to a large amount of obscuring matter along 
the line of sight to a distant star. 18.2 (p. 459)
Because the UV light is absorbed by hydrogen gas 
in the surrounding cloud, ionizing it to form the 
emission nebulae. The red light is H radiation; 
part of the visible hydrogen spectrum emitted as 
electrons and protons recombine to form hydrogen 
atoms. 18.3 (p. 461) By studying absorption lines 
caused by atoms and molecules in the clouds, and 
the general extinction due to dust, it is possible 
to map out a cloud’s properties—so long as 
enough stars are conveniently located behind 
it. 18.4 (p. 463) Because most of the interstellar 
matter in the galactic disk is made up of atomic 
hydrogen, and 21-centimeter radiation provides a 
probe of that gas largely unaffected by interstellar 
absorption. 18.5 (p. 465) Because the main 
constituent, hydrogen, is very hard to observe, so 
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astronomers must use other molecules as tracers 
of the cloud’s properties.

Chapter 19
19.1 (p. 472) The competing effects of gravity, 
which tends to make an interstellar cloud collapse, 
and heat (pressure), which opposes that collapse. 
19.2 (p. 477) (1) The existence of a photosphere, 
meaning that the inner part of the cloud becomes 
opaque to its own radiation, signaling the 
slowing of the collapse phase. (2) Nuclear fusion 
in the core and equilibrium between pressure 
and gravity. 19.3 (p. 478) No—different parts 
of the main sequence correspond to stars of 
different masses. A typical star stays at roughly 
the same location on the main sequence of most 
of its lifetime. 19.4 (p. 483) We assume that we 
observe objects at many different evolutionary 
stages, and that the snapshot therefore provides 
a representative sample of the evolutionary 
stages that stars go through. 19.5 (p. 486) Star 
formation may be triggered by some external 
event, which might cause several interstellar 
clouds to start contracting at once. Alternatively, 
the shock wave produced when an emission 
nebula forms may be sufficient to send another 
nearby part of the same cloud into collapse. 
19.6 (p. 491) Because stars form at different 
rates—high-mass stars reach the main 
sequence and start disrupting the parent cloud 
long before lower-mass stars have finished 
forming.

Chapter 20
20.1 (p. 496) We can’t observe a single star 
evolve, but we can observe large numbers of 
stars at different stages of their lives, and hence 
build up an accurate statistical picture of stellar 
evolutionary tracks. 20.2 (p. 502) Because the 
nonburning inner core, unsupported by fusion, 
begins to shrink, releasing gravitational energy, 
heating the overlying layers and causing them 
to burn more vigorously, thus increasing the 
luminosity. 20.3 (p. 509) Because the core’s 
contraction is halted by the pressure of degenerate 
(tightly packed) electrons before it reaches a 
temperature high enough for the next stage of 
fusion to begin. In fact, this statement is true 
whether the “next round” is hydrogen fusion 
(brown dwarf), helium fusion (helium white 
dwarf), or carbon fusion (carbon-oxygen white 
dwarf). 20.4 (p. 512) Fusion in high-mass stars 
is not halted by electron degeneracy pressure. 
Temperatures are always high enough that each 
new burning stage can start before degeneracy 
becomes important. Such stars continue to 
fuse more and more massive nuclei, faster and 
faster, eventually exploding in a supernova.  
20.5 (p. 515) Because a star cluster gives us a 
“snapshot” of stars of many different masses, but 
of the same age and initial composition, allowing 
us to directly test the predictions of the theory. 
20.6 (p. 517) Because many, if not most, stars are 
found in binaries, and stars in binaries can follow 
evolutionary paths quite different from those they 
would follow if single.

Chapter 21
21.1 (p. 523) No, because it is of low mass and not 
a member of a binary-star system. 21.2 (p. 526)
Because iron cannot fuse to produce energy. As a 
result, no further nuclear reactions are possible, 
and the core’s equilibrium cannot be restored. 
21.3 (p. 530) Because the two types of supernova 
differ in their spectra and their light curves, 
making it impossible to explain them in terms of 
a single phenomenon. 21.4 (p. 538) Because they 
are readily formed by helium capture, a process 
common in evolved stars. Other elements (with 
masses not multiples of four) had to form via less 
common reactions involving proton and neutron 
capture. 21.5 (p. 539) Because it is responsible for 
creating and dispersing all the heavy elements out 
of which we are made. In addition, it may also have 
played an important role in triggering the collapse 
of the interstellar cloud from which our solar 
system formed.

Chapter 22
22.1 (p. 545) No—only Type II supernovae. 
According to theory, the rebounding central 
core of the original star in a Type II supernova 
becomes a neutron star. 22.2 (p. 548) Because 
(1) not all supernovae form neutron stars, (2) the 
pulses are beamed, so not all pulsing neutron 
stars are visible from Earth, and (3) pulsars spin 
down and become too faint to observe after a 
few tens of millions of years. 22.3 (p. 552) Some 
X-ray sources are binaries containing accreting 
neutron stars, which may be in the process of 
being spun up to form millisecond pulsars. 
22.4 (p. 555) They are energetic bursts of gamma 
rays, roughly isotropically distributed on the 
sky, occurring about once per day. They pose a 
challenge because they are very distant, and hence 
extremely luminous, but their energy originates 
in a region less than a few hundred kilometers 
across. There also appear to be two distinct types, 
with different energy generation mechanisms. 
22.5 (p. 561) Newton’s theory describes gravity 
as a force produced by a massive object that 
influences all other massive objects. Einstein’s 
relativity describes gravity as a curvature of 
space-time produced by a massive object; that 
curvature then determines the trajectories of all 
particles—matter or radiation—in the universe. 
22.6 (p. 564) Because the object would appear 
to take infinitely long to reach the event horizon, 
and its light would be infinitely redshifted by the 
time it got there. 22.7 (p. 571) By observing their 
gravitational effects on other objects, and from the 
X-rays emitted as matter plunges toward the event 
horizon.

Chapter 23
23.1 (p. 578) The Milky Way is the thin plane 
of the Galactic disk, seen from within. When 
our line of sight lies in the plane of the Galaxy, 
we see many stars blurring into a continuous 
band. In other directions, we see darkness. 
23.2 (p. 586) No, because even the brightest 
Cepheids are unobservable at distances of more 
than a kiloparsec or so through the obscuration 

of interstellar dust. 23.3 (p. 589) Because the 
compositions, ages, and orbits of the two classes 
of stars are quite different from one another. 
23.4 (p. 590) The halo formed early in our 
Galaxy’s history, before gas and dust had formed 
a spinning, flattened disk. Disk stars are still 
forming today. Consequently, halo stars are 
old and move in more or less random three-
dimensional orbits, while the disk contains 
stars of all ages, all moving in roughly circular 
orbits around the Galactic center. 23.5 (p. 595)
Because differential rotation would destroy the 
spiral structure within a few hundred million 
years. 23.6 (p. 599) Scientists are unwilling to 
suggest new physics to explain observations, and 
competing theories of galactic rotation curves and 
“missing mass” on large scales do exist. However, 
despite their reservations, most astronomers 
have concluded that dark matter, introduced as 
material with gravity but no interaction with 
electromagnetic radiation, best fits the observed 
facts. Several theories exist to explain how dark 
matter might have been formed in the early 
universe, and they lead to experimental tests that 
should some day detect dark matter, if it exists. 
23.7 (p. 602) Observations of rapidly moving 
stars and gas, and the variability of the radiation 
emitted suggest the presence of a roughly 4 
million-solar-mass black hole.

Chapter 24
24.1 (p. 614) Most galaxies are not large spirals—
the most common galaxy types are dwarf ellipticals 
and dwarf irregulars. 24.2 (p. 619) Because 
distance-measurement techniques ultimately 
rely upon the existence of very bright objects 
whose luminosities can be inferred by other 
means. Such objects become increasingly hard 
to find and calibrate the farther we look out into 
intergalactic space. 24.3 (p. 621) It doesn’t use the 
inverse-square law. The other methods all provide 
a way of determining the luminosity of a distant 
object, which then is converted to a distance 
using the inverse-square law. Hubble’s law gives a 
direct connection between redshift and distance. 
24.4 (p. 628) It means that the energy source 
cannot simply be the summed energy of a huge 
number of stars—some other mechanism must 
be at work. 24.5 (p. 629) When quasars were 
discovered, they were thought to be faint, relative 
nearby stars, or starlike objects, although their 
unusual spectra posed problems for astronomers. 
Once astronomers realized that their odd spectra 
actually meant that they had very large redshifts, 
it became clear that quasars were actually 
among the most distant—and hence the most 
luminous—objects in the entire universe.
24.6 (p. 634) The energy is generated in an 
accretion disk in the central nucleus of the visible 
galaxy, then transported by jets out of the galaxy 
and into the lobes, where it is eventually emitted by 
the synchrotron process in the form of radio waves.

Chapter 25
25.1 (p. 642) First, that the galaxies are 
gravitationally bound to the cluster. Second, and 
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more fundamentally, that the laws of physics 
as we know them in the solar system—gravity, 
atomic structure, the Doppler effect—all apply 
on very large scales, and to systems possibly 
containing a lot of dark matter. 25.2 (p. 645)
Isolated galaxies do change in time as stars form 
and evolve, but collisions and mergers between 
galaxies are the main way in which galaxies grow. 
The large galaxies we see today are the result of 
repeated collisions between smaller galaxies in 
the past. 25.3 (p. 650) Stars form by collapse 
and fragmentation of a large interstellar cloud 
and subsequently evolve largely in isolation. 
Galaxies form by mergers of smaller objects, and 
interactions with other galaxies play a major role in 
their evolution. 25.4 (p. 656) Probably not. There 
may be galaxies (especially the smaller ones) that 
do not harbor supermassive central black holes, 
and in any case, only galaxies in clusters are likely 
to experience the encounters that trigger activity. 
25.5 (p. 662) Light traveling from these objects to 
Earth is influenced by cosmic structure all along 
the line of sight. Light rays are deflected by the 
gravitational field of intervening concentrations 
of mass, and gas along the line of sight produces 
absorption lines whose redshifts tell us the 
distance at which each feature formed. The light 
received on Earth thus gives astronomers a “core 
sample” through the universe, from which detailed 
information can be extracted.

Chapter 26
26.1 (p. 669) On very large scales—more than 
300 Mpc—the distribution of galaxies seems to be 
roughly the same everywhere and in all directions. 
26.2 (p. 673) Because, tracing the motion back-
wards in time, it implies that all galaxies, and in 
fact everything in the entire universe, were located 
at a single point at the same instant in the past. 
26.3 (p. 675) The universe can expand forever, 
in which case we die a cold death in which all 
activity gradually fades away, or the expansion 
can stop and the universe will recollapse to a 
fiery Big Crunch. 26.4 (p. 676) A low-density 

universe has negative curvature, a critical density 
universe is spatially flat (Euclidean), and a high-
density universe has positive curvature (and is 
finite in extent). 26.5 (p. 680) There doesn’t seem 
to be enough matter to halt the collapse and, 
in addition, the observed cosmic acceleration 
suggests the existence of a large-scale repulsive 
force in the cosmos that also opposes recollapse. 
26.6 (p. 683) The observed acceleration of the 
expansion of the universe implies that some 
nongravitational force must be at work. Dark 
energy is our current best theory of the cause of 
that force. In addition, galactic and cosmological 
observations indicate that the universe is spatially 
flat, and hence has critical density, but that the 
density of matter (mostly dark) cannot account 
for the total. The amount of dark energy needed 
to account for the cosmic acceleration is in good 
agreement with the required extra density—about 
70 percent of the critical value. 26.7 (p. 685) At 
the time of the Big Bang. It is the electromagnetic 
remnant of the primeval fireball.

Chapter 27
27.1 (p. 693) It means that the total mass-energy 
density of the universe, which today is made up 
almost entirely of matter and dark energy, was 
once comprised almost entirely of radiation. We 
know this because, going back in time toward the 
Big Bang, the dark energy density stays constant 
as the universe contracts, the matter density 
increases because the volume shrinks, but the 
radiation density increases even faster because 
of the cosmological redshift. Thus, at sufficiently 
early times, radiation was the dominant 
component of the cosmos. 27.2 (p. 697) Once 
the temperature of the expanding, cooling 
universe dropped below the point where particle–
antiparticle pairs could no longer be created 
from the radiation background, the particles 
separated out of the radiation field. Particles and 
antiparticles annihilated one another, and any 
leftover “frozen out” matter has survived to the 
present day. 27.3 (p. 700) Because the amount of 

deuterium observed in the universe today implies 
that the present density of normal matter is at 
most a few percent of the critical value—much 
less than the density of dark matter inferred from 
dynamical studies. 27.4 (p. 704) Inflation implies 
that the universe is flat, and hence that the total 
cosmic density equals the critical value. However, 
the matter density seems to be only about one 
third of the critical value, and the density of 
electromagnetic radiation (the microwave 
background) is a tiny fraction of the critical 
density. The remaining density may be in the 
form of the “dark energy” thought to be powering 
the accelerating cosmic expansion (Section 27.3). 
27.5 (p. 706) Because it could clump to form the 
large density fluctuations that would ultimately 
become galaxies and clusters, without leaving a 
correspondingly large imprint in the microwave 
background. After it decoupled from the radiation 
background, normal matter flowed into the dark 
matter structures, forming the galaxies we see. 
27.6 (p. 710) They allow us to measure the value 
of V0—and in fact imply that it is very close to 1.

Chapter 28
28.1 (p. 722) The formation of complex molecules 
from simple ingredients by nonbiological processes 
has been repeatedly demonstrated, but no living 
cell or self-replicating molecule has ever been 
created. 28.2 (p. 724) Mars remains the most 
likely site, although Europa and Titan also have 
properties that might have been conducive to 
the emergence of living organisms. 28.3 (p. 729)
It breaks a complex problem up into simpler 
“astronomical,” “biochemical,” “anthropological,” 
and “cultural” pieces, which can be analyzed 
separately. It also identifies the types of stars where 
a search might be most fruitful. 28.4 (p. 732) It is 
in the radio part of the spectrum, where Galactic 
absorption is least, at a region where natural 
Galactic background “static” is minimized, and in 
a portion of the spectrum characterized by lines of 
hydrogen and hydroxyl, both of which would likely 
have significance to a technological civilization.
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Answers to Self-Test Questions

Chapter 1
Multiple Choice: 1.1 b, 1.2 b, 1.3 d, 1.4 a,
1.5 c, 1.6 a, 1.7 c, 1.8 c, 1.9 a, 1.10 d
Odd-Numbered Problems: 1.1 (c) the Moon 
(384,000 km) 1.3 Scorpio 1.5 (a) 57,300 km; 
(b) 3.44 3 106 km; (c) 2.06 3 108 km 1.7 391.

Chapter 2
Multiple Choice: 2.1 a, 2.2 d, 2.3 b, 2.4 c, 2.5 c,
2.6 a, 2.7 c, 2.8 b, 2.9 c, 2.20 a
Odd-Numbered Problems: 2.1 (a) 110 km; 
(b) 44,000 km; (c) 370,000 km 2.3 146 days 
2.5 8.1–, if Mercury is at aphelion and Earth is 
at perihelion at the point of closest approach  
2.7 1.7 km/s; 2.4 km/s.

Chapter 3
Multiple Choice: 3.1 a, 3.2 c, 3.3 b, 3.4 b, 
3.5 d, 3.6 a, 3.7 b, 3.8 d, 3.9 a, 3.10 b
Odd-Numbered Problems: 3.1 1480 m/s 
3.3 920 W, assuming my skin temperature is 
300 K (27°C) and my surface area is roughly 
2 m2; of course, I also absorb energy from my 
surroundings, so the net energy loss is less—
about 2σ (3004 − 2904) = 120 W if my 
surroundings are 10 K cooler than me 3.5 2.9
microns  3.7 300 km/s moving away.

Chapter 4
Multiple Choice: 4.1 c, 4.2 c, 4.3 d, 4.4 b,  
4.5 b, 4.6 b, 4.7 b, 4.8 b, 4.9 b, 4.10 d
Odd-Numbered Problems: 4.1 2.8 eV, 6.2 eV 
4.3 (a) 620 nm; (b) 12,400 nm; (c) 0.25 nm
4.5 the first six Balmer lines, ranging in 
wavelength from 656 nm (Hα) to 410 nm (Hζ)
4.7 122.8 nm. 

Chapter 5
Multiple Choice: 5.1 c, 5.2 d, 5.3 d, 5.4 b,
5.5 c, 5.6 c, 5.7 a, 5.8 d, 5.9 b, 5.10 c
Odd-Numbered Problems: 5.1 0.29 arc seconds; 
6.8 pixels 5.3 6.7 minutes; 1.7 minutes 5.5 15.3 m
5.7 5.5 km; 92 m; 1.8 m. 

Chapter 6
Multiple Choice: 6.1 a, 6.2 d, 6.3 a, 6.4 c,
6.5 a, 6.6 b, 6.7 c, 6.8 d, 6.9 c, 6.10 c
Odd-Numbered Problems:
6.1 Mercury: 0.31 AU, 0.47 AU; Mars: 1.38 AU, 
1.67 AU 6.3 7 3 1020, 0.012 percent of Earth’s mass 
6.5 (a) 62.5 years; (b) 9 days 6.7 481,000.

Chapter 7
Multiple Choice: 7.1 b, 7.2 d, 7.3 a, 7.4 c,
7.5 b, 7.6 b, 7.7 c, 7.8 b, 7.9 d, 7.10 b

Odd-Numbered Problems: 7.1 5.0 3 1018 kg; 
8.4 3 10–7 times Earth’s mass 7.3 (a) 8.4 3 10–3;
(b) 0.16; (c) 0.82; (d) 0.014 7.5 100 Myr 7.7 1.9
billion years.

Chapter 8
Multiple Choice: 8.1 a, 8.2 b, 8.3 b, 8.4 c,
8.5 b, 8.6 a, 8.7 b, 8.8 d, 8.9 a, 8.10 a
Odd-Numbered Problems: 8.1 8.5 minutes
8.3 1.71°, 1.13° 8.5 1.7 hours 8.7 need at least 
4.8 3 105 such craters, requiring at least 4.8 tril-
lion years; rate would have to increase by a factor 
of about 1000.

Chapter 9
Multiple Choice: 9.1 a, 9.2 c, 9.3 c, 9.4 b,
9.5 b, 9.6 c, 9.7 b, 9.8 c, 9.9 a, 9.10 a
Odd-Numbered Problems: 9.1 (a) 35.1 arc 
seconds; (b) 22.9 arc second; (c) 9.7 arc seconds
9.3 470 seconds, 280 seconds 9.5 yes—the small-
est detectable feature would be about 
20 km across, much smaller than the largest 
impact features 9.7 400 km/h, 250 mph.

Chapter 10
Multiple Choice: 10.1 b, 10.2 c, 10.3 b, 10.4 c,
10.5 b, 10.6 d, 10.7 a, 10.8 c, 10.9 b, 10.10 a
Odd-Numbered Problems: 10.1 41° 10.3 59 lbs, 
assuming you weigh 150 lbs on Earth 10.5 3.2 3
1016 kg, taking Earth’s atmospheric mass to be 5.0 
3 1018 kg; 2.8 times the seasonal polar cap mass 
of 1.2 3 1016 kg 10.7 1.3 3 1020 kg; 3900 times the 
current atmospheric mass.

Chapter 11
Multiple Choice: 11.1 c, 11.2 b, 11.3 a, 11.4 c,
11.5 a, 11.6 d, 11.7 b, 11.8 a, 11.9 a, 11.10 c
Odd-Numbered Problems: 11.1 2.5 times greater 
11.3 62 days 11.5 1.2% of the actual mass
11.7 4800 times greater; ratio for Earth–Moon 
is 81.

Chapter 12
Multiple Choice: 12.1 c, 12.2 c, 12.3 d, 12.4 c,
12.5 d, 12.6 d, 12.7 b, 12.8 c, 12.9 a, 12.10 c
Odd-Numbered Problems: 12.1 47–
12.3 7.3 3 1022 kg; 1.3 3 10–4 times the actual 
mass, 1.2 percent of Earth’s mass 
12.5 6300 kg/m3, assuming a radius of 
15,000 km and a mass of 15 Earth masses
12.7 1.1 3 1018 particles.

Chapter 13
Multiple Choice: 13.1 b, 13.2 b, 13.3 c, 13.4 d,
13.5 c, 13.6 d, 13.7 d, 13.8 a, 13.9 a, 13.10 d
Odd-Numbered Problems: 13.1 1.7¿, 13.2¿; yes

13.3 10,000 km/h—it moves halfway around the 
planet in just over 8 hours; this is half the rotation 
period, it’s mostly rotation 13.5 0.42 Earth-Moon 
masses 13.7 yes, at 37 K, an escape speed of 1.08 
km/s would be needed; Triton’s escape speed is 
1.46 km/s.

Chapter 14
Multiple Choice: 14.1 c, 14.2 d, 14.3 a, 14.4 c,
14.5 a, 14.6 d, 14.7 b, 14.8 d, 14.9 d, 14.10 d
Odd-Numbered Problems: 14.1 (a) a 150-lb 
person would weigh 4.8 lbs; (b) 0.41 km/s
14.3 21 hours, taking the middle of the stated 
mass range and assuming a circular orbit
14.5 3 3 1012 kg; 0.06 percent 14.7 5 trillion.

Chapter 15
Multiple Choice: 15.1 a, 15.2 c, 15.3 c, 15.4 a,
15.5 d, 15.6 d, 15.7 c, 15.8 a, 15.9 b, 15.10 d
Odd-Numbered Problems: 15.1 0.039 AU
15.3 period is 31.6 years; we could need up to 
twice this time if we happen to just miss a transit 
at the start of our observing period 15.5 0.3 AU
15.7 1.7 g = 16.3 m/s2; 0.9 g = 8.9 m/s2.

Chapter 16
Multiple Choice: 16.1 c, 16.2 b, 16.3 c, 16.4 a,
16.5 a, 16.6 b, 16.7 b, 16.8 c, 16.9 c, 16.10 b
Odd-Numbered Problems: 16.1 14,600 W/m2;
52 W/m2 16.3 (a) 3000 km; (b) 1460; (c) 167 minutes
16.5 36% as much light as the photosphere
16.7 10,800,000 km, for a coronal temperature of 
1,000,000 K.

Chapter 17
Multiple Choice: 17.1 a, 17.2 d, 17.3 d, 17.4 b,
17.5 c, 17.6 b, 17.7 c, 17.8 b, 17.9 c, 17.10 d
Odd-Numbered Problems: 17.1 83 pc; 0.36 arc 
seconds 17.3 80 solar luminosities 17.5 B is three 
times farther away 17.7 (a) 100 pc; (b) 4200 pc; 
(c) 170,000 pc; (d) 1,000,000 pc.

Chapter 18
Multiple Choice: 18.1 a, 18.2 d, 18.3 c, 18.4 a,
18.5 d, 18.6 c, 18.7 b, 18.8 d, 18.9 a, 18.10 a
Odd-Numbered Problems: 18.1 1.9 grams
18.3 7.1 3 1020 m3, or a cube of side 8900 km
18.5 9.03 magnitudes 18.7 escape speeds (km/s): 
1.8, 1.1, 1.1, 0.80; average molecular speeds: 13.6, 
14.0, 14.6, 14.2; no.

Chapter 19
Multiple Choice: 19.1 c, 19.2 a, 19.3 d, 19.4 b,
19.5 b, 19.6 a, 19.7 a, 19.8 b, 19.9 a, 19.10 b
Odd-Numbered Problems: 19.1 yes, barely: the 
escape speed is 0.93 km/s, molecular speed is 
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0.35 km/s 19.3 luminosity decreases by a factor 
of 7900; absolute magnitude increases by 9.7 
19.5 8.3 magnitudes 19.7 10–6 solar luminosities.

Chapter 20 
Multiple Choice: 20.1 c, 20.2 b, 20.3 a, 20.4 b,
20.5 a, 20.6 c, 20.7 a, 20.8 b, 20.9 b, 20.10 d
Odd-Numbered Problems: 20.1 9.9 3 1026 kg 
destroyed, 8.9 3 1043 J; emitted 20.3 (a) 3370; 
(b) 84,300 solar luminosities 20.5 (a) 2.9 solar 
masses; (b) 1.7 solar masses  20.7 core density 
is 3.5 3 107 kg/m3; solar core density is 
1.5 3 105 kg/m3, 230 times less; envelope density 
is 5.7 3 10-4 kg/m3, 6.1 3 1013 times less.

Chapter 21 
Multiple Choice: 21.1 a, 21.2 d, 21.3 d, 21.4 b,
21.5 d, 21.6 c, 21.7 c, 21.8 b, 21.9 b, 21.10 c
Odd-Numbered Problems: 21.1 m = 20, 3.2 Mpc
21.3 0.44 pc; no— there are no O or B stars (in fact 
no stars at all) within that distance of us. For the 
Moon: 320 pc; yes, but rarely 21.5 1.2 3 1044 J; about 
10 times greater than a supernova’s electromagnetic 
output, and about 1/10 the output in the form of 
neutrinos 21.7 roughly 1000 km/s; not a very good 
assumption—the nebula is moving too fast to be af-
fected much by gravity, although it is probably slow-
ing down as it runs into the interstellar medium.

Chapter 22
Multiple Choice: 22.1 b, 22.2 c, 22.3 a, 22.4 b,
22.5 c, 22.6 d, 22.7 b, 22.8 b, 22.9 c, 22.10 b

Odd-Numbered Problems: 22.1 1 million revolu-
tions per day, or 11.6 revolutions per second
22.3 1.9 3 1012 m/s2, or 200 billion Earth gravities; 
190,000 km/s, or 64 percent of the speed of 
light; 306,000 km/s 22.5 6.3 3 104 22.7 (a) 26 
microarcsec; (b) 0.016 arcsec; (c) 4.1 arcmin; 
(d) 8100 AU = 0.039 pc.

Chapter 23
Multiple Choice: 23.1 d, 23.2 b, 23.3 d, 23.4 b,
23.5 b, 23.6 c, 23.7 a, 23.8 c, 23.9 d, 23.10 c
Odd-Numbered Problems: 23.1 2.0–, much less 
than the angular diameter of Andromeda
23.3 100 kpc 23.5 0.014–/yr; proper motion has in 
fact been measured for several globular clusters
23.7 (a) 3.9 kpc; (b) 19.7 kpc.

Chapter 24
Multiple Choice: 24.1 c, 24.2 c, 24.3 a, 24.4 c,
24.5 c, 24.6 c, 24.7 c, 24.8 b, 24.9 a, 24.10 b
Odd-Numbered Problems: 24.1 320 Mpc
24.3 14,000 km/s, 57 Mpc; 12,000 km/s, 67 Mpc; 
16,000 km/s, 50 Mpc 24.5 M = −22.5; 1.5 3 108

solar luminosities 24.7 1.5 3 108 solar masses.

Chapter 25
Multiple Choice: 25.1 d, 25.2 b, 25.3 c, 25.4 a,
25.5 a, 25.6 b, 25.7 a, 25.8 d, 25.9 b, 25.10 a
Odd-Numbered Problems: 25.1 6.5 billion years
25.3 2.6 3 1014 solar masses; reasonable to within 
a factor of perhaps 2–3 25.5 9.4 3 1010 solar 
masses 25.7 1.8 3 1012 solar masses.

Chapter 26
Multiple Choice: 26.1 a, 26.2 d, 26.3 b, 26.4 b,
26.5 c, 26.6 d, 26.7 c, 26.8 c, 26.9 d, 26.10 d
Odd-Numbered Problems: 26.1 1000 Mpc
26.3 4 3 108 26.5 1200 km/s 26.7 (a) 30,000 tons; 
(b) 2.8 pc.

Chapter 27
Multiple Choice: 27.1 a, 27.2 d, 27.3 a, 27.4 b,
27.5 a, 27.6 c, 27.7 b, 27.8 a, 27.9 b, 27.10 c
Odd-Numbered Problems: 27.1 16 kpc
27.3 (a) matter, factor of 5.5; (b) radiation, factor 
of 50,000 27.5 3 3 10–12 m; hard X-ray/gamma ray
27.7 12.7 Mpc.

Chapter 28
Multiple Choice: 28.1 a, 28.2 b, 28.3 c, 28.4 c,
28.5 c, 28.6 b, 28.7 d, 28.8 d, 28.9 b, 28.10 a
Odd-Numbered Problems: 28.1 6.3 seconds (for 
a 20-year-old reader); 20.9 seconds (in 2011); 73 
seconds; 2.7 minutes; 240 days 28.3 27 AU
28.5 (a) 0.2; (b) 20; (c) 2000 28.7 1.43 3 109 to 
1.67 3 109 Hz; 2.4 3 106 channels.
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A
A 2218 galaxy cluster, 661
A ring, 298, 300, 301, 303
A0620-00 (X-ray binary system), 569
Abell 39 planetary nebula, 504
Abell 1689, 618
Abell 1835, 642
Aberration

chromatic, 102
of starlight, 42

Absolute brightness, 425. See also
Luminosity

Absolute magnitude, 427, 430
Absolute temperature, 70
Absolute zero, 69
Absorption lines

atomic hydrogen, 658–659
quasar, 658–659

Absorption (Fraunhofer) lines, 82–83, 
397–398

Absorption spectra, 460–461
AC114 quasar, 659
Acceleration, 50

cosmic, 678–679
Accretion, 150, 368, 631

jovian planet formation and, 152–153
Accretion disk, 522–523, 631, 633
Accretion flows, 631
Acoustic oscillations, 709–710
Active galaxies/active galactic nuclei, 

622–634, 654, 655–656. See also
Galactic nucleus
central engine of, 630–634

energy emission, 633–634
energy production, 630–632

defined, 622, 624
evolution of, 655
properties of, 623–624, 630
quasars vs., 629
radiation emitted by, 622–624
radio galaxies, 569, 624, 625–628, 

641–642
scientific method and, 656
Seyfert galaxies, 624–625
starburst galaxies, 623–624
supermassive black holes at center of, 

569, 601–603, 624
Active optics, 112
Active prominences, solar, 405
Active regions, solar, 405–406
Active Sun, 405–409

active regions, 405–406
changing solar corona, 407–410
X-ray images of, 407, 408

Adams, John, 321
Adams ring (Neptune), 334
Adaptive optics, 112–114, 432
Adrastea (moon), 287
African plate, 175
AG Carinae, 511
Ahnighito (meteorite), 361
Aine (corona), 226
Air, gravity and, 196–197
Aldebaran, 432, 433, 436
Algol, 515–516

evolution of, 516
future of, 517

ALH84001 (meteorite), 250–251
Allen Telescope Array, 731–732
Almagest (Ptolemy), 38–39
Alpha Centauri, 376, 389, 423, 424–425, 430, 

432, 444, 729
Alpha Centauri A, 376
Alpha Centauri B, 376
Alpha Centauri C (Proxima Centauri), 376
Alpha particles, 499
Alpha process, 535–536
Alpha ring (Uranus), 333
ALSEP (Apollo Lunar Surface Experiments 

Package), 198

Alvin submarine, 723
AM radio signals, 164, 730
Amalthea (satellite), 279
Amino acids, 718, 719, 720
Ammonia, 724
Amor (Mars-crossing) asteroid, 340, 343
Amplitude, 61
Andromeda galaxy, 60, 65, 106, 108, 569, 

574, 575, 578, 579, 581, 586, 588, 617, 645
Andromeda Nebula, 571
Ångstrom, 63
Ångstrom, Anders, 63
Angular diameter, 28
Angular measurement, 13
Angular momentum, 149

conservation of, 145, 149, 368, 544
Angular resolution, 106–108, 111

interferometry and, 118, 119
radio telescopes and, 116–117

Annular eclipse, 21–22
Antarctic ozone hole, 164
Antarctic plate, 175
Antenna, “sugar-scoop,” 683
Antennae (NGC 4038/4039) galaxies, 644
Antennae galaxies, 120
Antiparticle, 411
Apennine Mountains, 206
Aphelion, 46, 190, 199–200
Aphrodite Terra, 222, 223, 224, 225, 226
Apollo (Earth-crossing) asteroid, 340, 

343–344
Apollo Lunar Surface Experiments Package 

(ALSEP), 198
Apollo program, 180, 189, 190, 192, 193, 194, 

202, 203, 204, 206, 209, 212
description of, 198–199

Apophis (MN4) (asteroid), 344
Apparent brightness, 425–426, 581, 582, 

586, 598
Apparent magnitude, 426, 427
Apparent motion, 39
Arabian plate, 175
Arago ring (Neptune), 334
Arc (of ring), 304
Arc minute, 13
Arc second, 13
Arcturus, 432, 499, 588
Arecibo radio telescope, 116–117, 197, 221
Ariel (moon), 328, 329
Aristarchus of Samos, 39
Aristotle, 9, 38, 39, 41, 50
Armstrong, Neil, 198, 199
Arp 273 galaxy, 638, 639
Assumptions of mediocrity, 717
Asteroid belt, 136, 145, 155, 340, 344, 345
Asteroids, 134–135, 143, 144, 155–156, 338, 

339, 340–345
Earth-crossing, 343–344
naming of, 344n
near-miss events with, 343–344
observations from space, 341–343
orbital resonances of, 344–345
properties of, 138, 340, 341
stray, 360–361
types of, 341

Asthenosphere, 174, 176
Astrologer, 11
Astronomical unit (AU), 47, 48
Astronomy

ancient, 34–36
defined, 4
high-resolution, 111–114
learning from history, 508
modern, birth of, 41–42
ultraviolet, 123, 125

Asymptote, 502n
Asymptotic-giant branch, 501, 502, 502n, 512
Atacama Large Millimeter Array (ALMA), 

120, 124
Aten asteroids, 343
Atlantic Ocean, 174–175, 176
Atlas (moon), 303, 304
Atmosphere(s), 162–168. See also specific 

planets, stars, and other bodies
bands in, 268–270

blue sky, reasons for, 165
composition of, 197
gravity and, 196–197
heat and, 166–168
opacity of, 66–67, 68
origin of, 168
ozone in, 164, 166
primary, 168
secondary, 168
solar, 397–400
structure of, 163–164
surface heating and, 166–168
of terrestrial planets, 141
turbulence in, 111, 112
of Venus, 228–232

Atmospheric blurring, 111–112
Atmospheric circulation on Earth, 409
Atom(s), 84–87

classical, 85
excitation of, 85, 89
first, 699–700
formation of, 697–700
ionized, 84, 455–456
modern, 85
motions of, 472
nucleus of, 84, 172
spectra of, 87
structure of, 84–85
thermal motions of, 94

Atomic epoch, 696, 705
Aurora/aurorae

on Earth, 180–181, 182
on Jupiter, 277, 278
on Saturn, 297

Autolycus crater, 205
Autumnal equinox, 16, 17

B
B ring, 298, 300, 301
Background noise, 110
Background radiation, ripples in, 707–709
Balmer, Johann, 86
Balmer (hydrogen) series, 86
Bands, atmospheric, 268–270
Barnard, E. E., 279
Barnard 68 cloud, 71, 451, 458, 538
Barnard 86 cloud, 150
Barnard’s star, 423, 424, 427, 431, 432, 439
Barred-spiral galaxies, 609–611, 614
Barringer Meteor Crater, 204, 205, 360
Baryon acoustic oscillations, 709
Basalt, 170
Baseline of interferometer, 120
Baseline triangle, 24
Becklin–Neugebauer object, 481–482
Bell, Jocelyn, 545
Belts, in atmospheric bands, 268–270
Berry, Dana, 715
Beryllium-8, 499
Bessel, Friedrich, 42
Beta Persei, 515–516
Beta Pictoris, 148
Beta ring (Uranus), 333
Betelgeuse, 427, 428, 431, 432, 434, 436, 439, 

510, 512
Big Bang theory, 671–673, 677, 680, 682, 

683, 685, 693
early universe and, 690–692, 700, 701
galaxy formation rate after, 647, 648
quantum fluctuation and, 702

“Big Crunch,” 674
Big Horn Medicine Wheel, 34
Binary black hole, 567, 653, 654
Binary galaxy systems, 640, 641
Binary pulsar, 568
Binary-star systems, 440–441

black holes in, 564–567, 569
brown dwarfs in, 479
double-pulsar, 568
gravitational radiation from, 

554, 568
mass in, 441–442

measuring, 443
neutron stars and, 548–552 

planets in, 727
stellar evolution in, 515–517

Biochemistries, alternative, 724
Biological evolution, 721
Bipolar flow/jets, 483–484
Black dwarfs, 507
Black hole(s), 555–557

binary, 567, 653, 654
in binary-star systems, 564–567, 569
in centers of galaxies, 569
curved space and, 560–561
defined, 556
distinguishing neutron star from, 

569–571
escape speed of, 556
event horizon of, 557–558, 562–563
as final stage of stellar evolution, 

555–556
in galaxies, 569
heating of, 561–562
intermediate-mass, 569, 570
masses of, 652, 653
observational evidence for, 464–471
properties of, 556
space travel near, 561–564
stellar transits of, 564
supermassive, 569, 601–603, 624, 652
tidal forces of, 561–562

“Black smoker,” 723
Blackbody, 68
Blackbody (Planck) curve, 68, 69, 70–71, 73, 

428–429, 683, 684
Blazar, 627
Blue giants, 436
Blue stragglers, 507, 508
Blue supergiants, 436
Blueshifted radiation, 74, 75, 588
Bode, Johann, 320
Bohr, Niels, 84, 86
Bohr model, 84
Boltzmann, Ludwig, 72
Borealis Basin, 242
Boson, 695
Bradley, James, 42
Brahe, Tycho, 44, 530
Brightness, 110

absolute, 425. See also Luminosity
apparent, 425–426

Brown dwarfs, 368, 370, 378, 478, 479, 512
Brown oval, 272, 273
Bruno, Giordano, 42
Bug (NGC 6302) Nebula, 495, 496
“Bullet cluster” (1E 0657-56 galaxy cluster), 

661, 662
Bunsen, Robert, 83
Burst counterparts, 553
Butterfly (NGC 6302) planetary nebula, 

495, 496

C
C ring, 298, 300
Caldera, volcanic, 225
Calendar, 34–35
Callisto (moon), 42, 279, 280–281, 285–287, 

307, 308, 309
Caloris Basin, 207–208
Calypso (moon), 314
Canada–France–Hawaii telescope, 107
“Canals,” Martian, 132
Canis Major (Great Dog), 14
Cannon, Annie, 584
Capture theory, 210
Caracol temple (Mexico), 35
Carbon, life and, 722, 724
Carbon atom, 90
Carbon burning, 534–535
Carbon core, of Sun-like star, 501–502
Carbon dioxide

in Earth’s atmosphere, 166, 167, 168, 258
on Mars, 252, 258–259
in Venus’s atmosphere, 230, 233, 258

Carbon fusion, 534–535
Carbon-12, 534

Index
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Cordelia (moon), 334
Cordillera Mountains, 202
Core, solar, 390, 391
Core hydrogen burning, 496
Core of Earth, 162, 169, 170
Core-accretion theory, 152–153
Core-collapse (Type II) supernova, 526, 

527–528
Core-dominated radio galaxy, 626, 627
Corona (volcanic structure), 226
Corona, solar, 20, 390, 391, 399–400, 

407–410
Coronal holes, 407–408
Coronal mass ejection, 406, 407
CoRoT 7b (extrasolar planet), 377, 378
CoRoT mission, 372–373
Corpuscular (particle) theory of light, 67
Cosmic Background Explorer (COBE), 684, 

707–709
Cosmic Background Imager, 708
Cosmic density parameter, 676, 678
Cosmic distance ladder, 621
Cosmic distance scale, 24, 582–583

extending, 437–439, 583,
615–617

Cosmic evolution, 716–721
Cosmic history

epochs in, 693
evolutionary phases in, 716

Cosmic inflation, 701–702
flatness problem and, 702–704
horizon problem and, 702–704
as theory, 701–702, 704

Cosmic microwave background, 683–685, 
690, 699
cosmic structure and, 707–709
isotropy of, 700, 705
map of, 707, 708

Cosmic rays, 601
Cosmological constant, 679, 681
Cosmological distances, 620
Cosmological principle, 669, 672
Cosmological redshift, 619, 620, 673

relativistic, 622–623
Cosmology, 36, 666–685, 668

Big Bang theory. See Big Bang theory
cosmic microwave background, 

683–685, 690, 699, 705, 
707–709

cosmological principle, 669, 672
cosmological redshift, 619, 620, 

622–623, 673
dark energy and, 680–683
defined, 668
expansion of universe, 670–673

dark energy and, 679–680
future of universe, 674–675
geometry of space, 675–677
Olbers’s paradox, 670
relativity and, 675–676

Cosmos
density of, 673–674, 676, 678, 680, 690, 

698–699
large-scale structure of, 638–662

Coudé focus, 103
CP1919 pulsar, 545
Crab Nebula, 520, 521, 528, 529, 547
Crab pulsar, 547, 548
Crater(s)

lunar, 188–189, 192, 193, 194, 201–203
on Mars, 236–237, 244
on Mercury, 194, 195, 206
on Saturn’s moons, 308, 311, 312
on Venus, 227

Crater-chain pattern, 206
Crescent Moon, 18, 19
Critical density, 673–674, 676
Critical universe, 676
Crust of Earth, 162
C-type asteroid, 341, 362
Cultural evolution, 721
Curiosity (spacecraft), 236–237
Curiosity rover, 133, 722
Current sheet, 277, 278
Curtis, Heber, 575, 586
Curved space, 560–561, 676–677
CXO (Chandra X-Ray Observatory), 126–127, 

490, 533, 537, 543, 546, 547, 551, 569, 
600–601, 626, 653

Cygnus (constellation), 367, 565
Cygnus A galaxy, 626, 627, 629
Cygnus loop supernova remnant, 125
Cygnus X-1, 565–566

Carbon-14, 172
Carbonaceous (C-type) asteroids, 341
Carbonaceous meteorites, 362
Carbonate rock, 246
Carbon-detonation (Type I) supernovae, 

527–528
energy emission, 537

Caribbean plate, 175
Carina Nebula, 448, 449, 490
“Cartwheel” galaxy, 643
Cassegrain, Guillaume, 103
Cassegrain focus, 103
Cassegrain telescope, 103
Cassini, Giovanni Domenico, 298
Cassini Division, 298, 301, 311
Cassini Equinox, 306
Cassini mission, 147, 265, 269, 291, 293, 

295–296, 298, 299, 300, 301, 304, 305, 
307, 308, 309, 311, 312
description of, 142, 147, 306

Cassini-Huygens probe, 147, 314, 722
Cassiopeia A (Cas A), 542, 543

supernova remnant, 126
Castor double star, 114
Cataclysmic variables, 581. See also Nova/

novae; Supernova/supernovae
Catalyst, 164
Catastrophic theories, of planet formation, 

369
Cat’s Eye Nebula (NGC 6543), 505
Celestial equator, 12
Celestial mechanics, 142
Celestial poles, 12–13
Celestial sphere, 12–13
Cells, primitive, 719
Celsius system, 69
Centaur rocket, 205
Centaurus A galaxy, 626, 634, 642
Center for High Angular Resolution 

Astronomy (CHARA), 120–121
Center of mass, 53
Cepheid variable stars, 581–582, 583, 613, 

615, 621
Ceres (asteroid), 136, 340, 341, 356, 357

properties of, 138
Cerro Paranal Observatory, Chile, 106, 107
Chandra X-Ray Observatory (CXO), 126–127, 

490, 533, 537, 543, 546, 547, 551, 569, 
600–601, 626, 653

Chandrasekhar, Subramanyan, 126, 527
Chandrasekhar mass, 527
Chandrayan-1 orbiter, 199
Chang’e program, 199
Charge-coupled devices (CCDs), 109
Charged particles, 63–64

interactions between, 411–412
Charon (moon), 355
Chemical bonds, 91
Chemical evolution, 717–719
Chemosynthesis, 724
Chicxulub, Yucatán Peninsula, 351
Chinese astronomy, 35–36
Chlorine, 164
Chlorofluorocarbons (CFCs), 164
Chromatic aberration, 102
Chromosphere, 390, 391, 398–399
Chryse Planitia, 241, 242, 253
Circinus galaxy, 625
Clementine satellite, 199, 204–205
Cleopatra crater, 222–223, 227
Climate

greenhouse effect and, 167
solar activity and, 409

Climate change, on Mars, 252–253
Close encounters, collision hypothesis and, 

369, 369n
Closed universe, 676
Cloud(s)

dark dust, 150, 459–461
interstellar, 368, 369, 463–465, 472–477, 

478, 480–481
organic compounds in, 464n

on Jupiter, 267, 269, 270–272, 276
on Neptune, 323
Oort, 353
on Saturn, 294, 295
on Uranus, 319

Clusters
of galaxies, 7, 617–619, 640–641
of galaxy clusters, 656–657
star. See Star clusters

CNO cycle, 534

Cobalt-56, 535, 537, 538
Cobalt-59, 536
Cobalt-60, 536
COBE (Cosmic Background Explorer), 684, 

707–709
Cocoon nebula, 482–483
Coformation (sister) theory, 210
Cold dark matter, 706
Cold Jupiters, 374, 379–381
Collecting area, 105
Collision hypothesis, 369
Collisional broadening, 95
Collisions

among galaxies, 120, 124, 643–645, 
646

of galaxy clusters, 661–662
of comets, 274–275
fragmentation and, 150
interstellar, 508
protostellar, 489

Color-magnitude diagrams, 434, 435
Colors of stars, 428–429
Coma (“halo”), 346
Coma Cluster, 608, 618, 657
Comet(s), 136, 143, 144, 155–156, 345–353. 

See also specific comets
appearance and structure of, 346–347
collision of, 274–275

with Jupiter, 274
fragments of, 359–360
interstellar origin of life and, 719, 720
nucleus of, 346
orbits of, 345, 352–353
properties of, 138, 347–348
space missions to, 348–351
tail of, 345, 346, 347

Comparative planetology, 137
Compton Gamma-Ray Observatory (CGRO),

127, 552, 601
Condensation nuclei, 148
Condensation theory, 148, 150–152, 362

and collisions, 369
dust’s role in, 368
as evolutionary theory, 369
extrasolar orbits and, 379
jovian planets and, 152–154
of planet formation, 148, 150–152, 

368–369
solar system formation and, 148, 150, 

368–369
Conjunction, 37–38, 218
Conservation of angular momentum, 145, 

149
Conservation of mass and energy, law of, 411
Constant(s)

cosmological, 679, 681
Hubble’s, 620–621
Newton’s, 51
Planck’s, 85
solar, 390
Stefan-Boltzmann, 72

Constellation, 10–12
Constructive interference, 67
Contact binary system, 517
Continental drift, 173–175
Continuous spectra, 80, 83, 90
Convection, 163–164

and Jupiter’s atmospheric bands, 
268–270

and plate drift, 178–179
solar, 395–396

Convection cells, 164
Convection zone, 390, 391
Co-orbital satellites, 313–314
Copernican principle, 43
Copernican revolution, 32–55

ancient astronomy and, 34–36
and birth of modern astronomy, 41–42
and birth of modern science, 32–55
defined, 40
dimensions of solar system, 47–49
foundations of, 40
geocentric universe and, 36–39
heliocentric model of solar system, 

39–40
laws of planetary motion, 44–47
Newton’s laws and, 49–52

Copernicus, Nicholas, 39–41, 42, 55
Copernicus crater, 202, 247, 248
Coplanar motion, of planetary orbits, 379
Coprates canal, 243
Coral deposits, 184

D
D ring, 298, 301
DA14 (asteroid), 343
Dactyl (moon), 341, 342
Daphnis (moonlet), 301
Dark dust cloud, 150

obscuration of visible light by, 459–460
Dark dust clouds, 459–461
Dark energy, 679–680, 690, 710

and cosmology, 680–683
repulsive effect of, 679–680

Dark halo, 596
Dark matter, 596–598, 699, 710

acoustic oscillations and, 709–710
galaxies and, 638–662
mapping, 661–662
microwave background and, 709
stellar, 699

search for, 598–599
in universe, 640–642, 678, 705–707

Dark nebula, 453
Dark-energy era, 693
Dark-matter halo, 640, 641
Daughter nuclei, 172
Daughter (fission) theory, 210
Davy crater, 206
Dawn mission, 147, 341, 342–343
Death, of Sun-like star, 502–509
Debris, interplanetary, 379
Deceleration, cosmic, 678–679
Decoupling, 699, 700
Deep Impact (spacecraft), 351, 352
Deep space, 666, 667
Deferent, 38
Deimos (moon), 239, 260
Delta, 246
Delta Cephei, 581
Delta ring (Uranus), 333
Dense interstellar cloud. See Dark dust cloud
Density, 139. See also specific bodies

cosmic density parameter, 676, 678
critical, 673–674
of Earth’s interior, 162, 170
of emission nebula, 457
infinite, 563–564
of interstellar medium, 452
of Moon, 208
of solar system objects, 138
of Sun, 391, 394
uncompressed, 141
of universe, 673–674, 676, 678, 680–681, 

690, 698–699
Density waves, spiral, 300, 592–594
Deoxyribonucleic acid (DNA), 718
Descartes, René, 145
Destructive interference, 67
Detached binary system, 517
Detectors, 109–111, 692
Deuterium, 411, 412, 696, 697, 698–699
Deuterium bottleneck, 697
Deuterium fusion, 479
Deuterons, 411, 412, 697
Dialogue Concerning the Two Chief World 

Systems (Galileo), 42
Diameter, angular, 28
Differential force (tidal force), 183

of black hole, 561–562
exerted by Sun, 200–201

Differential rotation, 267
Differentiation

of Earth, 170–172
of solar system, 150–152

Diffraction, 106–108
Diffraction grating, 80
Diffraction property of light, 67
Diffraction-limited resolution, 107
Dinosaurs, extinction of, 344, 350–351
Dione (moon), 303, 310, 311, 314
Direct (prograde) motion, 37
Discovery (space shuttle), 104
Disk galaxies, 579
Distance

cosmological, 620
look-back time and, 623
measurement of, 24–27, 28

techniques for, ladder of, 437–438, 
583, 621

Distance scale, cosmic, 582–583
extending, 437–439, 583, 615–617

Disturbance, 61
Diurnal motion, 13
DNA (deoxyribonucleic acid), 718
Doppler, Christian, 73
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Doppler effect, 73–75, 93–95
detecting extrasolar planets with, 371

Doppler equation, 73, 75
Doppler shift, 92–93
Double cluster (h and chi Persei), 513, 514
Double-line spectroscopic binary, 440, 441
Double-pulsar binary system, 568
Drake equation, 724–725
Dust

dark dust clouds, 150, 459–461
interplanetary, 143
interstellar. See Interstellar dust
lunar (regolith), 203–204
Rayleigh scattering and, 165

Dust grain, 450
Dust lanes, 454, 455
Dust tails, 346
Dwarf(s), 433–434

black, 507
brown, 368, 370, 378, 478, 479
red, 433
white. See White dwarf

Dwarf elliptical galaxies, 611, 612, 
640

Dwarf irregular galaxies, 612, 640
Dwarf planets, 144, 357
Dynamo theory, 182
Dysnomia (moon), 356

E
E ring, 298, 301, 302, 312
Eagle Nebula (M16), 122, 123, 454, 456
Early universe, 688–710

Big Bang and, 690–692
evolution of, 693–697
inflation of, 700–704
nuclei and atom formation, 697–700
particle production in, 691–692
structure in, 705–707

Earth, 6, 160–185
atmosphere of, 162–168, 231–232, 258
core of, 162, 169, 170
density of, 139
differentiation of, 170–172
distance to Moon, 190
escape speed of, 196
exoplanet closest to, 376
gravity of, 209
hydrosphere, 162
interior of, 168–173, 209

core, 162, 169, 170
crust, 162, 169–170
density, 170
mantle, 162, 169, 170
modeling, 169–170

life on, 720–721
magnetic field of, 64, 176–177

reversals in, 177–178
magnetosphere of, 162, 180–182
measuring, 27
motion through the cosmos, 684
nearest stars to, 423–424
orbital motion of, 14–18
properties of, 138
radar map of, 223
radio radiation from, 730–731
revolution around Sun, 14
rotation of, 12, 183–184
solar-terrestrial relations, 409
structure of, 162
surface activity, 173–180
surface heating of, 166–168
tides of, 182–184
velocity of, 685
water on, origins of, 185

Earth-crossing (Apollo) asteroid, 340, 
343–344

Earth–Moon system, formation of, 370
Earthquake, 168–169
Earths (extrasolar planets), 374

searching for, 381–382
super, 373–374, 375, 377

Eccentricity, 46
of ellipse, 45

Eclipse(s), 19–24
annular, 21–22
geometry of, 23
lunar, 19–22
Pluto-Charon, 354, 355
solar, 20–22, 23, 398–400, 410
tracks of, 24

Eclipse seasons, 22–24

Eclipse year, 24
Eclipsing binary, 441
Ecliptic, 14
Eddington, Arthur, 393, 566, 586
Eddington crater, 202
Effective temperature of Sun, 390
Einstein, Albert, 51, 85, 88, 411, 416, 679

cosmological constant and, 681
theories of relativity, 74n, 75, 557–561, 

566–567, 675–676
Einstein Cross, 660
Einstein Observatory (spacecraft), 126
Einstein’s elevator, 558, 560
Ejecta, fluidized, 247, 248
Ejecta blanket, 202
Electric field, 63
Electrical charge, 63
Electromagnetic force, 413, 694, 695
Electromagnetic radiation, 60. See also

Radiation
Electromagnetic spectrum, 65–68
Electromagnetic wave, 64–65
Electromagnetism, 64
Electron, 63

production of, 691, 692
spin of, 462

Electron cloud, 85
Electron degeneracy, 555, 556
Electron degeneracy pressure, 500, 500n
Electron transitions, 457

molecular, 91
Electron volt (eV), 86
Electroweak force, 413, 694, 695
Element(s), 90. See also specific elements

emission spectra of, 81
“fifth,” of universe (quintessence), 680, 

680n
formation of, 530–538

abundance of matter, 531–533
carbon burning and helium 

capture, 534–535
heaviest elements, 536
hydrogen and helium burning, 

533–534
iron formation, 535–536
neutron capture, 536
stellar nucleosynthesis, 536–538
types of matter, 530–531

primordial, 531
Ellipse, 45
Elliptical galaxies, 611–612, 614, 632
Elongation, maximum, 191
Emission lines, 80–81
Emission nebulae, 89, 90, 91, 453–458

Carina, 490
“forbidden” lines of, 457–458
interstellar shock waves generated by, 

484–485
observations of, 453–456
properties of, 457
spectra, 456–457

Emission spectrum, 81
molecular, 91

Enceladus (moon), 301, 302, 303, 310, 
311–312, 722

Encke gap, 298
Endeavour (space shuttle), 104
Endurance crater, 254
Energy

of active galaxies
emission, 633–634
production, 630–632

black hole and production of, 561–562
dark, 679–683, 690, 710
galaxy energy spectra, 623–624
generated by proton–proton chain, 

412–414, 416
Jupiter’s internal energy source, 

275–276
kinetic, 88
law of conservation of mass and, 149
mass-energy equivalence, 410–411
nuclear binding, 536
quantized orbital energies, 85
solar energy production, 410, 416
vacuum, 702

Energy flux, 72, 425
Energy levels, atomic, 84
Energy transport, in solar interior, 394–396
Envelope, stellar, 503

ejected, 504
Epicycles, 38
Epimetheus (moon), 313

Epochs in cosmic history, 693. 
See also specific epochs

Epsilon ring (Uranus), 333
Equilibrium

hydrostatic, 392–393, 496
thermal, 691, 692

Equinox, 16, 17
Equivalence principle, 560
Eratosthenes, 27
Eris, 356, 357–358
Eros (asteroid), 342
Escape speed, 54–55, 196–197

of black hole, 556
calculation of, 196–197
critical density and, 673, 674
of Earth, 196
of Mercury, 191, 197
of Moon, 191, 197

Eskimo Nebula, 505
Eta Carinae, 490
Eta ring (Uranus), 333
Euclid, 28, 677
Euclidean geometry, 677, 682
Eurasian plate, 175, 177
Europa (moon), 42, 279, 280, 283–285, 

722
European Southern Observatory, 98–99, 

106, 112, 113
European Space Agency, 395, 424, 708, 722
European Very Large Telescope, 

368
EUVE (Extreme Ultraviolet Explorer), 125
Event horizon, 557–558, 562–563

singularities and, 563–564
“Evil Eye” galaxy (M64), 640
Evolution

biological, 721
chemical, 717–719
cosmic, 716–721
cultural, 721

Evolutionary theory, condensation theory as 
example of, 369

Evolutionary tracks, 475
in binary-star systems, 515–517
high-mass, 509–510, 512
prestellar, 477
protostellar, 475–476

Excited state, 85, 89
Extinction, 450
Extrasolar planets (exoplanets), 368, 373–377

closest to Earth, 376
composition of, 375, 377
discovery of, 137, 370–373
hot Jupiters and super-Earths, 373–374
identification of, 376
orbits, 371, 372, 373, 374–375, 

379–380
properties of, 373–378

Extraterrestrial intelligence, 729–732
Extraterrestrial life, case for, 717
Extreme Ultraviolet Explorer (EUVE), 125
Extremely Large Telescope (ELT), 98–99
Extremophiles, 723
Eyepiece, 101

F
F ring, 298, 302, 303–304
Fahrenheit temperature scale, 69
Failed star, 478. See also Brown dwarfs
False-color technique, 113, 120, 121, 122, 123
Fermi, Enrico, 127
Fermi Gamma-Ray Space Telescope, 127–128
51 Pegasi star, 371, 372
Filters, telescope, 110, 428
Fireballs, 360

primeval, 670–671, 693, 696
Firmament, 40
Fission, 525
Fission (daughter) theory, 210
Flares, solar, 406, 407
Flashes, helium-shell, 503
Flatness problem, 700–701

inflation and, 702–704
Fleming, Williamina, 584
Fluidized ejecta, 247, 248
Fluorescence, 88
FM radio signal, 164, 730
Focal length, 100
Focus

of ellipse, 45
of telescope, 100

Fomalhaut (star), 124, 150

“Forbidden” lines of emission nebulae, 
457–458

Force(s), 49
fundamental, 413, 694, 695
gravitational, 51, 52, 53

Formaldehyde, 463, 464–465, 464n
Fornax A, 606, 607
47 Tucanae, 513–514, 515, 551, 597
“Fossil evidence,” galaxy formation and, 

646
Fossil record, 167, 719, 720, 721, 722
Fragmentation, 150
Fraunhofer, Joseph von, 82
Freeze-out, 692, 695–696
Frequency, 61–62

photon energy and, 85
Full Moon, 18, 19, 20, 192, 194
Full-spectrum astronomy, 128
Fundamental forces, 413, 694, 695
Fusion

carbon, 534–535
deuterium, 411, 479
helium, 499–501, 534
nuclear, 410–411
proton, 411–412, 534

G
G ring, 298, 301, 302, 304
GAIA project, 424
Galactic activity, 599–601
Galactic bulge, 578, 588n

properties of, 589
Galactic cannibalism, 648–649
Galactic center, 422, 585, 599–603, 726

orbits near, 588–589, 601
Galactic disk, 578, 729

interstellar gas in, 591–592
orbital motion in, 588–589
properties of, 589
spiral structure and, 592–593

Galactic epoch, 696, 705
Galactic gas, 586
Galactic habitable zone, 726–727
Galactic halo, 578, 583n, 586–587

properties of, 589
Galactic nucleus, 601. See also Active 

galaxies/active galactic nuclei
spiral galaxies and, 608
supermassive black holes in, 569, 

601–603, 624
Galactic plane, 450, 454, 588
Galactic rotation, 592–593, 596, 616
Galactic rotation curve, 596
Galactic “tuning fork,” 614
Galactic year, 588
Galaxy(ies), 7, 606–634. See also Active 

galaxies/active galactic nuclei; Milky 
Way Galaxy
black holes in, 569, 652–656
colliding, 120, 124, 643–645, 646
and dark matter, 638–662
defined, 578
disk, 579
distribution in space, 615–618
formation and evolution of, 645–650, 

655, 705–706
“Great Debate” over, 574–575, 

585–586, 609
Herschel’s model of, 580
Hubble classification scheme, 608–614

elliptical galaxies, 611–612, 614
irregular galaxies, 612–613, 614
spiral galaxies, 608–611, 614
“tuning fork” diagram, 614

Hubble’s law of, 619–621
interactions between, 646–647, 650
irregular, 640
large-scale distribution of, 656–657
life in, 724–729
masses of, 640–641
normal, 622, 655–656
properties of, 614
radio, 569, 625–628
receding, 672
redshift survey of, 657–658, 668
rotation curves of, 640
spectra of, 619–620
spiral. See Milky Way Galaxy; Spiral 

galaxies
starburst, 623–624, 644
surveys of, 657–658, 668–669
visible, 621n
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Galaxy clusters, 7, 617–619, 640–641
clusters of, 656–657
collisions of, 643–645
distant, 618–619
lensing, 661
mass of, 641
Perseus, 651
X-ray emission, 641, 642

Galaxy Evolution Explorer (GALEX) satellite, 
125
Helix Nebula visualization by, 59

Galaxyrise Over Alien Planet (painting), 
714, 715

Gale crater, 236–237
Galilean moons, 42, 266, 279–287, 

305
Callisto, 279, 280–281, 285–287
Europa, 279, 280, 283–285
Ganymede, 279, 280–281, 285–287
Io, 279, 280, 281–283

Galileo Galilei, 2, 41–42, 45, 49, 50, 136, 298, 
321, 401, 529

Galileo missions, 147, 271, 272, 274, 275, 277, 
279, 280, 281–282, 283, 284, 285, 286, 
306, 341–342

Galileo Regio, 285
Galle, Johann, 321
Galle ring (Neptune), 334
Gamma rays, 60, 66, 412–414, 692
Gamma ring (Uranus), 333
Gamma-ray astronomy, 127–128
Gamma-ray bursts, 552–555

counterpart of, 553
models of, 554

Gamma-ray pulsars, 548
Gamma-ray radiation, 65
Ganymede (moon), 42, 279, 280–281, 

285–287, 722
Gaposchkin, Sergei, 386
Gas

greenhouse, 166
interstellar, 450, 452, 455, 456, 457, 458, 

591–592
intracluster, 641–642

Gas turbulence, 94
Gas-exchange experiment, 250
Gaspra (asteroid), 341–342
Geminga pulsar, 548
Gemini North telescope, 106, 107
Gemini South telescope, 106
Gene(s), 718

of virus, 717
General relativity, 558, 560, 675–676, 690

tests of, 566–567
Geocentric universe, 36–39
Geomagnetic activity at Earth, 409
Geometric scaling, 25
Geometry

of eclipses, 23
Euclidean, 677, 682
measuring distances with, 24–27, 28
Riemannian, 677
of space, 675–677

Geysers, 311, 312
nitrogen, 331

Giacobini-Zinner (comet), 347
Giant elliptical galaxy, 611
Giant planets, 152–154. See also Jovian planets

migration of, 154
Giants, 433–434

blue, 433, 436
mass loss from, 511
red, 433, 434, 499

Gibbous phase of Moon, 18, 19
Giotto (spacecraft), 348, 349
GJ 1214B (extrasolar planet), 377

mass of, 377
Glashow, Sheldon, 694
Gliese 229, 479, 623
Global warming, 167. See also Greenhouse 

effect
Globular clusters, 487–488, 507, 580–581, 

583n, 585
in Andromeda galaxy, 569
M4, 460
M9, 420, 421

Globule (interstellar cloud), 451
Globules, interstellar, 719, 720
Gluons, 695
Glycine, 464n
GONG (Global Oscillations Network 

Group) project, 393
GRAIL (Gravity Recovery and Interior 

Laboratory), 199, 209, 212
Grand Canyon, Martian (Mariner Valley), 

242–243
Grand Unified Theories (GUTs), 694, 695, 

704
Granite, 170
Granulation, solar, 396–397
Gravitational competition, 471
Gravitational constant, 51
Gravitational deformation, 182–183
Gravitational force, 52, 413
Gravitational instability theory, 153
Gravitational lensing, 598, 659–660, 659n

galaxy clusters, 661
microlensing, 659

Gravitational radiation, 554, 568
Gravitational redshift, 562–563
Gravitational slingshot (gravity assist), 142, 

147, 306
Gravitons, 694, 695
Gravity, 694

atmosphere and, 196–197
of Earth, 209
expansion of universe slowed by, 

673–674
in general relativity, 558, 560
heat and, 471–472
on Jupiter, 283
magnetism and, 471
on Mercury, 191
on Moon, 191
Newton’s law of, 49, 51–52
particles and, 695
quantum, 693, 695
rotation and, 471
solar, 52
tides and, 182–183

Gravity Recovery and Interior Laboratory 
(GRAIL), 199, 209, 212

Gravity wave, 568
GRB 080319B, 553
Great Dark Spot, 325–326
Great Red Spot, 264, 265, 268, 269, 272, 

273, 274
Great Wall, 657–658, 668
Greenhouse effect, 166, 168

on Earth, 231–232
global warming and, 167
“reverse runaway” on Mars, 256–257
runaway, 162, 231–232
on Venus, 231–232

Greenhouse gas, 166, 233
Ground state, 84
G-type star, evolution of, 502–503
Gula Mons, 225
GUT epoch, 695, 696, 701, 702, 706
GUTs (Grand Unified Theories), 694, 695, 704

H
Habitable zones, 381

galactic, 726–727
stellar, 725–726

Hadley, Mount, 206
Hadley Rille, 206
Hale, George Ellery, 400, 401
Hale-Bopp (comet), 347, 719, 720

properties of, 138
Half-life, 172
Hall, Asaph, 132, 260
Halley, Edmund, 49, 347
Halley’s comet, 346, 347, 349, 720

nucleus of, 348
orbit of, 349

Halo stars, 588, 588n
Harvard College Observatory, 584
Haughton crater (Arctic), 249
Haumea (Kuiper belt object), 356, 357
Hayabusa (spacecraft), 135
Hayashi, C., 476
Hayashi track, 476, 482
Haystack radio telescope, 117
HD 154345 (extrasolar planet), 380
HD 209458 (star), 372, 373
HDE 226868 (blue supergiant), 565, 567
Head-tail radio galaxies, 641–642
Heat (thermal energy), 69

atmosphere and, 166–168
gravity and, 471–472
solar system formation and, 148

Heating, black hole, 561–562
Helene (moon), 314
Heliocentric model, 39–40

Helioseismology, 393–394
Helium, 90, 696

absorption lines in stars, 430–431
emission spectrum of, 81
formation in early universe, 697–698
proton–proton chain and, 412–414

Helium burning, 499
Helium capture, 535
Helium core, of Sun-like star, 497, 499, 501
Helium flash, 499–501
Helium fusion, 499–501, 534
Helium precipitation, 297
Helium white dwarf, 506, 517
Helium-shell burning, 501
Helium-shell flashes, 503
Helix Nebula, 58, 59
Hellas Basin, 241, 242, 246
Hellas Planitia, 242
Helmholtz, Hermann von, 475
Henize Nebula, 387
Herbig-Haro 46, 71
Herbig–Haro objects, 483–484
Herschel, William, 122, 320, 

322, 580
Herschel crater, 311
Herschel Space Observatory, 122, 123, 469
Hertz (Hz), 62
Hertz, Heinrich, 62
Hertzsprung, Ejnar, 434, 584
Hertzsprung–Russell (H–R) diagram, 

434–437
cluster evolution on, 512–513, 514–515
development of, 584
of globular clusters, 487–488, 507, 509
high-mass evolutionary tracks, 510
horizontal branch of, 500
instability strip on, 582
of newborn star, 476
of open clusters, 486, 487, 512–513
prestellar evolutionary tracks, 477
of protostar’s physical properties, 

474–475
red-giant branch of, 499
red-giant region of, 436, 437
of stars, 434–437
and stellar mass, 442
of white dwarf, 505

Hewish, Antony, 545
HH1 (bipolar jet), 483–484
HH2 (bipolar jet), 483–484
HH30 (star system), 483
HI regions, 456
Hierarchical merging, 645–646, 647
High Energy Transient Explorer 2, 555
High-energy telescope, 125–128
Higher (superior) planet, 37
Highlands, lunar, 192–193, 194, 203
High-mass stars

end of, 524–526
evolution of, 509–510, 512
mass loss from, 511

High-resolution telescopes, 111–114
HII regions, 456. See also Emission nebula
Himalayas, 176, 177
Hipparchus, 426
Hipparcos satellite, 11, 424, 436, 437, 438, 

567, 588
History, learning astronomy from, 508
Holden Crater, 247
Holes, coronal, 407–408
Hollows, 207
Homo sapiens, 721
Homogeneity, cosmic, 669, 672
Hooke, Robert, 272
Horizon problem, 700–701

inflation and, 702–704
Horizontal branch, 500
Horsehead Nebula, 460, 461
Hot dark matter, 706
Hot Jupiters (extrasolar planets), 373–375, 

379–381
Hot longitudes, 200, 208
Hot springs, 722–723
Hot stars, 482–483
Hourglass, 456
H–R diagram. See Hertzsprung–Russell 

(H–R) diagram
HST. See Hubble Space Telescope (HST)
Hubble, Edwin, 104, 571, 608, 620, 679
Hubble classification scheme, 608–614

elliptical galaxies, 611–612, 614
galaxy formation and, 645
irregular galaxies, 612–613, 614

spiral galaxies, 608–611, 614
Hubble Deep Field, 647
Hubble diagrams, 620
Hubble flow, 620, 672
Hubble sequence, 613–614, 649–650
Hubble Space Telescope (HST), 104–105, 109, 

110, 112, 120, 122, 124, 125, 240, 266, 273, 
274, 294, 295, 297, 324, 326, 356, 367, 
421, 432, 455, 469, 470, 485, 490, 506, 
543, 546, 547, 597, 607, 629, 631, 646, 
647, 651, 653, 654, 667

Hubble Ultra Deep Field (UDF), 575, 666, 
667

Hubble’s constant, 620–621, 670–671, 672, 
690

Hubble’s law, 619–621, 628, 657, 670–671
distance measurements and, 621

Hulse, Russell, 568
Huygens, Christian, 67, 298, 305
Huygens probe, 308
Hyades cluster, 513, 514
Hydra (moon), 354
Hydrocarbon, 307, 308
Hydrogen, 85, 86, 698

absorption lines in stars, 431
atomic, absorption lines of, 658–659
emission spectrum of, 81, 83, 84
energies of excited states of, 85, 89
heavy. See Deuterium
spectrum of, 80–81, 87–88

Hydrogen 21-cm emission, 462–463
Hydrogen envelope, 346
Hydrogen (Balmer) series, 86
Hydrogen-burning reaction, 

proton–proton, 533
Hydrogen-shell burning stage, 497, 498
Hydrosphere, 162, 182
Hydrostatic equilibrium, 392–393

of main-sequence star, 496
Hydrothermal vents, 722–723
Hyperbola, 55
Hyperion (moon), 303, 304, 313
Hypernova, 554, 555
Hypothesis, 9

I
Iapetus (moon), 303, 310, 312–313
IC 694 (galaxy), 644
IC 1396 (interstellar cloud), 482
IC 2163 (galaxy), 643
Ice, lunar, 204–205
Ida (asteroid), 341–342
Igneous rocks, 179
Image processing, 110
Images, 100–101

formation of, 102
Impact crater

on Mars, 244, 248, 249
on Venus, 227

Impact theory, 210–211
Inclination, 14, 16
Index of Prohibited Books, 41
Indian plate, 175, 177
Inertia, 50
Inferior conjunction, 37–38, 218
Inferior orbit, 37
Inferior (lower) planet, 37
Infinite density, 563–564
Inflation

cosmic. See Cosmic inflation
epoch of, 701–702

Infrared Astronomy Satellite (IRAS), 482
Infrared radiation, 58, 65, 66
Infrared telescopes, 121–123
Inhomogeneities, growth of, 705
Inner core, 169
Instability strip, 582
Intelligence

development of, 721
extraterrestrial, 729–732

Intensity, 68
Intercloud medium, 458
Intercrater plains, on Mercury, 194
Interference property of light, 67
Interferometry, 118–121, 432

optical, 120–121
Intermediate-mass black hole, 569, 570
International Astronomical Union, 357
International Ultraviolet Explorer (IUE), 125
Interplanetary debris, 379
Interplanetary matter, 143–144
Interstellar “bubbles,” 458
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Interstellar clouds
contraction of, evidence for, 478, 480
evolution of, 472–477
fragmentation of, 473
evidence for, 480–481
in planet formation, 368, 369
in star formation, 473–474

Interstellar collisions, 508
Interstellar dust, 148, 150, 450, 452

origin of life and, 719
particle shapes, 452–453

Interstellar magnetic field, 471, 473
Interstellar medium, 448–465

composition of, 452
dark dust clouds, 150
defined, 450
density of, 452
emission nebulae, 453–458
gas and dust, 148, 150, 450
molecules of, 463–465
21-centimeter radiation, 462–463

Interstellar message, 730
Interstellar space, first living cells produced 

in, 719–720
Intracluster gas, 641–642
Intrinsic variable, 581
Inverse-square law, 52, 425–426, 430, 582
Io (moon), 42, 279, 280, 281–283
Io plasma torus, 282–283
Ion, 84
Ion tail, 346, 347
Ionized atom, 84, 455–456
Ionosphere, 68, 163, 164
IRAS (Infrared Astronomy Satellite), 482
Iridium, 351
Iron, 90

formation of, 535–536
Iron core, collapse in high-mass star, 525
Iron meteorites, 362
Irregular galaxies, 612–613, 614, 640
Ishtar Terra, 222, 224
Isidis Planitia, 242
Islamic astronomy, 36
Isolated spirals, 595
Isotopes, 412

element formation and, 530
Isotropy

cosmic, 669, 672
of cosmic microwave background, 

700, 705
Itokawa (asteroid), 134–135, 338, 339
IUE (International Ultraviolet Explorer), 125

J
James Webb Space Telescope (JWST), 122
Jansky, Karl, 114–115
Janus (moon), 313
Jets

active galaxy, 630, 631, 632, 634
bipolar, 483–484
quasar, 629, 630
radio galaxy, 626–628

Joule (J), 72
Jovian planets, 140–141, 143. See also Jupiter; 

Neptune; Saturn; Uranus
formation of, 152–154
interiors of, 327
magnetic fields of, 327
moons of, 154
and planetary debris, 152–156
relative sizes of, 322
ring systems of, 299, 300

Joyce, James, 694
Jumbled (weird) terrain, 208
Juno (asteroid), 340
Juno mission, 147
Jupiter, 264–287

atmosphere of, 268–272
as failed star, 478
internal structure of, 274–277, 327
magnetic field and magnetosphere of, 

277–278, 282–283, 327
mass and radius of, 266–267
moons of, 42, 279–287
orbit of, 266, 340, 344–345, 357
properties of, 138, 266–268
rings of, 287, 300
rotation rate of, 267–268
Shoemaker-Levy 9 comet, collision 

with, 351
significance to life on Earth, 276
spacecraft exploration of, 146–147

starlike composition of, 276
Trojan asteroids orbiting, 340, 344
views of, 266, 267
weather on, 272–274

Jupiter-like planets, 379–380
Jupiters (extrasolar planets), 373–374, 

379–381
cold, 374, 379–381
hot, 373–375, 379–381

K
Keck telescopes, 103, 104, 106, 107, 111, 113, 

120, 319, 569
Kelvin, Lord, 69, 475
Kelvin temperature scale, 69
Kelvin–Helmholtz contraction phase, 475, 

478
Kennedy, John F., 198
Kepler (extrasolar planets), 377
Kepler, Johannes, 44–45, 49, 55, 530
Kepler mission, 372–373, 374

for extrasolar planets, 82, 379, 381
Kepler supernova, 530
Kepler’s laws, 45–47, 52–53, 567
Kinetic energy, 88
Kirchhoff, Gustav, 83
Kirchhoff ’s laws, 83, 84, 88–90
Kirkwood, Daniel, 345
Kirkwood gaps, 345
Kitt Peak National Observatory (KPNO), 

105, 111, 506
Kuiper, Gerard, 328, 330, 352
Kuiper belt, 139–140, 143–144, 352

orbit of, 357
Kuiper-belt objects (KBOs), 136, 353–357

L
L977 (dark dust cloud), 459, 460
Labeled-release experiment, 250
Lagoon Nebula (M8), 453, 454, 456
Lagrange, Joseph Louis, 314, 344
Lagrangian points, 314, 344, 345, 395, 

516–517
Lakshmi Planum, 222, 224
Language, development of, 721
Laplace, Pierre Simon de, 145
Large Hadron Collider, 689
Large Magellanic Cloud (LMC), 612, 613
Las Campanas Observatory (Chile), 658
Laser altimeter, 240
Laser Interferometer Gravity-Wave 

Observatory (LIGO), 568
Lassell, William, 328, 330
Lassell ring (Neptune), 334
Lava, 179
Lava domes, 225–226
Lava flows, 224, 225
LCROSS (Lunar CRater Observation and 

Sensing Satellite), 205
Leap year, 23
Leavitt, Henrietta, 583, 584
Lens/lensing, gravitational, 598, 659–660, 

659n
galaxy cluster, 661
microlensing, 659

Lenticular galaxies, 612–613
Lepton epoch, 696
Leptons

particles of, 694
quarks and, 696

Leverrier, Urbain, 321
Leverrier ring (Neptune), 334
Lick Observatory, 114, 299
Life

on Earth, 720–721
in Galaxy, 724–729
interstellar origin, evidence of, 719–720
on Mars, 250–251
search for extraterrestrial intelligence, 

729–732
in solar system, 722–724
in universe, 714–732
working definition of, 716–717

Light. See also Radiation
diffraction property of, 67
gravitational deflection of, 564, 565, 566
interference property of, 67
particle and wave property of, 85, 87
particle (corpuscular) theory of, 67
polarization of, 67, 453
radiation and, 63

scattering of, 165
speed of, 64–65, 557, 558
visible, 60, 62–63

dark matter and, 641
obscuration of, 459–460

Light curves
from carbon-detonation (Type I) super-

novae, 537–538
eclipsing binary, 441
supernova, 527

Light echo, 511
Light pollution, 111
Lighthouse model, of neutron-star emission, 

545–547
Light-years, 6–7
LIGO (Laser Interferometric  

Gravity-Wave Observatory), 568
Lin, C. C., 594
Line broadening, 93–95
Linear momentum, 149
Lithosphere, 174, 176
Little Ice Age, 409
LMC X-3, 567, 569
Lobachevsky, Nikolai Ivanovich, 677
Local Bubble, 458
Local Group, 656

contents of, 617, 618
Local Supercluster, 656–657
Logarithmic scale, 65
Loki volcano, 281
Long-period comets, 352–353
Look-back time, 622–623
Lorentz contraction, 559
Lowell, Percival, 132–133, 353, 619
Lowell Crater, 25
Lower (inferior) planet, 37
Low-mass star, evolution of.  

See under Stellar evolution
LRO (Lunar Reconnaissance Orbiter), 199, 

205
Luminosity(ies)

active galaxy, 630
gamma-ray burst distances and, 

552–553
in Hertzsprung–Russell diagrams, 

434–437
and mass and radius, 442–443
of nova, 522, 523
period–luminosity relationship and, 583
of protostar, 474
radius–luminosity–temperature 

relationship, 432–434
of stars, 425–427, 430, 433

classification, 438–439
of Sun, 390–392, 409, 410, 433
of supernovae, 615–616, 616n
of variable star, 582–583

Luna missions, 198
Lunar CRater Observation and Sensing 

Satellite (LCROSS), 205
Lunar eclipse, 9, 19–22
Lunar Orbiter (spacecraft), 198
Lunar phases, 18–19
Lunar Prospector satellite, 199, 205, 208, 209, 

248, 259
Lunar Reconnaissance Orbiter (LRO), 199, 

205
Lunar tides, 183, 184
Lyman, Theodore, 86
Lyman series, 86
Lyman-alpha forest, 658–659

M
M2-9, 505
M4 globular cluster, 460, 506
M8 (Lagoon) nebula, 453, 454, 456, 599
M9 star cluster, 420, 421
M16 (Eagle) nebula, 454, 456
M17 nebula, 91, 454
M20 nebula, 453, 454, 455

environment of, 464
molecules near, 465
star formation in, evidence of, 478, 480

M32 galaxy, 617
M33 galaxy, 617
M49 galaxy, 611
M51 (Whirlpool) galaxy, 649
M64 (“Evil Eye”) galaxy, 640
M80 globular cluster, 507
M81 spiral galaxy, 125
M82 galaxy, 125, 569
M84 galaxy, 611

M86 galaxy, 618, 627
M87 (Virgo A) galaxy, 618, 628, 629, 632, 

634
disk, 632

M100 galaxy, 123, 615
M101 galaxy, 105, 579
M104 (Sombrero) galaxy, 610
M110 galaxy, 611
MACHOs (Massive Compact Halo Objects), 

597
Magellan, Ferdinand, 612
Magellan mission, 147, 206, 221, 222, 223, 

224, 226, 227, 309
Magellanic Clouds, 612–613, 648
Magma, 179
Magnetic field lines, 180
Magnetic fields, 64. See also under specific 

planets
of active galaxy jets, 631, 633
of Earth, 176–177, 182

reversals in, 177–178
interstellar, 471, 473
of Mars, 259
of Mercury, 209
near Galactic center, 600
of Neptune, 326, 327
of newborn neutron stars, 545
spectral-line broadening and, 95
of Sun, 401–403
of terrestrial planets, 141, 143
of Uranus, 326, 327
of Venus, 232–233

Magnetic poles, 180
Magnetism, 64

gravity and, 471
Magnetopause, 181, 277–278
Magnetosphere, 162, 180–182. See also under 

specific planets
Magnitude scale, 426–427, 430
Main sequence, 435–436

defined, 435
leaving, 496
in star formation, 476–477
well-know stars, main properties of, 

444
zero-age (ZAMS), 477–478

Main-sequence turnoff, 513
Major axis, 45
Makemake (Kuiper belt object), 356, 357
Manicouagan Reservoir, 360
Mantle of Earth, 162, 169, 170
Mare Imbrium, 192, 193
Mare Nectaris, 193
Mare Nubium, 192, 193
Mare Orientale, 227
Maria, lunar, 192, 193, 203, 206, 212
Mariner missions, 146, 192, 194, 206, 207, 

232, 240, 244, 256, 259
Mariner Valley, 241, 242–243
Mars, 132–133, 236–261

atmosphere of, 256–259
climate change on, 252–253
craters on, 236–237
exploration of, 236–237
Gusev crater, 137
internal structure of, 259–260
life on, 250–251
long-distance observations of, 239–240
moons of, 239, 260–261
orbit of, 238–239
plate tectonics on, 259
properties of, 138, 239
search for life on, 722
spacecraft exploration of, 147
spacecraft landing sites on, 241
study of, 132–133
surface of, 132, 133, 240–244

“canals,” 132, 133
“Grand Canyon,” 242–243
“gullies” in cliffs and crater walls, 

248, 249
impact cratering, 244
polar caps, 239–240, 249, 252, 257
topography of, 240–242
viewed by Martian landers, 

253–256
volcanism, 243–244
water, 244–249

Mars Exploration Rover, 147
Mars Express mission, 133, 147, 245, 247, 

248, 252, 722
Mars Global Surveyor, 147, 240, 241, 242, 

243, 245, 246, 248, 249, 259, 722
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Mars Odyssey mission, 147, 248, 254
Mars Pathfinder mission, 147, 254
Mars Phoenix lander, 147
Mars Reconnaissance Observer, 245, 248
Mars Reconnaissance Orbiter, 147, 242
Mars Science Laboratory, 147
Mars-crossing (Amor) asteroid, 340
Mass(es), 50

angular momentum and, 149
in binary-star systems, 441–442

measuring, 443
black hole, 652, 653
center of, 53
Chandrasekhar, 527
of emission nebula, 457
of galaxies, 640–641

Milky Way Galaxy, 595–599
and law of conservation of mass and 

energy, 149
mass loss from giant stars, 511
of the Moon, 191
of planets, 138

Jupiter, 266–267
Mars, 239
Mercury, 191

of solar system objects, 138
of stars, 440–444

distribution, 442
measuring, 443

of Sun, 54
turnoff, 513

Mass function, 438
Mass-energy equivalence, 

410–411
Massive Compact Halo Objects (MACHOs), 

597
Mass–luminosity relations, 442–443
Mass–radius relations, 442–443
Mass-transferring binary (semidetached 

binary) system, 522–523
Mathematical models

of star rotations, 591
of Sun, 392

Mathilde (asteroid), 341, 342
Matter, 690. See also Dark matter

basic components of, 690
interplanetary, 143–144
living vs. nonliving, 716–717
normal, 699, 705–706
radiation-matter decoupling, 699, 700

Matter era, 693, 699
Matter oscillations, 709–710
Matter-dominated universe,

 690–691
Mauna Kea, Hawaii, 103, 106, 107, 111
Maunder minimum, 405, 409
Maury, Antonia, 584
Maximum elongation, 191
Maxwell, James Clerk, 223, 299
Maxwell Montes range, 222, 223
Mayall telescope, 105
Mead crater, 227
Mean solar day, 17
Measurement of distance, 24–27
Mediocrity, assumptions of, 717
Mercury, 188–213

atmosphere of, 191–192
evolutionary history of, 212–213
interior of, 209
Mariner 10 flybys of, 192, 194, 206, 207
mass of, 138, 191
orbit of, 190–191
phases of, 191
properties of, 138, 191–192
rotation of, 196–199
solar transit of, 48
spacecraft exploration of, 146
surface of, 194–195, 206–208
tidal forces on, 199–200

Mercury (element), emission spectrum 
of, 81

Merger/merging
between galaxies, 645–646

types of, 648–649, 650
neutron-star model, 554
of Sun-like stars, 508

Mesosphere, 163
Message, interstellar, 730
Messenger probe, 146, 147, 192, 194, 206, 207, 

209, 212
Messier, Charles, 453, 453n
Messier 2 cluster, 71
Metamorphic rocks, 179

Meteor showers, 359, 359n, 360
Meteor trails, 358
Meteorites, 359

interstellar origin of life and, 719, 720
properties of, 361–362
samples of, 362
source of, 135

Meteoroid swarm, 359
Meteoroids, 143, 201–202, 358–362
Meteors, 136, 201, 358
Methane, 324
Metis (moon), 287
Michelson, A. A., 557, 559
Michelson–Morley experiment, 557, 559
Microlensing, 659
Micrometeoroid swarms, 588–589
Micrometeoroids, 202, 204, 359
Microquasar, 550
Microsphere, protein-like, 718–719
Microwave background, cosmic, 683–685, 

690, 699
and cosmic structure, 707–709
isotropy of, 700, 705
map of, 707, 708

Mid-Atlantic Ridge, 176–177
Midocean ridges, 176
Migration, planet, 154
Milky Way Galaxy, 2, 4, 117–118, 128, 450, 

453, 453n, 576–603
condensation theory and, 148
formation of, 589–590
Galactic center, 422, 585, 599–603
mass of, 595–599
measuring, 579–586
orbital motion of, 588–589
plane of, 450, 454, 578
radio maps of, 591
size and shape of, 583, 583n, 585
spatial distribution of stars in, 586–587
spiral structure of, 580–581, 586–589, 

591–592
origins, 595

star counts for, 580
stellar populations in, 587
tidal streams in, 588–589, 649
weighing, 596

Miller, Stanley, 718
Millisecond pulsar, 550–551
Mimas (moon), 302–303, 310, 311
Minor planet, 340. See also Asteroid
Minute, arc, 13
Miranda (moon), 328, 329–330, 370
MN (asteroid), 343
MN4 (asteroid), 344
Model(s)

heliocentric, 39–40
Ptolemaic, 38–39
theoretical, 8

Model universes, 674
Modeling, 25
Molecular clouds, 463

complexes, 465
organic compounds in, 464n

Molecular emission, 91, 463
Molecular spectral lines, 91–92
Molecular spectrum, 92
Molecular speed, 196
Molecular tracer, 464–465
Molecules, 91–92

interstellar, 463–465
Momentum

angular, 145, 149
linear, 149

Month
sidereal, 18–19
synodic, 19

Moon(s). See also Galilean moons; specific 
moons
of jovian planets, 154
of Jupiter, 279–287
of Mars, 260–261
of Neptune, 328, 329, 330–332
of Saturn, 303, 304–314
of terrestrial planets, 143
of Uranus, 328–329

Moon, the, 188–213, 329
angular diameter of, 191
angular size of, 13
atmosphere of, 191–192
craters on, 192–193, 194, 201–203
density of, 208
distance to Earth, 190
evolutionary history of, 211–212

explorations of, 198–199
interior of, 208–209
mass of, 191
motion of, 18–24
nodes of orbit, 22
orbit of, 190
origin of, 210–211
properties of, 138, 191–192
rotation of, 195–196
surface composition of, 203–206
surface features of, 192–194
synodic period of, 22
tidal bulge in, 196
tides and, 182–183
volcanism on, 205–206

Moonlets of Saturn, 301
Morley, E. W., 553, 559
Motion(s)

apparent, 39
atomic, 472
coplanar, 379
diurnal, 13
orbital, of Milky Way Galaxy, 588–589
prograde (direct), 37
proper, 424, 601
radial, 74
retrograde, 37, 40, 41
stellar, 424–425
transverse, 74, 74n
unbound, 54

Motion, laws of
Newton’s, 49–51
planetary, 44–47
relativity and, 557–560

Mount Everest, 176, 177
Mount Hadley, 206
Mount Haleakala, Hawaii, 114
MRC 1138-262 (“Spiderweb” galaxy), 648
M-type asteroid, 341
Multiple-planet systems, 373, 379
Multiple-star systems, 440–441. 

See also Binary-star systems
Multiple-wavelength astronomy, 128
Muon particles, 694
Murchison meteorite, 720

N
N49 (supernova remnant), 538
Naked singularity, 564
Nakhla (meteorite), 251
Nanometer (nm), 62–63
Nasmyth focus, 103
National Astronomical Observatory of 

Japan, 106
National Radio Astronomy Observatory, 115
Natural selection, 728
Nazca plate, 175
Neap tides, 183
Near Earth Asteroid Rendezvous (NEAR),

342
Near-miss events, asteroids and, 343–344
NEAR-Shoemaker, 342
Nebula/nebulae, 145, 148, 453, 453n. See also 

specific nebulae
clusters and, 488
cocoon, 482–483
emission. See Emission nebulae
planetary, 502–504
reflection, 454, 455
solar, 148, 150–152, 368

early, temperature in, 151
spiral, 580–581, 586
structure of, 455

Nebular contraction, 145, 148
Nebular spectrum, 456–457
Nebular/condensation theory, 148, 369–370. 

See also Condensation theory
Negative curvature, 676, 677
Neon, emission spectrum of, 81
Neon-20, formation of, 535
Neon-oxygen white dwarf, 507
Neptune

atmosphere of, 325–326
discovery of, 320–321
Great Dark Spot of, 325–326
internal structure of, 326, 327
magnetic field and magnetosphere of, 

326, 327
mass and density of, 322
moons of, 328, 329, 330–332
orbit of, 357
Pluto and, 353–354

properties of, 138, 322–323
rings of, 300, 334
rotation rate of, 323
spacecraft exploration of, 146

Neptunes, 374
Neptunes (extrasolar planets), 373, 374, 379

cold, 374
Nereid (moon), 321, 328, 329, 330
Neutrino detectors, 414–415
Neutrino oscillations, 415
Neutrino telescope, 415
Neutrinos, 411–412, 414–415

standard solar model and, 414–415
Neutron capture, 536
Neutron degeneracy pressure, 544, 

555, 556
Neutron stars, 544–545, 634

distinguishing black hole from, 569–571
properties of, 544–545
and pulsars, 545–548
rotation of, 544
as stellar remnant, 544

Neutronization, 525
Neutrons, 90
Neutron-star binary, 548–552
New Horizons mission, 142, 147, 356
New Moon, 18, 19, 20
New Technology Telescope (NTT), 112, 113
Newborn stars, H–R diagrams for, 476

star cluster, 514
Newton (N), 50
Newton, Isaac, 49, 55, 62, 67, 103
Newtonian mechanics, 49, 52–55

escape speed and, 673, 674
Newtonian telescope, 103, 136
Newton’s constant, 51
Newton’s laws, 49–52, 597, 601
NGC 1201, 612
NGC 1252 galaxy, 576, 577
NGC 1265 galaxy, 642
NGC 1300 galaxy, 610
NGC 1316, 602, 603
NGC 1365 galaxy, 610
NGC 1566, 593
NGC 1569 galaxy, 613
NGC 2207 galaxy, 643
NGC 2808, 509
NGC 2859, 612
NGC 2997 galaxy, 609
NGC 3603 star cluster, 486
NGC 3690 galaxy, 644
NGC 4038/4039 (Antennae) galaxies, 644
NGC 4214 galaxy, 485
NGC 4258, 652
NGC 4261 galaxy, 631, 632
NGC 4449 galaxy, 613
NGC 4565 galaxy, 579
NGC 4603, 616
NGC 6240, 653, 654
NGC 6302 planetary nebula, 495, 496
NGC 6520, 150
NGC 6543 (Cat’s Eye Nebula), 505
NGC 6872 galaxy, 610
NGC 6934 star cluster, 114
NGC 7635, 538
NGC 7742 galaxy, 624
Nickel meteorites, 362
Nickel-56, 535, 537, 538
Night sky, 15
Nitrogen geysers, 331
Nix (moon), 354
Noise, background, 110
Nonstellar radiation, 624, 625n, 630
Nonthermal radiation, 633–634
Normal galaxies, 622, 655–656

black hole at center of, 652, 655
Normal matter, 699, 705–706
North American plate, 175, 177
North pole, magnetic, 180
North star (Polaris; Pole star), 10, 12
Northern Lights (aurora borealis), 181, 182
Northern sky, 12
Nova Cygni, 524
Nova Herculis, 522
Nova Persei, 524
Nova/novae, 522–523

recurrent, 522
and supernovae, 526–527, 526n

Nuclear binding energy, 536
Nuclear epoch, 696, 698
Nuclear force, 411–412, 413
Nuclear fusion, 410–411

proton–proton chains and, 412–414, 416
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Nucleosynthesis
primordial, 697, 699
stellar, 531, 533–534, 536–538

Nucleotide bases, 718
Nucleus/nuclei

atomic, 84, 172
of comet, 346
condensation, 148
formation, 697–700
galactic. See Galactic nucleus
active. See Active galaxies/active 

galactic nuclei
Halley’s comet, 348
supermassive black holes in, 624

O
OB associations, 487
Oberon (moon), 328, 329
Observatories, ancient, 35
Occam’s razor, 8
Occultation, stellar, 332
Olbers, Heinrich, 670
Olbers’s paradox, 670
Old star cluster, H–R diagram of, 515
Olympus Mons, 243, 244
Omega Centauri, 487, 488
Omega Nebula (M17), 91
1E 0657-56 galaxy cluster (“bullet cluster”), 

661, 662
1862III (Swift-Tuttle) (comet), 359
Oort, Jan, 353
Oort cloud, 155, 353
Opacity, 66–67, 68, 582
Open star clusters, 486, 487, 488, 491

evolution of, 512–513
Open universe, 676
Ophelia (moon), 334
Ophiuchus constellation, 421
Ophiuchus dark dust cloud, 460
Opportunity rover, 254, 255, 722
Opposition, 38
Optical doubles, 441
Optical interferometry, 120–121
Optical telescope, 100
Optics

active, 112
adaptive, 112–114

Orbit(s), 37–38
of comets, 345, 352–353
of Earth, 14–18
extrasolar, 371, 372, 373, 374–375, 

379–380
of Moon, 21, 190
near Galactic center, 588–589, 601
planetary, 46, 140. See also specific 

planets
stellar, in Milky Way Galaxy, 589
synchronous, 195
of two bodies, 53

Orbital motion, of Milky Way Galaxy, 588–589
Orbital period, 138
Orbitals, 84
Orientale Basin, 202, 203
Orion constellation, 2, 3, 10, 11, 428, 432, 510
Orion molecular cloud, 480–481, 483, 484
Orion Nebula (M42), 118, 121, 122, 458, 468, 

469, 481, 489
young stars in, 489

Oscillations
acoustic, 709–710
matter, 709–710
neutrino, 415
solar, 393

Outer core, 169
Outflow channels, Martian, 245–246
Outgassing, 168, 231–232, 257
Ovda Regio, 224
Oxygen-16, formation of, 534–535
Ozone layer, 164, 166

P
Pacific plate, 175, 177
Pair production, 691–692
Pallas (asteroid), 340, 341
Pan (moonlet), 301
Pandora (moon), 304
Pangaea, 179
Parallax, 24–26

spectroscopic, 437–438, 437n
stellar, 39, 42, 422–423

Paranal Observatory, Chile, 106, 107

Parsecs, 423
Partial eclipses

lunar, 20
solar, 20, 21

Particle detectors, 692
Particle nature of radiation, 85, 87
Particle (corpuscular) theory of light, 67
Particle–antiparticle annihilation, 691–692
Particle–antiparticle pair, 691–692
Particles

alpha, 499
charged, 63–64

interactions, 411–412
fundamental force and, 694, 695
threshold temperature of, 691

Pauli, Wolfgang, 500
Pauli exclusion principle, 500
Payne-Gaposchkin, Cecilia, 386–387, 584
Pencil-Beam Survey, 668, 669
Penumbra, 21, 401
Penzias, Arno, 683–684
Perihelion, 46, 190, 200
Period, 47

orbital, 138
rotation, 138, 139
wave, 61

Period-luminosity relationship, 583
Permafrost, 247
Persei

Beta, 515–516
h and chi (double cluster), 512, 513

Perseid shower, 359
Perseus galaxy cluster, 651
PG0052 + 251 (quasar), 654
Phaeton (asteroid), 359n
Phase(s)

lunar, 18–19
of Mercury, 191
in star formation, 480
T Tauri, 153, 476, 478
of Venus, 42, 43

Philippine plate, 175
Philosophiae Naturalis Principia 

Mathematica (The Mathematical 
Principles of Natural Philosophy)
(Newton), 49

PHL 938 quasar, 658
Phobos (moon), 239, 260, 261
Phoebe (moon), 313
Phoenix mission, 147, 255
Pholus (Kuiper belt object), 356
Photodisintegration, 525, 535–536
Photoelectric effect, 88
Photoevaporation, 455
Photometers, 111
Photometry, 110–111, 429
Photon, 85, 88

particle–antiparticle pair produced by, 
691–692

redshift of, 673
Photons, 695
Photosphere, 390, 391, 474, 700
Photosynthesis, 724
Piazzi, Giuseppe, 340
Pickering, E. C., 584
Pioneer missions, 146–147, 277, 303, 

729–730, 732
Pioneer 10 spacecraft, plaque mounted 

on, 730
to Saturn, 293

Pioneer Venus (spacecraft), 220, 221, 222, 
223, 226, 228, 229, 232

Pistol Star, 387
Pixels, 109
Plains, on Mercury

intercrater, 194
smooth, 194

Planck, Max, 68, 85, 695
Planck (blackbody) curve, 69, 70–71, 

428–429, 683, 684
Planck epoch, 695, 701, 702
Planck mission, 699, 708, 709
Planck’s constant, 85
Planet(s), 36–37. See also specific planets

accreting, 151
alignment of, 140
binary-star, 727
condensation theory of formation of, 

148, 150–152
dwarf, 144, 357
Earth-like, searching for, 725–727
extrasolar (exoplanet), 137, 368, 

370–378

features attributed to random events, 
370

formation of
condensation theory, 368–369
modeling, 368–369

giant, 152–154
habitable, 725–728
IAU definition of, 357
jovian, 140–141, 143. See also Jupiter; 

Neptune; Saturn; Uranus
Jupiter-like, 379–380
mass of, 138
minor, 340. See also Asteroids
observations of, 36–37
orbits of, 46, 140
properties of, 138
pulsar, 551–552
rotation period, 138, 139
sinking, 380–381
spacecraft exploration of, 142

timeline for, 146–147
terrestrial, 140–141, 143. See also Earth; 

Mars; Mercury; Venus
Planet migration, 154
Planetary debris, jovian planets and, 152–156
Planetary irregularities, 369–370
Planetary motion, 37

Kepler’s laws of, 45–47, 52–53
laws of, 44–47
and Newton’s laws, 52
types of. See Motion

Planetary nebula, 502–504
Planetary radar, 200
Planetary system

discovery, 136–137
formation of. See Solar system
habitable planets per, 725–727
stars with, 725

Planetary transit, 372–373, 374, 375, 377, 378
Planetesimals, 150

ejection to form Oort cloud and Kuiper 
belt, 155

in solar system formation, 368, 369
Planetoids. See Asteroids
Planetology, comparative, 137
Plasma torus, Io, 278, 282–283
Plate tectonics

on Earth, 174–180
on Ganymede, 286
on Mars, 242, 259
on Venus, 223–224, 225, 228, 233

Plates, global, 174, 175
Plato, 38
Pleiades (Seven Sisters), 2, 3, 486, 487
Plum crater, 188–189
Plutinos, 354
Pluto (KBO), 370

discovery of, 132, 353–354
Kuiper belt and, 356
orbit of, 357
properties of, 138, 354–356
reclassification as dwarf planet, 143–144, 

357–358
Pluto–Charon system, formation of, 370
Plutoids, 357
Plutonium 241, 172, 173
Polar caps, Martian, 239–240, 249, 252, 257
Polar vortex, at Venus’s poles, 230
Polaris (North star; Pole star), 10, 12
Polarity of sunspot, 402
Polarization of light, 67

of starlight by dust, 453, 453n
Pole star (North star; Polaris), 10, 12
Poles

celestial, 12–13
magnetic, 180

Pollution, light, 111
Polycyclic aromatic hydrocarbons, 250, 251
Population I and II stars, 587
Positive curvature, 676, 677
Positron, 411
Precession, 17–18
Pressure waves, 168–169
Primary atmosphere, 168
Primary mirror, 100
Primary waves (P-waves), 168–169
Prime focus, 100
Primeval fireball, 670–671, 693, 696
Primordial elements, 531
Primordial intracluster gas, 642
Primordial nucleosynthesis, 697, 699
“Primordial soup,” 718
Principia (Newton), 49

Prism, 62
Procyon, 78–79
Procyon B, 434, 436
Progenitor of supernova, 526, 533
Prograde (direct) motion, 37
Prometheus (moon), 304
Prometheus (volcano), 282
Promethium, 531
Prominences, solar, 405–406
Proper motions, 424, 601
Protein-like microspheres, 718–719
Proteins, 718
Proteus (moon), 328, 329, 330
Proton fusion, 411–412, 534
Proton–proton chain, 412–414, 416, 533, 

697n
Protons, 63

subatomic, smashing together, 688, 689
Protoplanets, 150, 153–154
Protostars, 474–476

evidence of, 481–483
evolution of, 476

Protostellar collisions, 489
Protostellar disk, 475. See also Solar nebula
Protostellar winds, 482, 483–484
Protosun, 150
Proxima Centauri (Alpha Centauri C), 376, 

423, 435, 444
Ptolemaic model, 38–39, 55
Ptolemy, 38–39
Pulsar planet, 551–552
Pulsar radiation, 545
Pulsar wind, 546, 547
Pulsars, 545–548

binary, 568
gamma-ray, 548
millisecond, 550–551
neutron stars and, 545–549

Pulsating variable stars, 581, 582
P-waves (primary waves), 168–169
P/Wild 2 (comet), 350, 352
Pyrolitic-release experiment, 250

Q
QSO 1422 + 2309 quasar, 659
Quantized orbital energy, 85
Quantum fluctuation, 702, 705, 707
Quantum gravity, 564, 693, 695
Quantum mechanics, 85, 88
Quaoar (Kuiper belt object), 356, 357
Quark epoch, 696
Quarks, 694

and leptons, 696
Quarter Moon, 18, 19
Quasar(s), 624, 628–630

absorption lines, 658–659
discovery of, 628
first, 683
“host” galaxies of, 653, 654
and measuring plate motion, 175
properties of, 628–629
twin, 659–660
typical, 630

Quasar epoch, 652–654, 683
Quasar feedback, 654
Quasar jets, 629, 630
Quasar “mirages,” 659–660
Quasi-stellar radio sources. See Quasar(s)
Quiescent prominences, solar, 405
Quintessence, 680, 680n

R
R136 star cluster, 110, 113, 470
Radar, 48–49

planetary, 200
Radar maps, of Venus and Earth, 223
Radar ranging, 190
Radial motion, 74
Radial velocity, 92–93

of star, 371
Radian, 28
Radiant, 359, 360
Radiation, 58–75. See also Radio radiation

background, ripples in, 707–709
defined, 60
diffraction property of, 67
distribution of, 68, 69
Doppler effect, 73–75
electromagnetic, 60
emitted by active galaxies, 622–624
gravitational, 554, 568
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infrared, 60
interference property of, 67
laws of, 70–73
light and, 63
nonstellar, 624, 625n, 630
nonthermal, 633–634
as particles, 85, 87
from Seyfert galaxies, 624–625
spectrum. See Spectrum/spectra, of Sun
synchrotron, 633–634
thermal, 68–73
21-centimeter, 462–463
types of, 65, 66
ultraviolet, 163, 164
in universe, 690–691
wave motion of, 60–62, 67
wave theory, 65

Radiation darkening, 329
Radiation era, 693, 696
Radiation zone, 390, 391
Radiation-dominated universe, 691
Radiation-matter decoupling, 699, 700
Radio astronomy, 114–118
Radio communication, search for 

extraterrestrial intelligence using, 
730–731

Radio emission by interstellar gas, 462–463
Radio galaxies, 569, 624, 625–628

core-dominated, 626, 627
head-tail, 641–642

Radio lobes, 625–626, 633
Radio maps, of Milky Way, 591
Radio radiation, 60, 65, 66, 730–731

pulsar, 545, 546
Radio telescopes, 114–117, 730

interferometer, 118–120
Radioactive dating, 172–173
Radioactive elements, 531
Radioactivity, 171, 172
Radius

angular momentum and, 149
and mass and luminosity, 442–443
of planet, determining, 138. See also 

specific planets
of solar system objects, 138

Radius–luminosity–temperature 
relationship, 432–434

Radome, 117
Random events, planetary features 

attributed to, 370
Ranger series, 198
Rapid mass transfer, 517
Rayleigh, Lord, 165
Rayleigh scattering, 165
RCW 38, 538
Receding galaxies, 672
Recession, universal, 619–620
Recession velocity, 74, 620, 671
Recombination, 699
Reconnection process, 406
Recurrent nova, 522, 523
Recycling, stellar, 538–539
Red dwarfs, 433

missing, 597
Red giants, 434, 499
Red River, 245
Red Spot, 264, 265, 268, 269, 272, 273, 274
Red Spot Junior, 273, 274
Red supergiants, 434, 509–510
Reddening, 451
Red-giant branch, 498–499
Red-giant instability, 503
Red-giant region, 436, 437
Red-giant wind, 511
Redshift(s), 553

cosmological, 619, 620, 673
gravitational, 562–563
relativistic, 622–623

Redshift galaxy survey, 657–658, 668
Redshifted radiation, 74, 75, 588
Reflecting telescopes, 100–103
Reflection, 101
Reflection nebula, 454, 455
Refracting telescopes, 100–105, 136
Refraction, 62, 100, 101
Regolith, 203–204
Reinhold crater, 202
Reionization, of universe, 696
Relativistic fireball, gamma-ray bursts as, 

554
Relativistic redshifts, 622–623
Relativity

Einstein’s theory of, 74, 75, 557–561, 
675–676, 690
tests of, 566–567

general, 558, 560, 566–567
special, 557–558, 559

Remnants
acoustic, 710
stellar, properties of, 556. See also

Supernova remnant
Residual caps, 249, 252
Resolution

angular, 106–108
diffraction-limited, 107

Resonance, 198–200
orbital, Trojan asteroids and, 344
of ring particles of Saturn, 301–304
spin-orbit, 198–199

Retrograde motion, 37, 40, 41
Retrograde rotation, 219–220
Revolution of Earth around Sun, 14
Rhea (moon), 303, 310, 311
Rho Ophiuchi, 460
Riemann, Georg Friedrich, 677
Riemannian geometry, 677
Rigel, 428, 432, 439, 510, 512
Rille, 206
Ring Nebula, 503–504
Ring system

of Jupiter, 287, 300
of Neptune, 300, 334
of Saturn, 290, 291, 292, 293, 298–304, 

333
of Uranus, 300, 332–334

Ringlets of Saturn, 300, 301
Roche, Edouard, 300, 516
Roche limit

Neptune, 334
Saturn, 299–300

Roche lobes, 516–517
Rock cycle, 179
Rocks, lunar, 204
Röntgen, Wilhelm, 126
ROSAT X-ray satellite, 126
Rosebud Nebula, 387
Rosse, Earl of, 136
Rotation

differential, 267
of Earth, 12, 183–184
Galactic, 592–593, 596, 616
gravity and, 471
of Mercury, 196–199
molecular, 91
rate of, 149
solar, 403
spectral-line broadening and, 94
sunspot, 402–403
of terrestrial planets, 141, 219

Rotation curve
Galactic, 596
mass measurement of spiral galaxies 

and, 640
Rotation period

of Moon, 195–196
of planets, 138, 139
solar, 390
of solar system objects, 138

Rotational flattening, 268
r-process, 536
RR Lyrae variable stars, 581–582
Runaway greenhouse effect, 168, 231–232
Runoff channels, Martian, 245
Russell, Henry Norris, 434, 584

S
S106 (nebula), 366, 367
Sagittarius A, 600–601
Sagittarius dwarf galaxy, 648, 649
Salam, Abdus, 694
San Andreas Fault, 175, 176, 177
Saros cycle, 23
Satellite(s). See also specific satellites

co-orbital, 313–314
shepherd, 301–304, 333–334
of solar system objects, 138

Saturn, 3, 290–314
atmosphere of, 292–296
interior structure of, 296–297, 327
internal heating of, 296–297, 327
magnetic field and magnetosphere of, 

297, 327
moons of, 303, 304–314
orbit of, 292, 293

properties of, 138
rings of, 292, 293, 298–304, 313, 333
rotation of, 292
spacecraft exploration of, 146–147
storms on, 295–296
weather on, 294–296

SB0 galaxies, 612
Scalar fields, 701–702
Scarps, 206–207
Scattering of sunlight, Rayleigh, 165
Schiaparelli, Giovanni, 132, 133, 196–197
Schmitt, Harrison, 198
Schwarzschild, Karl, 557
Schwarzschild radius, 557
Scientific method, 8–10

active galaxies and, 656
stars and, 514–515

Scientific notation, 7
Scorpius-Centaurus association, 458
Scotia plate, 175
SDO (Solar Dynamics Observatory), 389, 395
SDSS (Sloan Digital Sky Survey), 649, 651, 

658, 668, 710
Seafloor spreading, 176, 178
Search for extraterrestrial intelligence 

(SETI), 729, 731–732
Seasonal caps, 249, 252
Seasons and seasonal changes, 14–17
Second, arc, 13
Secondary atmosphere, 168
Secondary mirror, 103
Secondary waves (S-waves), 168–169
Sedimentary rock, 179
Sedna (Kuiper belt object), 356, 357
Seeing, 111
Seeing disk, 111, 112
Seismic waves, 168–169
Seismograph, 168
Self-propagating star formation, 594–595
Semidetached binary (mass-transferring 

binary) system, 522–523
Semimajor axis, 45, 46
Sensitivity, telescope size and, 106
SETI (search for extraterrestrial 

intelligence), 729, 731–732
Seven Sisters (Pleiades), 2, 3, 486, 487
Seyfert, Carl, 624
Seyfert galaxies, 624–625
Sgr A*, 600, 601–602
Shadow zones, 169
Shapley, Harlow, 574, 583, 584, 585
Shear waves, 168–169
Shepherd moon, 303
Shepherd satellites, 301–304, 333–334
Shield volcanoes, 225
Shock waves, star formation and, 484–485, 

594
Shoemaker-Levy 9 (comet), 274–275, 351
Shooting stars. See Meteors
Short-period comet, 352
Shu, Frank, 594
SI (Système Internationale) metric system, 7
Sidereal day, 14
Sidereal month, 18–19
Sidereal orbital period, 138
Sidereal year, 17
Sidereus Nuncius (The Starry Messenger)

(Galileo), 42
Sif Mons, 225
Silicate meteorite, 362
Silicon, 724
Single-line spectroscopic binary, 440–442
Singularity, 563–564, 693

naked, 564
Sinking planets, 380–381
Sirius A, 432, 443, 444, 505, 

506, 508
Sirius B, 433, 443, 505, 506, 508
Sister (coformation) theory, 210
Skylab space station, 407
Slingshot, gravitational, 142, 147, 306
Slipher, Vesto M., 132, 619
Sloan Digital Sky Survey (SDSS), 649, 651, 

658, 668, 710
Sloan Great Wall, 668. See also Great Wall
Small Magellanic Cloud, 612
Smog, 122
Smooth plains, on Mercury, 194
SN1987A, 526, 532–533
SNO (Sudbury Neutrino Observatory) 

detector, 415
SO galaxies, 612
Sodium, emission spectrum of, 81, 82–83

Sojourner rover, 254
Solar and Heliospheric Observatory (SOHO),

393, 406, 408
description of, 395

Solar constant, 390
Solar cycle, 403–405, 409
Solar day, 13

mean, 17
Solar Dynamics Observatory (SDO), 389, 395
Solar eclipse, 20–22, 23, 398–400, 410
Solar energy production, 410, 416
Solar flares, 406, 407
Solar magnetism, 395, 400–405
Solar maximum, 404
Solar minimum, 404
Solar nebula, 148, 151, 152, 368, 475

early, temperature in, 151
temperature profile of, 150–152

Solar neutrino problem, 414
Solar neutrinos, 412, 414–415
Solar pressure waves, 393
Solar prominences, 405–406
Solar rotation, 394
Solar system, 36, 134–156. See also Sun; 

specific planets
condensation theory of. See Condensa-

tion theory
debris. See Asteroids; Comet(s); Kuiper-

belt objects (KBOs); Meteorites; 
Meteoroids; Meteors

differentiation of, 150–152
dimensions of, 47–49
formation of, 144–152, 154

condensation theory, 
368–369

modeling, 368–369. See also Con-
densation theory

geocentric model of, 36–39
heliocentric model of, 39–41
interplanetary matter, 143–144
inventory of, 136–137
jovian planets in, 140–141, 143, 152–154
layout of, 139–140
life in, 722–724
measuring planets, 138–139
objects in, properties of, 138
and other planetary systems compared, 

379–382
planets beyond. See Extrasolar planets
properties of, 144–145
regularities and irregularities of, 

369–370
spacecraft exploration of, 142

timeline, 146–147
terrestrial planets in, 140–141, 143

Solar tides, 184
Solar transit, 48
Solar wind, 143, 180, 390, 391, 400

Venus and, 232–233
Solstice, 15–16
Sombrero galaxy (M104), 610
Sound waves, cosmic, 707, 709
South American plate, 175
South pole, magnetic, 180
South Pole–Aitken Basin, 194
Southern lights (aurora australis), 181, 182
Space

curvature of, 560–561, 676–677
geometry of, 675–677

Space warping, 561
Space-based astronomy, 121–128
Spacecraft exploration

of Moon, 198–199
of solar system, 134–135, 142

Spacetime, 558
Special relativity, 557–558, 559
Spectral class, stellar, 431–432, 431n
Spectral lines, molecular, 463–464
Spectral window, 66, 68
Spectral-line analysis, 92–95
Spectrograph (spectrometer), 80
Spectroscope, 80
Spectroscopic binary, 440–441
Spectroscopic parallax, 437–438, 437n
Spectroscopic radio astronomy, 591
Spectroscopic thermometer, 92
Spectroscopy, 78–95, 111
Spectrum/spectra, 62, 80–81, 111

absorption, 460–461
absorption lines, 82–83
atomic, 87
blackbody (Planck) curve, 68, 69, 

428–429, 683, 684

Radiation (continued)
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continuous, 80, 81
electromagnetic, 65–68
emission lines, 80–81
formation of, 87–91
galaxy, 619–620
galaxy energy, 623–624
helium, 81
hydrogen, 80, 81, 83, 84, 87–88
identifying starlight, 83
Kirchhoff ’s laws, 83, 84, 88–90
line broadening, 93–95
mercury, 81
molecular, 92, 463–464
of more complex elements, 90–91
nebular, 456–457
neon, 81
nonthermal, 72
sodium, 81, 82–83
of spiral nebulae, 586
of stars, 83, 429–432
of Sun, 65–68, 82, 397–398
of 3C 273 quasar, 629
velocity information from spectral 

lines, 92–93
of white light, 62

Speed, 46
escape. See Escape speed
of light, 64–65, 557, 558
molecular, 196
vs. velocity, 50

Spica B, 444
Spicules, solar, 399
Spiderweb (MRC 1138-262) galaxy, 644
Spin-orbit resonance, 198–199
Spiral arms, 592–595
Spiral density waves, 300, 592–594
Spiral galaxies, 580–581, 608–611, 614. See 

also Milky Way Galaxy
barred, 609–611
M81, 125
M82, 125
M100, 123
M101, 105
origins of spiral structure in, 595

Spiral nebulae, 580–581
brightness and spectra of, 586
rotation of, 586

Spirit robot, 136
Spirit rover, 137, 147, 245, 254
Spirit/Opportunity lander, 133
Spitzer, Lyman, Jr., 121
Spitzer Space Telescope (SST), 121–123, 150, 

312, 377, 479, 480, 489, 543
Spring tides, 183
s-process, 536, 537
Sputnik, 198–199
SS 433, 549–550, 549n
Stadium (unit of measurement), 27
Standard candles, 615–616, 621
Standard Solar Model, 391, 392

neutrino physics and, 414–415
Star(s), 420–444. See also Stellar entries; Sun

binary. See Binary-star systems
brightness of, 425–427

absolute, 425
apparent, 425–426, 581, 582, 586, 

598
classification of, 438–439

variations in, 439
clusters of. See Star cluster
colors of, 428–429
defined, 390
distances to, 422–424
halo, 588, 588n
Hertzsprung–Russell (H–R) diagram, 

434–437
lifetimes of, 444, 496
luminosity of, 425–427, 430, 433

classes, 438–439
main-sequence, key properties of, 444
mass of, 440–442

distribution, 442
measuring, 443
and other stellar properties, 

442–444
of Milky Way, spatial distribution of, 

586–587
motion of, 424–425
neutron. See Neutron stars
newborn, H–R diagram for, 476
orbits of, in Milky Way Galaxy, 589
with planetary systems, 725
scientific method and, 514–515

sizes of, 432–434
solar-type. See Sun-like stars
in Southern sky, 376
spectra of, 78–79, 83

classification, 431–432, 431n
spectroscopic parallax, 437–438, 437n
Sun-like. See Sun-like stars
temperatures of, 428–429
variable, 387, 432, 581–582, 583

Star clusters, 468, 486–491
associations, 486–487
blue stragglers in, 507, 508
environment of, 488–489
globular, 487–488, 507, 580–581, 585
lifetimes of, 491
nebulae and, 488
newborn, 486, 514
observing stellar evolution in, 512–515
open, 486, 487

Star formation, 468–491. See also Stellar 
evolution; Stellar explosions
characteristic stages of, 472–473
different masses and, 477–478
earliest stars and, 683
failed stars and, 478
generations of, 485
gravitational competition and, 471
modeling, 472
of nebulae and star clusters, 486–491
observational evidence of, 478–484
phases in, 480
rate of, 725
regions of, 470–472
self-propagating, 594–595
shock waves and, 484–485, 594

Star Wars program (Strategic Defense 
Initiative), 113

Starburst galaxies, 623–624, 644
Stardust mission, 350–351
Starlight

aberration of, 42
spectral information from, 95

Stefan, Josef, 70
Stefan-Boltzmann constant, 72
Stefan-Boltzmann equation, 72
Stefan-Boltzmann law, 72, 433
Stefan’s law, 70, 72
Stellar epoch, 697
Stellar evolution, 494–517. See also Star 

formation
of binary-star systems, 515–517
cycle of, 538–539
end points for stars of different masses, 

512
of high-mass stars, 509–510, 512
leaving main sequence, 496
stages in, characteristics of, 472–473, 

498
in star clusters, observing, 512–515
of Sun-like stars, 496–502

carbon core, 501–502
death of, 502–509
helium core, 497, 499, 501
helium flash, 499–501
helium fusion, 499–501
planetary nebulae, 502–504
red-giant branch, 498–499
subgiant branch, 497–498
white dwarf, 504–507

theory of, 514–515
reality vs., 507–509

Stellar explosions, 520–539. See also
Element(s)
end of high-mass star, 524–526
novae, 522–523
supernovae, 525–526

Stellar habitable zone, 725–726
Stellar nucleosynthesis, 531, 533–534

observational evidence for, 536–538
Stellar occultation, 332
Stellar parallax, 25, 39, 42, 422–423
Stellar populations, 587
Stellar recycling, 538–539
Stellar remnants, 556. See also Supernova 

remnant
Stellar transits, of black holes, 564
Stellar wind, 511
Stickney crater, 260
Stonehenge, 34
Storms, on Saturn, 295–296
Strategic Defense Initiative (Star Wars 

program), 113
Stratosphere, 163

Stray asteroids, 360–361
Strings/string theory, 694
Strong nuclear force, 411, 413, 694, 695
Structure in early universe, 705–707
S-type asteroid, 341, 362
Subaru telescope, 106, 107, 113, 367, 569
Subatomic particles, 597
Subduction zones, 176
Subgiant branch, 497–498

on H–R diagram, 499
Sublimation, 346
“Substellar” object. See Brown dwarf
Sudbury Neutrino Observatory (SNO) 

detector, 415
“Sugar-scoop” antenna, 683
Sulfur-32, formation of, 535
Sulfuric acid in Venus’s atmosphere, 230
Summer solstice, 15–16
Sun, 6, 388–416, 444. See also Solar entries

absorption lines of, 397–398
active, 405–409
active regions of, 405–406
angular size of, 13
atmosphere of, 397–400
CNO cycle in, 534
composition of, 398

changes in (theoretical), 497
convection and, 395–396
corona of, 20, 399–400, 407–410
density of, 391, 394
energy production of, 410, 416
and granulation, 396–397
interaction with planets, 52
interior of, 392–397
luminosity of, 390–392, 409, 410, 433, 

435
magnetism of, 395, 400–405
neutrinos of, 414–415
nuclear fusion in, 411–412
oscillations, 393
physical properties of, 138, 390–392
Procyon star, 78–79
radiation of, 166, 394–396
rotation of, 394, 403
solar-terrestrial relations, 409
spectrum of, 82, 397–398
stars like the. See Sun-like stars
stellar classification for, 431, 432, 439
structure of, 390, 391
temperature of, 391, 394, 399–400, 401
tidal forces exerted by, 200–201
weight of, 54
X-ray observations of, 407, 408

Sun Dagger (Chaco Canyon, New Mexico), 
35

Sun-like stars
evolution of, 496–502
formation of, 472–477
merger of, 508
zero-age main sequence (ZAMS), 

477–478
Sunspot cycle, 403–404, 405
Sunspot minimum, 405
Sunspots, 42, 401–405, 634

rotation of, 402–403
Super Kamiokande telescope, 415
Superclusters, 656–657, 678
Super-Earths, 373–374, 375

and Earth comparisons, 377
“Superforce,” 694, 695
Supergiants, 434

mass loss from, 511
red, 509–510

Supergranulation, 397
Superior conjunction, 38, 218
Superior orbit, 37
Superior (higher) planet, 37
Supermassive black holes, 569, 624, 652

in galactic nuclei, 569, 601–603, 624
Supernova remnants, 125, 528–530

Cassiopeia A (Cas A), 126
Crab, 529
in Crab Nebula, 520, 521
Cygnus, 125
near Galactic center, 600
Vela, 528–529, 530

Supernova/supernovae, 526–530
ancient Chinese data on, 35–36
explosion, 525–526
interstellar shock waves generated by, 

468, 469
progenitor of, 526, 533
remnants. See Supernova remnants

Type I (carbon-detonation), 527–528, 
679

Type II (core-collapse), 526, 527–528
Supersymmetric partners, 694
Supersymmetry, 694
Surveyor missions, 198
S-waves (secondary waves), 168–169
Swift mission, 553
Swift-Tuttle (1862III) (comet), 359
Synchronous orbit, 195
Synchrotron radiation, 633–634
Synodic month, 19
Syntaxis (Ptolemy), 38–39
Système Internationale (SI) metric system, 7

T
T association, 487
T Tauri phase, 153, 476, 478
T Tauri stars, 153, 487
Tail of comet, 345, 346, 347
Tau particles, 694
Taylor, Joseph, 568
Technetium, 531, 537
Technetium-99, 537
Technological civilization(s), 716, 721, 

728–729
average lifetime of, 728–729
number in Galaxy, 729

Tectonic fractures, 242, 311
Telescopes, 41, 98–129

defined, 100
focus of, 100
full-spectrum, 128
high-energy, 125–128
high-resolution, 111–114
image acquisition by, 109
image processing in, 110
infrared, 121–123
interferometry, 118–121
invention of, 136
light-gathering power of, 105–106
neutrino, 415
optical, 100
photometry, 110–111
radio, 114–117, 730

interferometer, 118–120
reflecting, 100–103
refracting, 100–105, 136
resolving power of, 105, 106–108
size of, 105–108
spectroscopy with, 111
ultraviolet, 123

Telesto (moon), 314
Tempel 1 (comet), 352
Temperature, 68–73

absolute, 70
differentiation of solar system and, 

150–152
in early solar nebula, 151
of Earth’s interior, 170
of emission nebula, 457
habitable zone of “comfortable,” 

725–726
in Hertzsprung–Russell diagrams, 

434, 435
Kelvin scale, 69
line intensity and, 92
on Mars, 256
of stars, 428–429
of Sun, 390, 391, 394, 399–400, 401
threshold, of particle, 691

Terminator line, on Moon, 192, 193
Terrestrial planets, 140–141, 143. See also

Earth; Mars; Mercury; Venus
composition of, 139
rotational properties of, 138, 219
surface conditions of, 141

Terzan 2 (globular cluster), 549
Tethys (moon), 303, 310, 311, 314
Tharsis bulge, 241, 242, 244
Theoretical model, 8
Theory, 8–9. See also specific theories
“Theory of Everything,” 693
Thermal broadening, 94
Thermal energy (heat), 69

atmosphere and, 166–168
gravity and, 471–472
solar system formation and, 148

Thermal equilibrium, 691, 692
Thermal motions of atoms, 94
Thermal radiation, 68–73
Thermometer, spectroscopic, 92



10I-10 Index

Thick disk component of Milky Way, 587
Third Cambridge Catalog, 628
Thorium-232, 172, 173
3C 48 quasar, 624–625
3C 84 galaxy, 625
3C 175 quasar, 630
3C 273 quasar, 628–629

spectrum of, 629
3C296 galaxy, 569
Threshold temperature of particle, 691
Thuban, 18
Tidal bulge, 183, 184

in Moon, 196
Tidal force (differential force), 183, 199–200

of black holes, 561–562
exerted by Sun, 200–201

Tidal stability limit (Roche limit), 299
Tidal streams, 588–589, 649
Tides, 182–184

lunar, 183, 184
solar, 184

Time delay, quasar mirage and, 660
Time dilation, 563
Titan (moon), 297, 303, 306

atmosphere of, 305, 307–308
surface and interior structure of, 

308–310, 722
Titania (moon), 328, 329
Tombaugh, Clyde, 132, 354
Total eclipse

lunar, 20
solar, 20, 21

Toutatis (asteroid), 343, 344
Tracer, molecular, 464–465
Transition Region and Coronal Explorer 

(TRACE) satellite, 402, 406
Transition zone, 390, 391, 399–400
Transits

planetary, 372–373, 374, 375, 377, 378
solar, 48
stellar, 564

Trans-Neptunian object (TNO), 353, 
356–357

Transverse Doppler shift, 74n
Transverse motion, 74, 74n
Transverse velocity of star, 424–425
Trapezium (stars), 487, 489
Triangulation, 24–26
Trifid Nebula, 454
Trigonometry, 24
Triple-alpha process, 499
Triple-alpha reaction, 501, 534
Triton (moon), 321, 328, 330–332, 370
Trojan asteroids, 340, 344
Tropical year, 17
Troposphere, 163
Tully-Fisher relation, 616–617, 621, 640
Tunguska event of 1908, 351, 361
“Tuning fork” diagram (of Hubble), 614
Turbulence

atmospheric, 111, 112
clear-air, 164
gas, 94

Turnoff mass, 513
21-centimeter radiation, 462–463
0024 + 1654 galaxy cluster, 661
Twin quasars, 659–660
2M1207 (planetary system), 368
Tycho’s supernova, 530
Type I (carbon-detonation) supernova, 

527–528, 679
energy emission, 537

Type II (core-collapse) supernova, 527–528

U
UDF (Hubble Ultra Deep Field), 575, 

666, 667
Uhuru satellite, 565
Ultra Deep Field, 666, 667. See also Hubble 

Ultra Deep Field (UDF)
Ultraviolet astronomy, 123–128
Ultraviolet radiation, 60, 65, 66, 163, 164
Ultraviolet telescopes, 123
Ulysses (spacecraft), 408
Umbra, 21, 23, 24, 401

Umbriel (moon), 328, 329
Unbound motion, 54
Universal recession, 619–620
Universe, 6. See also Early universe; Life

acceleration of, 678–679
age of, 671, 682–683
birth of, 670–671, 693, 695
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Star Charts

Have you ever become lost in an unfamiliar city or state? 
Chances are you used two things to get around: a map and 
some signposts. In much the same way, these two items can 
help you find your way around the night sky in any season. 
Fortunately, in addition to the seasonal Star Charts on the 
following pages, the sky provides us with two major sign-
posts. Each seasonal description will talk about the Big 
Dipper—a group of seven bright stars that dominates the 
constellation Ursa Major the Great Bear. Meanwhile, the 

constellation Orion the Hunter plays a key role in finding 
your way around the sky from late autumn until early spring.

Each chart portrays the sky as seen from near 35° north 
latitude at the times shown at the top of the page. Located 
just outside the chart are the four directions: north, south, 
east, and west. To find stars above your horizon, hold the 
map overhead and orient it so a direction label matches the 
direction you’re facing. The stars above the map’s horizon 
now match what’s in the sky.

Reproduced by permission. © 2007, Astronomy Magazine, Kalmbach Publishing Co.
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Exploring the Winter Sky

Winter finds the Big Dipper climbing the northeastern sky, 
with the three stars of its handle pointing toward the horizon 
and the four stars of its bowl standing highest. The entire 
sky rotates around a point near Polaris, a 2nd-magnitude 
star found by extending a line from the uppermost pair 
of stars in the bowl across the sky to the left of the Dipper. 
Polaris also performs two other valuable functions: The 
altitude of the star above the horizon equals your latitude 
north of the equator, and a straight line dropped from the 
star to the horizon.

Turn around with your back to the Dipper and you’ll 
be facing the diamond-studded winter sky. The second 
great signpost in the sky, Orion the Hunter, is central to the 
brilliant scene. Three closely spaced, 2nd-magnitude stars 
form a straight line that represents the unmistakable belt of 
Orion. Extending the imaginary line joining these stars to 
the upper right leads to Taurus the Bull and its orangish 1st-
magnitude star, Aldebaran. Reverse the direction of your 
gaze to the belt’s lower left and you cannot miss Sirius the 
Dog Star—brightest in all the heavens at magnitude −1.5.

Now move perpendicular to the belt from its western-
most star, Mintaka, and find at the upper left of Orion the 
red supergiant star Betelgeuse. Nearly a thousand times the 
Sun’s diameter, Betelgeuse marks one shoulder of Orion. 
Continuing this line brings you to a pair of bright stars, 
Castor and Pollux. Two lines of fainter stars extend from 
this pair back toward Orion—these represent Gemini the 
Twins. At the northeastern corner of this constellation lies 
the beautiful open star cluster M35. Head south of the belt 
instead and your gaze will fall on the blue supergiant star 
Rigel, Orion’s other luminary.

Above Orion and nearly overhead on winter evenings 
is brilliant Capella, in Auriga the Charioteer. Extend-
ing a line through the shoulders of Orion to the east leads 
you to Procyon in Canis Minor the Little Dog. Once you 
have these principal stars mastered, using the chart to dis-
cover the fainter constellations will be a whole lot easier. 
Take your time, and enjoy the journey. Before leaving Orion, 
however, aim your binoculars at the line of stars below the 
belt. The fuzzy “star” in the middle is actually the glorious 
Orion Nebula (M42), a stellar nursery illuminated by bright, 
newly formed stars.
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During springtime, the Milky Way lies level with the 
horizon, and it’s easy to visualize that we are looking out of 
the plane of our Galaxy. In the direction of Virgo, Leo, Coma 
Berenices, and Ursa Major lie thousands of galaxies whose 
light is unhindered by intervening dust in our own Galaxy. 
However, all these galaxies are elusive to the untrained eye 
and require binoculars or a telescope to be seen.

Boötes lies on the eastern border of this galaxy haven. 
Midway between Arcturus and Vega, the bright “summer” 
star rising in the northeast, is a region where no star shines 
brighter than 2nd magnitude. A semicircle of stars repre-
sents Corona Borealis the Northern Crown, and adjacent to 
it is a large region that houses Hercules the Strongman, the 
fifth-biggest constellation in the sky. It is here we can find 
the northern sky’s brightest globular star cluster, M13. A 
naked-eye object from a dark site, it looks spectacular when 
viewed through a telescope.

Returning to Ursa Major, check the second-to-last star 
in the Dipper’s handle. Most people will see it as double, 
while binoculars show this easily. The pair is called Mizar 
and Alcor, and they lie just 0.2° apart. A telescope reveals 
Mizar itself to be a double. Its companion star shines at 
magnitude 4.0 and lies 14 arc seconds away.

Exploring the Spring Sky

The Big Dipper, our signpost in the sky, swings high over-
head during the spring and lies just north of the center of 
the chart. This season of rejuvenation encourages us to 
move outdoors with the milder temperatures, and with the 
new season a new set of stars beckons us.

Follow the arc of stars outlining the handle of the 
Dipper away from the bowl and you will land on brilliant 
Arcturus. This orangish star dominates the spring sky in the 
kite-shaped constellation Boötes the Herdsman. Well to the 
west of Boötes lies Leo the Lion. You can find its brightest 
star, Regulus, by using the pointers of the Dipper in reverse. 
Regulus lies at the base of a group of stars shaped like a 
sickle or backward question mark, which represents the 
head of the lion.

Midway between Regulus and Pollux in Gemini, which 
is now sinking in the west, is the diminutive group Cancer 
the Crab. Centered in this group is a hazy patch of light that 
binoculars reveal as the Beehive star cluster (M44).

To the southeast of Leo lies the realm of the galaxies 
and the constellation Virgo the Maiden. Virgo’s brightest 
star, Spica, shines at magnitude 1.0.
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Exploring the Summer Sky

The richness of the summer sky is exemplified by the splen-
dor of the Milky Way. Stretching from the northern horizon 
in Perseus, through the cross-shaped constellation Cygnus 
overhead, and down to Sagittarius in the south, the Milky 
Way is packed with riches. These riches include star clusters, 
nebulae, double stars, and variable stars.

Let’s start with the Big Dipper, our perennial signpost, 
which now lies in the northwest with its handle still pointing 
toward Arcturus. High overhead, and the first star to appear 
after sunset, is Vega in Lyra the Harp. Vega forms one corner 
of the summer triangle, a conspicuous asterism of three stars. 
Near Vega lies the famous double-double, Epsilon (e) Lyrae. 
Two 5th-magnitude stars lie just over 3 arc minutes apart and 
can be split when viewed through binoculars. Each of these 
two stars is also double, but you need a telescope to split them.

To the east of Vega lies the triangle’s second star: Deneb 
in Cygnus the Swan (some see a cross in this pattern). Deneb 
marks the tail of this graceful bird, the cross represents its 
outstretched wings, and the base of the cross denotes its 
head, which is marked by the incomparable double star 
Albireo. Albireo matches a 3rd-magnitude yellow star and a 

5th-magnitude blue star and offers the finest color contrast 
anywhere in the sky. Deneb is a supergiant star that pumps 
out as much light as 60,000 Suns. Also notice that the Milky 
Way splits into two parts in Cygnus, a giant rift caused by 
interstellar dust blocking starlight from beyond.

Altair, the third star of the summer triangle and the 
one farthest south, is the second brightest of the three. Lying 
17 light-years away, it’s the brightest star in the constellation 
Aquila the Eagle.

Frequently overlooked to the north of Deneb lies the 
constellation Cepheus the King. Shaped rather like a bishop’s 
hat, the southern corner of Cepheus is marked by a compact 
triangle of stars that includes Delta (D) Cephei. This famous 
star is the prototype of the Cepheid variable stars used to 
determine the distances to some of the nearer galaxies. It 
varies regularly from magnitude 3.6 to 4.3 and back again with 
a 5.37-day period.

Hugging the southern horizon, the constellations Sag-
ittarius the Archer and Scorpius the Scorpion lie in the 
thickest part of the Milky Way. Scorpius’s brightest star, 
Antares, is a red supergiant star whose name means “rival 
of Mars” and derives from its similarity to the planet in 
both color and brightness.
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around 9 p.m. in mid-November. Farther south, between 
Andromeda and Triangulum, lies M33, a sprawling face-on 
spiral galaxy best seen in binoculars or a rich-field telescope.

The Great Square of Pegasus passes just south of the 
zenith. Four 2nd- and 3rd-magnitude stars form the square, 
but few stars can be seen inside of it. If you draw a line 
between the two stars on the west side of the square and 
extend it southward, you’ll find 1st-magnitude Fomalhaut 
in Piscis Austrinus the Southern Fish. Fomalhaut is the 
solitary bright star low in the south. Using the eastern side 
of the square as a pointer to the south brings you to Diphda 
in the large, faint constellation of Cetus the Whale.

To the east of the Square lies the Pleiades star cluster 
(M45) in Taurus, which reminds us of the forthcoming 
winter. By late evening in October and early evening in 
December, Taurus and Orion have both cleared the horizon 
and Gemini is rising in the northeast. In concert with the 
reappearance of winter constellations, the view to the 
northwest finds summertime’s Cygnus and Lyra about to 
set. The autumn season is a great transition period, both 
on Earth and in the sky, and a fine time to experience the 
subtleties of these constellations.

Exploring the Autumn Sky

The cool nights of autumn are here to remind us the chill 
of winter is not far off. Along with the cool air, the brilliant 
stars of the summer triangle descend in the west to be 
replaced with a rather bland-looking region of sky. But don’t 
let initial appearances deceive you. Hidden in the fall sky are 
gems equal to summertime.

The Big Dipper swings low this season, and for parts of 
the Southern United States it actually sets. Cassiopeia the 
Queen, a group of five bright stars in the shape of a “W” or 
“M,” reaches its highest point overhead, the same spot the 
Big Dipper reached six months ago. To the east of Cassiopeia, 
Perseus the Hero rises high. Nestled between these two 
groups is the wondrous Double Cluster—NGC 869 and 
NGC 884—a fantastic sight in binoculars or a low-power 
telescope.

Our view to the south of the Milky Way is a window out of 
the plane of our Galaxy in the opposite direction to that visible 
in spring. This allows us to look at the Local Group of galaxies. 
Due south of Cassiopeia is the Andromeda Galaxy (M31), a 
4th-magnitude smudge of light that passes directly overhead 
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astronomical unit 1 A.U. = 1.496 3 108 km  (1.5 3 108 km)

light year 1 ly 5 9.46 3 1012 km  (1013 km; 6 trillion miles)

parsec 1 pc 5 3.09 3 1013 km 5 3.3 ly

speed of light c 5 299,792.458 km/s  (3 3 105 km/s)

Stefan-Boltzmann constant [Greek sigma] 5 5.67 3 10-8 W/m2 ? K4

Planck’s constant h 5 6.63 3 10-34 Js

gravitational constant G 5 6.67 3 10-11 Nm2/kg2

mass of Earth M! 5 5.97 3 1024 kg  (6 3 1024 kg; about 6000 billion billion tons)

radius of Earth R ! 5 6378 km  (6500 km)

mass of the Sun M� 5 1.99 3 1030 kg  (2 3 1030 kg)

radius of the Sun R� 5 6.96 3 105 km  (7 3 105 km)

luminosity of the Sun L� 5 3.90 3 1026 W

effective temperature of the Sun T� 5 5778 K  (5800 K)

Hubble constant H0 70 km/s/Mpc

mass of the electron me 5 9.11 3 10-31 kg

mass of the proton mp 5 1.67 3 10-27 kg

*The rounded-off values used in the text are shown in parentheses.

Conversions between English and Metric Units

1 inch 5 2.54 centimeters (cm)

1 foot (ft) 5 0.3048 meters (m)

1 mile 5 1.609 kilometers (km)

1 pound (lb) 5 453.6 grams (g) or 0.4536 kilograms (kg) (on Earth)

Some Useful Constants and Physical Measurements*

Spectral
Class

Typical Surface 
Temperature

Color Mass* Luminosity* Lifetime* Familiar
Examples

(K) (M�) (L�) (106 yr )

O >30,000 Electric Blue >20 >100,000 <2 Mintaka (O9)

B 20,000 Blue 7 500 140 Spica (B2)

A 10,000 White 3 60 500
Vega (A0)
Sirius (A1)

F 7,000 Yellow - white 1.5 7 2000 Procyon (F5)

G 6,000 Yellow 1.0 1.0 10,000
Sun (G2) 
Alpha Centauri (G2)

K 4,000 Orange 0.8 0.3 30,000 Epsilon Eridani (K2)

M 3,000 Red 0.1 0.00006 16,000,000 Proxima Centauri (M5)
Barnard’s Star (M5)

*Approximate values for stars of solar composition

Main-Sequence Stellar Properties by Spectral Class
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THE

BIG
PICTURE

The Big Picture Your students deserve the latest  
content and the best technology in their Introduction to  
Astronomy course.

The Big Question Who but Chaisson and McMillan 
would you trust to deliver what your students deserve?



CHAPTER 6 (now The Solar 
System: Comparative Planetology 
and Formation Models) was 
significantly reworked to reflect a revised 
approach to presenting comparative 
planetology within a planet-by-planet 
chapter structure and includes a new 
2-page box on planetary exploration.

CHAPTER 15 (now Exoplanets: Planetary 
Systems Beyond Our Own) has been extensively 
revamped to reflect our new understanding of 
exoplanets, debris, asteroids, and the Kuiper belt 
and includes a new box on the closest exoplanet.
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LEFT: Asteroids sometimes collide with Earth, so it is very much in our own interest 

to keep an eye on them! This image shows a close-up of the asteroid Itokawa, which is 

only 0.5 km long—about five soccer fields across. It was photographed as the Japanese 

spacecraft, Hayabusa, having launched from Earth in 2003, slowly approached the 

asteroid in 2005. The craft then soft-landed, scooped up some rocky debris, and took 

off for Earth, landing back home in 2010. A remarkable engineering achievement, this 

mission also scientifically proved that asteroids like this one are the source of most 

meteorites—the oldest matter in the solar system. (JAXA)

Visit the MasteringAstronomy Study Area
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

The Solar System
COMPARATIVE PLANETOLOGY AND FORMATION MODELS

6
In less than a single generation, we have learned more about the 
solar system—the Sun and everything that orbits it—than in 
all the centuries that went before. By studying the eight major 
planets, their moons, and the countless fragments of material 
that orbit in interplanetary space, astronomers have gained a 
richer outlook on our own home in space.

Space missions have visited all the planets of the solar system, 
extending astronomers’ reach from the Earth-like inner planets to 
the giant gaseous worlds orbiting far from the Sun. Instruments 
aboard unmanned robots have taken close-up photographs of the 
planets and their moons and in some cases have made on-site 
measurements. Astronomers have come to realize that all 
solar system objects, large and small, have vital roles to play in 
furthering our understanding of our cosmic neighborhood.

Learning Outcomes

Studying this chapter will enable you to

1 Explain the importance of compar-
ative planetology to solar system 
studies.

2 Describe the overall scale and 
structure of the solar system.

3 Summarize the basic differences 
between the terrestrial and the  
jovian planets.

4 Identify and describe the major 
nonplanetary components of the 
solar system.

5 Outline the theory of solar system 
formation that accounts for the 
overall properties of our planetary 
system.

6 Explain how the terrestrial planets 
formed.

7 Contrast the leading theories for 
the formation of the jovian worlds.

8 Describe how comets and aster-
oids formed, and explain their 
role in determining planetary 
properties.

The Big Picture Planets are by no means the only 
residents of our solar system. Modern telescopes and robot 
space probes have revealed much about comets, asteroids, and 
many of the planets’ moons. Ironically, it is the pristine trash in 
our cosmic neighborhood that is telling us most about the origin 
and development of our solar system. Like the seafarers of old 
who discovered new worlds beyond Europe, today’s spacefarers 
are now grandly exploring alien worlds beyond Earth.
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Spacecraft Exploration 
of the Solar System
Since the 1960s, dozens of uncrewed space missions have 
traveled throughout the solar system. All of the planets have 
been probed at close range, 
and robot spacecraft have 
also visited numerous 
comets and asteroids. The 
impact of these missions 
on our understanding of 
our planetary system has 
been nothing short of rev-
olutionary. The 10 chapters 
of Part 2 of this text dis-
play many examples of im-
ages radioed back to Earth 
by the robots that have 
explored our 
nearby environ-
ment in space.

The time 
line stretching 
across these two 
pages shows all 
major missions 
since the dawn of 
the space age in 
the early 1960s. 
Together, they 
have redefined 
our view of our cosmic back yard. 
Here we highlight a few of the most 
important.

DISCOVERY 6-2

More spacecraft have explored Venus than 
any other planet. The Soviet Union took the lead 

in the 1960s when nearly a dozen Venera probes orbited 
(and some landed on) Venus—the photograph below shows 

Russian engineers building one of the heavily armored craft. 
Since then, the United States (Pioneer and Magellan) and Eu-
rope (Venus Express) have sent several more craft to spy on 
this hellish world using radar. The new data have taught us 
much about Venus’s surface and atmosphere, and the results 
have helped us better understand weather here on planet 
Earth.

Mars has been the target of very active robotic explora-
tion. The United States has sent more than a dozen probes to 
orbit the “red planet” and often to land on its surface; Rus-
sia and Europe have also aimed craft at Mars, but most have 
missed the planet or crash landed. Several U.S. Mariner craft 
paved the way in the 1960s, showing the planet to be sur-
prisingly inhospitable yet geologically intriguing. The Viking

1982 Saturn
Voyager 2 (NASA)

1978 Venus
Pioneer Venus (NASA)

1974 Jupiter
Pioneer 11 (NASA)

1973 Jupiter
Pioneer 10 (NASA)

1972 Venus
Venera 8 (USSR)

1970 Venus
Venera 7 (USSR)

1964 Mars
Mariner 4 (NASA)

1962 Venus
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1979 Saturn: Pioneer 11 (NASA)

1989 Neptune
Voyager 2 (NASA)
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1981 Saturn
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1976 Mars
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(NASA)
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Mariner 10 (NASA)

1971 Mars
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1969 Mars
Mariner 6, 7 (NASA)
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1986 Uranus
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More than 30 years later, 
NASA’s Messenger probe 
went into orbit around 
Mercury in 2011, where 
it is now actively map-
ping the surface of this 
peculiar place. The above 
figure is a mosaic of 
Messenger images.

(Sovoto/Eastfoto)

Russian engineers with Venera 11 1978

(NASA)

Magellan launched by Space 
Shuttle Atlantis 1989

P
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Weather
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Voyager 1 1979

Galileo during assembly 1988

Mercury has been 
visited by just two 
spacecraft to date. In 
the mid-1970s, Mariner 
10 executed a series of 

flybys of the planet, snap-
ping thousands of images 

revealing it to be almost as 
heavily cratered as Earth’s Moon. 
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program in the 1970s was one of NASA’s finest missions, not 
only safely landing two craft (see photo at left) but also imag-
ing the surface for the first time and searching for life (which 
it did not find).

Since the late 1990s, a series of robots has orbited Mars 
and invaded its surface, sampling the air and dirt, drilling into 
stones, and digging for ice. The above true-color panoramic 
view was taken in 2005 from the rover Spirit, whose mother 
ship is shown in the foreground. The latest generation of rovers 
has mainly been searching for water, or evidence of it in the 
past. “Follow the water” has become a popular mantra in the 
search for life. So far, though, neither liquid water nor life of 
any kind has been found, although there seems to be ample 
evidence for water in Mars’s past.

Two pairs of U.S. spacecraft launched in the 1970s—
Pioneer and Voyager—rewrote our knowledge of the 

to navigate among those planets’ moons. Galileo, shown at 
right during assembly, toured Jupiter’s moons, trans-
forming our understanding of their structure and 
history. Cassini is still gliding among Saturn’s 
moons, providing spectacular images of the Sat-
urn system, as illustrated in the backlit 
image, as well as key new 
insights into the Sat-
urn system.

jovian planets. Pioneer
10 and 11 took many 
photographs and made 
numerous scientific dis-
coveries. The Voyager
spacecraft (below) car-
ried radio, visible-light, 
and infrared sensors as 
well as magnetometers 
to study planetary magnetic fields. Pioneer 11, and both Voy-
ager 1 and 2, used Jupiter’s gravity to propel them onward to 
Saturn (see Discovery 6-1). Voyager 1 was programmed to visit 
Titan, Saturn’s largest moon, and so did not come 
close enough to the planet to receive a gravity-assisted 
boost to Uranus. However, Voyager 2 went on to visit 
both Uranus and Neptune in a spectacularly success-
ful “Grand Tour” of the outer planets.

During the past 2 decades, exploration of the outer 
solar system has been the domain of the U.S. Galileo
mission to Jupiter (a 7-year flight that arrived in 1995) 
and the U.S./European Cassini mission to Saturn (arriv-
ing in 2004, with multiple gravity assists; see Discovery
6-1), both to reach their target planets and subsequently 
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LEFT: Astronomers routinely observe other young star systems, hoping to gain insight into 

the origins of our own solar system. This is actually a composite image, taken in the optical 

domain by two telescopes: The Hubble Space Telescope imaged the central parts and Japan’s 

Subaru Telescope extended the field of view around the edges. It shows the region called 

S106, a nebula about 3300 light-years away in the constellation Cygnus. Amid its chaotic gas 

and dust spanning a few light-years (hence thousands of times larger than a typical planetary 

system), many young stars—and probably planets—are now forming. (NASA; NAOJ)

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

Exoplanets
PLANETARY SYSTEMS BEYOND OUR OWN

15
The planets, moons, and small bodies of the solar system present 
us with a long list of interesting features and bizarre peculiarities. 
Every object has its idiosyncrasies, some of them due to particular 
circumstances and others the result of planetary evolution. Each 
time a new discovery is made, we learn a little more about the 
history of our planetary system and refine our theories of solar 
system formation and evolution.

Today, discoveries of planets orbiting other stars are flooding 
in at an unprecedented rate, giving us unexpected new examples 
of planetary systems in action and posing fundamental challenges 
to our understanding of planet formation. How will our solar 
system theories stand up to this onslaught of new data? Will 
they be overwhelmed and abandoned, perhaps leading to deeper 
understanding in the long run? Or are there underlying principles 
that unify our local knowledge with planetary systems beyond our 
own? The answer, as we will see, is “Stay tuned. . . .”

Learning Outcomes

Studying this chapter will enable you to

1 List some regular and irregular 
aspects of the solar system, and 
explain them in the context of the 
condensation theory.

2 Describe some techniques 
astronomers use to detect planets 
beyond the solar system.

3 Outline the properties of known 
extrasolar planets, and list some 
categories of exoplanet not found 
in the solar system.

4 Explain how extrasolar planets fit 
in with current theories of solar 
system formation.

5 Describe the current observational 
evidence for habitable Earth-like 
planets beyond our solar system.

The Big Picture Our own solar system formed some 4.5 
billion years ago, a time so ancient that it’s virtually impossible 
to reconstruct the details of that remarkable event. Ironically, it 
is other such planetary systems far beyond our own that are now 
helping us decipher, like Rosetta stones, our own origins. Just as 
comparative planetology of our eight neighboring planets guides 
our knowledge of Earth’s history, extrasolar planets seemingly have 
much to teach us about how they all came to be in the first place.
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artificial rings of light around all the other stars). Astrono-
mers have searched many such images for dim planets orbit-
ing all of the brightest stars but are always hampered by the 
intense glare of the star, whose emitted light tends to over-
whelm the much dimmer, reflected light from any neighbor-
ing planets. It’s a little like trying to photograph a minute 
speck of dust on the surface of a very bright searchlight—
virtually impossible.

Instead, astronomers discovered an Earth-sized planet 
by analyzing the gravitationally induced Doppler motions of 
Alpha Centauri B, which it orbits. Observations were made sev-
eral times a night, nearly every night, for more than 3 years. The 
new exoplanet, which as yet is nameless pending confirmation, 
has a mass similar to Earth’s and a density of rock, but it orbits 
its parent star about 25 times closer (0.04 AU) than Earth orbits 

the Sun. Alas, it’s likely a roasted world inca-
pable of hosting water-based life as we know 
it. So a true twin of Earth has not really been 
found—but there’s a good chance that cooler, 
rocky planets reside farther out in the star’s 
habitable zone.

The final illustration below is an artist’s 
conception of the new exoplanet—drawn 
suggestively as a crescent of reflected light 
(at right) because little is currently known 
about this alien world. The art also gives an 
impression of what it would be like to live 
on this new world: Its central star, Alpha 
Centauri B (center) would be the brightest 
star in its sky, followed by Alpha Centauri A 

(lower left) and then our own dim Sun at upper right.
Before mounting an expedition to check out our 

exoplanetary neighbor, humans will need to invent much better 
ways to travel in space. Four light-years, or about 42 trillion 
kilometers, is surprisingly far away. Rocket science tells us 
that it would take about 40,000 years to reach even this nearest 
star system. Of course, future technologies, such as a nuclear-
propelled starship, might get us there quicker, but that future 
remains science fiction for now.

(L. Calcada, N. Risinger/ESO)

The Closest Exoplanet
Everyone wants to know if “another Earth” exists and how 
far away it is. As of 2012, a few candidates for Earth-sized 
exoplanets have been identified, yet so far they all seem rare, 
distant, hot, and orbit stars unlike the Sun. Recently, though, 
the discovery of a near twin to Earth has caused quite a stir, 
since it is surprisingly close to us. European astronomers used 
a ground-based telescope in the Chilean Andes to examine in 
detail the nearest star system to the Sun—and what they found 
is tantalizingly similar to Earth.

The closest star to us in the night sky is not a single star 
but a group of three stars orbiting one another. This is the 
Alpha Centauri star system, whose A and B components 
(currently 4.4 light-years away) closely orbit each other and 
together appear as a bright source of light 
easily seen from Earth. Both are Sun-like 
stars. The third member, called C or Proxima 
Centauri (currently 4.2 light-years away), is a 
cool dwarf star invisible to the naked eye; it 
takes about a million years to orbit the A and 
B components.

The above map depicts most of the stars visible from Earth 
in the direction of Alpha Centauri. It shows what part of the 
southern sky looks like on a clear night without a telescope. The 
A and B members of the Alpha-Centauri system together form 
one of the brightest objects in the southern hemisphere; both 
are marked on the chart within the yellow circle. Proxima is too 
dim to see here.

The inset at the top right of the map is an actual photo-
graph of just the region in and around the yellow circle on 
the map. Alpha Centauri (at center) appears so big mainly 
because this image contains both A and B members and be-
cause it is intentionally overexposed (which causes the small 
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LEARNING OUTCOMES have replaced the Learning 
Goals of previous editions and help guide students in structuring 
their understanding of complex topics; their connection to the 
end-of-chapter Summary and Review and Discussion questions 
are made explicit and are consistent with the AAS outcomes.

THE BIG PICTURE
feature on each chapter-
opening spread explains 
how chapter content fits in 
with an overall perspective 
on introductory astronomy, 
helping students see how 
each chapter is connected 
to a broad understanding  
of the universe.

ANNOTATED ART now 
appears in close to half of 

all the figures in Astronomy 
Today, 8th edition. Informed 

by education research, 
these blue annotations 

function much like 
the professor’s voice, 

interpreting and explaining 
the art for the student.

THE BIG QUESTION mirrors The Big Picture and piques 
student interest at the end of each chapter. It identifies a 
critical unanswered question relating to the chapter content, 
reinforcing that astronomy is still an evolving science. 

PEDAGOGY

Comet debris
continues to
disperse.

Fragments continue
along the comet orbit
as it begins to break up.

Comet breaks up as
it rounds the Sun.

2

Earth

Sun

4

1

3

Meteor
showers occur 
when cometary 
debris hits Earth.

IMPROVED

59

Visit the MasteringAstronomy Study Area 
for quizzes, animations, videos, interactive 
figures, and self-guided tutorials.

3
Astronomical objects are more than just things of beauty in the 
night sky. Planets, stars, and galaxies are of vital significance 
if we are to fully understand our place in the larger scheme of 
things in the universe. Each object is a source of information 
about the material aspects of our universe—its state of motion, its 
temperature, its chemical composition, and even its past history.

Much of this information comes to us in the form of light. When 
we look at the stars, the light we see actually began its journey to 
Earth decades, centuries—even millennia—ago. The faint rays from 
the most distant galaxies have taken billions of years to reach us. 
The stars and galaxies in the night sky show us the far away and the 
long ago. In this chapter, we begin our study of how astronomers 
extract information from the light emitted by astronomical objects. 
These basic concepts of radiation are central to modern astronomy.

Radiation
INFORMATION FROM THE COSMOS

LEFT: In about 5 billion years, the Sun will begin running out of fuel. Its hydrogen 

gas will become depleted at its center, causing the bulk of our old and decrepit star  

to slowly dissipate into space. We can actually watch such an amazing event by 

 observing other stars that are now dying. This stunning image captures the Helix  

Nebula about 650 light-years away—but not in visible light. Rather, it shows invisible 

radiation  emitted by the former star. Infrared radiation (mostly yellow in this image) 

captured by the Spitzer Space  Telescope and ultraviolet radiation (mostly bluish) by the 

Galaxy  Evolution Explorer  satellite enable close inspection of the remarkable  

process of  stellar death. (NASA, Caltech)

Learning Outcomes

Studying this chapter will enable you to

1 Outline the basic properties of 
wave motion.

2 Tell how electromagnetic radiation 
transfers energy and information 
through interstellar space.

3 Describe the major regions of the 
electromagnetic spectrum and 
explain how Earth’s atmosphere 
affects our ability to make astro-
nomical observations at different 
wavelengths.

4 Explain what is meant by the 
term “blackbody radiation” and 
 describe the basic properties of 
such radiation.

5 Tell how we can determine the 
temperature of an object by 
observing the radiation it emits.

6 Describe how the relative motion 
between a source of radiation and 
its observer can change the per-
ceived wavelength of the radiation, 
and explain the importance of this 
phenomenon to astronomy.

The Big Picture Our human eyes actually see only a 
small part of the universe—we literally see optical, or visible, 
light. There is a much bigger picture to be sensed beyond visible 
light—invisible radiation such as heat or radio waves or X-rays. 
Many different kinds of radiation are constantly traveling 
through space, and detailed study of this wider range of visible 
and invisible information is the main way that astronomers 
study stars and other distant objects well beyond Earth.

Chapter Review
SUMMARY

 1 Electromagnetic radiation 
(p.  60) travels through space 
in the form of a wave (p. 60).
A wave is characterized by its 
period (p. 61), the length 
of time taken for one complete cycle; its wavelength (p. 61),
the distance between successive wave crests; and its amplitude 
(p. 61), which measures the size of the disturbance associated 
with the wave. A wave’s frequency (p. 61) is the number of 
wave crests that pass a given point in one second.
2 Any electrically charged object 

is surrounded by an electric field
(p.  63) that determines the force the 
object exerts on other charged objects. 
When a charged particle moves, infor-
mation about its motion is transmitted 
via the particle’s changing electric and 
magnetic fields (pp. 63, 64). The 
information travels at the speed of light
(p. 64) as an electromagnetic wave. Diffraction (p. 67) and 
interference (p. 67) are properties of radiation that mark it as 
a wave phenomenon.
3 The color of visible light is simply 

a measure of its wavelength—red light 
has a longer wavelength than blue 
light. The entire electromagnetic 
spectrum (p. 65) consists of (in 
order of increasing frequency) radio 
waves, infrared radiation, visible 
light, ultraviolet radiation, X-rays,
and gamma rays (p. 60). Only radio 
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waves, some infrared wavelengths, and visible light can penetrate 
the atmosphere and reach the ground from space.
4 The temperature (p. 68) of 

an object is a measure of the speed 
with which its constituent particles 
move. The intensity of radiation 
emitted by an object has a character-
istic distribution, called a blackbody 
curve (p. 68), which depends only on the object’s temperature.
5 Wien’s law (p. 70) tells us that 

the wavelength at which the object 
radiates most of its energy is inversely 
proportional to its temperature. 
Measuring that peak wavelength tells 
us the object’s temperature. Stefan’s 
law (p. 70) states that the total 
amount of energy radiated is pro-
portional to the fourth power of the 
temperature.
6 Our perception of the 

wavelength of a beam of light 
can be altered by the source’s 
velocity relative to us. This 
motion-induced change in the 
observed frequency of a wave 
is called the Doppler effect 
(p. 73). Any net motion of the source away from the observer 
causes a redshift—a shift to lower frequencies—in the received 
beam. Motion toward the observer causes a blueshift. The extent 
of the shift is directly proportional to the source’s radial velocity 
relative to the observer.
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The Big Picture There is something philosophically 
intriguing about the idea that the deaths of some stars cause the 
birth of others. Build up, break down, change . . . dust to dust 
is a scientific concept. Many of the elements composing our 
world and ourselves were created in the violent explosions of 
long-gone stars. It sounds rather poetic that we are made of 
mostly stardust, but it happens to be true.

The Big Question Despite widespread observations of supernovae and their scattered debris, 
researchers still don’t know exactly how these massive stars actually manage to explode. Although many 
times the mass of the Sun, these stars defy gravity by ripping themselves apart. That they blow their 
whole being to smithereens is well established, but how do they do it, reversing their catastrophic inward 
collapse to become outwardly exploding stars?
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The H–R diagram plots
stars by luminosity
(vertical axis) and
temperature or
spectral class
(horizontal axis). The
dashed diagonal lines
are lines of constant
radius.
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Overlay 1
Adding stars reveals how the
H–R diagram organizes stellar
information. Hotter (bluer) stars
lie to the left; cooler (redder)
stars lie to the right. Some
specific stars are noted.
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Overlay 2
Patterns and groups emerge.
Note especially the main
sequence. Our star, the Sun, is
by definition 1 solar unit in
luminosity and 1 solar radius in
size. It is a yellow G-type star,
now on the main sequence.
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Overlay 3
The track of a 1-solar-mass
star on the H–R diagram:
    5  Protostar
    6  Star
    7  Main-sequence star
    8  Subgiant branch
    9  Helium flash
  10  Horizontal branch
  11  Asymptotic giant branch
  12  Carbon core / planetary
        nebula
  13  White dwarf
  14  Black dwarf



Overlay 4
Some data for rich globular clusters
(M80 mostly, shown at right). At the
lower end the stars lie along the
main sequence; just beyond G they
turn off, following the subgiant, red
giant, and horizontal branch stages.
An age over 10 billion years is
indicated by this degree of evolution
(see Figure 20.17). Because globular
cluster stars contain far fewer heavy
elements than the Sun, those stars
tend to be hotter and brighter for
the same mass.
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